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a b s t r a c t 

With the increase in automation of vehicles and the rise of driver monitoring systems in 

those vehicles, data protection becomes more relevant for the automotive sector. Monitoring 

systems could contribute to road safety by, for instance, warning the driver if he is dozing off. 

However, keeping such a close eye on the user of the vehicle has legal implications. Within 

the European Union, the data gathered through the monitoring system, and the automated 

vehicle as a whole, will have to be collected and processed in conformity with the General 

Data Protection Regulation. By means of a use case, the different types of data collected by 

the automated vehicle, including health data, and the different requirements applicable to 

the collecting and processing of those types of data are explored. A three-step approach to 

ensuring data protection in automated vehicles is discussed. In addition, the possibilities 

to ensure data protection at a European level via the (type-) approval requirements will be 

explored. 
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5 SAE International, J3016, June 2018. 
6 SAE International, J3016, June 2018, p. 19ff. 
7 For instance Tesla Model S. 
8 SAE International, J3016, June 2018, p. 21ff. 
9 SAE International, J3016, June 2018, p. 6, 14. 

10 SAE International, J3016, June 2018, p. 21. 
11 SAE International, J3016, June 2018, p. 19ff. 
12 
. Introduction 

ow would you feel if your car knows your heart rate, or 
ounts the number of times you blink? With the emergence of 
utomated vehicles, the number of sensors keeping an eye on 

ou, the user of the vehicle, will increase. The car will know if 
ou are able to take back control of the wheel, or when a traffic 
ituation makes you break into a sweat.1 Sounds disturbing? 

The important role sensors and cameras that detect a 
ser’s physical state can play for road safety has been sig- 
alled by stakeholders, but so have privacy concerns. For in- 
tance, the EU Member States already mentioned in the 2016 
eclaration of Amsterdam on cooperation in the field of con- 
ected and automated driving 2 the right to privacy and data 
rotection, and they agreed to a joint agenda which, amongst 
thers, should ensure privacy and data protection.3 In this 
ontribution, we will take a closer look at the privacy concerns 
egarding data on the health of the user of the vehicle, driving 
n public roads within the EU. If through sensors and cam- 
ras the vehicle collects information on the heart rate of the 
ser, its eye movements and other indicators of the physical 
nd mental state of the user, can these data be stored by the 
perator of a fleet of automated vehicles and perhaps sold to,
or instance, the health care insurer of the user? Is it allowed 

o combine these data with other data, such as the location 

f the vehicle and the time of day, and sell it to a company 
anting to advertise their restaurant to the user? We will ex- 
lore the possibilities and restrictions of the processing and 

se of these data under the EU General Data Protection Reg- 
lation (GDPR). The GDPR is a general data protection instru- 
ent that is technology neutral and applies to data collected 

y automated vehicles.4 In addition to setting legal bound- 
ries, the GDPR also offers inspiration for how to deal with 

ata protection issues in this technologically enriched world.
his inspiration serves as a starting point for a novel three- 
tep approach applied to automated vehicles on the integra- 
ion of data protection in automated vehicles. This approach 

ill ensure that in the future, one no longer has to worry about 
he protection of personal data when using an automated ve- 
icle. First, the different levels of automation and the different 
ossibilities of collecting health related data through the sen- 
ors and cameras are discussed. After an introduction to the 
DPR, we will explore what the possibilities and limitations 
re of collecting and using data related to the physical state of 
he user of the automated vehicle. By doing so through a use 
ase, we will identify the legal consequences under the GDPR 
1 Data from the heart rate sensor, the number of times you blink, 
tc., can indicate whether or not a situation makes you nervous. 
2 https://www.regjeringen.no/contentassets/ba7ab6e2a0e14e- 
9baa77f5b76f59d14/2016- 04- 08- declaration- of- amsterdam- 
nal1400661.pdf. 
3 At the 39th International Conference of Data Protection and 

rivacy Commissioners in Hong Kong in 2017, a Resolution on Data 
rotection in Automated and Connected Vehicles was adopted, 
hereby underlining the importance of data protection. 
4 Nikolaus Forgó, Datenschutzrechtliche Fragestellungen des au- 

onomen Fahrens, in: Autonomes Fahren. Rechtsgefolgen, Recht- 
probleme, technische Grundlagen, eds. Opperman, Stender- 
orwachs, C.H. Beck 2017, München. 
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f collecting data concerning health, also referred to as health 

ata, via sensors and cameras in automated vehicles. 

. Levels of automation 

he Society of Automotive Engineers (SAE) has described six 
ifferent levels of driving automation.5 SAE Level 0 and Level 
 vehicles are on the road today. These vehicles have at most a
ystem that can control either the longitudinal or lateral mo- 
ion of the vehicle.6 An SAE Level 2 vehicle is more advanced,
ut there are already some SAE Level 2 vehicles on the road.7 

he number of SAE Level 2 vehicles is expected to increase 
ubstantially in the near future. The system of an SAE Level 
 vehicle is able to execute both the lateral and the longitudi- 
al motion control of the vehicle.8 The driver has to perform 

he remainder of the dynamic driving task, such as the object 
ecognition, and has to intervene when necessary.9 The driver 
ill have to supervise the system and has to be ready to take 

ver the longitudinal and lateral motion control of the vehicle 
t all times.10 The system of an SAE Level 3 vehicle is able to
erform the entire dynamic driving task, but does require a 
ser to take over the performance of the dynamic driving task 
hen a situation occurs that the system is unable to handle,
r when the vehicle reaches the end of its operational design 

omain (e.g. the highway ends).11 The system should issue a 
equest to intervene and give the user sufficient time to take 
ver the driving task.12 Germany has been very progressive by 
dopting legislation that sees to this transferral of the driv- 
ng task. Some manufacturers have already announced they 
ould like to skip SAE Level 3 vehicles 13 because of the risks 

nvolved with the transferal of the performance of the dy- 
amic driving task from the automated driving system of the 
ehicle to the user, whereas other manufacturers do want to 
ring SAE Level 3 vehicles to the market.14 The system of an 

AE Level 4 vehicle, however, can perform the entire dynamic 
riving task within its operational design domain without re- 

ying on human interference, for instance on the highway.15 
See on this so-called ‘fallback-ready user’ and the dynamic 
riving task fallback SAE International, J3016, June 2018, p. 7-10, 
7. 

13 See for instance Waymo, www.reuters.com/article/us- 
lphabet- autos- self- driving/google- ditched- autopilot- driving- 
eature- after- test- user- napped- behind- wheel- idUSKBN1D00MD? 
l&0 , and Ford: www.wired.com/2015/11/ford- self- driving- car- 
lan-google/ (accessed 3 October 2018). 

14 For instance Audi with its new Audi A8, www. 
udi- mediacenter.com/en/on- autopilot- into- the- future- the- 
udi- vision- of- autonomous- driving- 9305/ 
he- new- audi- a8- conditional- automated- at- level- 3- 9307 , and 

MW: www.2025ad.com/latest/bmw-driverless-cars-strategy/ 
WT.tsrc=Newsletter&WT.mc _ id=100/2018/ext (accessed 3 Octo- 
er 2018). 

15 SAE International, J3016, June 2018, p. 14, 19ff. 

https://www.regjeringen.no/contentassets/ba7ab6e2a0e14e39baa77f5b76f59d14/2016-04-08-declaration-of-amsterdam-final1400661.pdf
http://www.reuters.com/article/us-alphabet-autos-self-driving/google-ditched-autopilot-driving-feature-after-test-user-napped-behind-wheel-idUSKBN1D00MD?il=0
http://www.wired.com/2015/11/ford-self-driving-car-plan-google/
http://www.audi-mediacenter.com/en/on-autopilot-into-the-future-the-audi-vision-of-autonomous-driving-9305/the-new-audi-a8-conditional-automated-at-level-3-9307
http://www.2025ad.com/latest/bmw-driverless-cars-strategy/?WT.tsrc=Newsletter13WT.mc_id=100/2018/ext
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An SAE level 5 vehicle is the ultimate automated vehicle as
its system can perform the entire dynamic driving task in any
situation, on any road, in every weather condition.16 A human
only needs to despatch the vehicle. In order to drive itself and
in order to provide safety features, the vehicle collects large
amounts of data.17 

3. Road safety 

Although road fatalities have dropped by over 57% between
2001 and 2017, road safety remains a concern as the European
Union has seen over 25,000 road fatalities in 2017.18 Some
Member States, like the Netherlands,19 have even seen an in-
crease in road fatalities in recent years. The EU is striving for
zero fatalities by 2050, the so-called Vision Zero.20 New tech-
nologies that, for instance, warn the driver when he is dosing
of or bring the vehicle to a safe stop if the driver is not respond-
ing, could contribute to achieving this Vision Zero.21 However,
these monitoring systems pose challenges for EU data protec-
tion framework. 

4. Data collection and automated driving 

As users become less engaged in the performance of the dy-
namic driving task, the user’s attention may decrease and
users may start engaging in other tasks (eating, checking
emails, sleeping). Driver monitoring systems may prove to be
necessary to check if the user still focusses on the driving in an
SAE Level 2 and an SAE Level 3 vehicle.22 However, this data is
perhaps not necessary for the functionality of the automated
vehicle. In other words, the vehicle could be perfectly capa-
ble of driving safely without these data. Therefore, the user
should be informed about whether the data is collected out of
necessity or for the convenience of the user. Collecting data

on the attention of the user of the vehicle could be beneficial 

16 SAE International, J3016, June 2018, p. 19ff. 
17 In 2015, a vehicle that is connected already collected 25GB of 

data per hour, according to The Internet on Wheels and Hitachi, 
Ltd. By Hitachi Data Systems December 2015, p. 3. 
18 http://www.europarl.europa.eu/news/en/headlines/society/ 

20190410STO36615/road- fatality- statistics- in- the- eu- infographic 
accessed 16 August 2019. 
19 www.swov.nl/en/facts-figures/factsheet/ 

road- deaths- netherlands accessed 29 July 2019. 
20 WHITE PAPER Roadmap to a Single European Transport Area 

– Towards a competitive and resource efficient transport system, 
Brussels, 28.3.2011 COM(2011) 144 final, p. 10. See also Strategic Ac- 
tion Plan on Road Safety, Brussels, 17.5.2018 COM(2018) 293 final, 
ANNEX 1. 
21 Strategic Action Plan on Road Safety, Brussels, 17.5.2018 

COM(2018) 293 final, ANNEX 1, p. 5-6, On the road to automated 

mobility: An EU strategy for mobility of the future, Brussels, 
17.5.2018 COM(2018) 283 final. 
22 Will Knight, Automated Vehicles: One Eye on the Road, An- 

other on You, MIT Technology Review, 19 June 2015, Tarek El 
Dokor, Autonomous Vehicles Need In-Cabin Cameras to Monitor 
Drivers. Self-driving cars require driver-monitoring capability to 
know when it is safe to hand over control, IEEE Spectrum, 4 Octo- 
ber 2016. 
to road safety. Systems that monitor the eye or head move-
ments,23 heart rate,24 or the respiratory rate of the user could
all prove to be helpful to establish whether the user’s atten-
tion is on the driving of the vehicle.25 The gathered data do
not only say something about the user’s alertness, but could
also say something about the user’s health. SAE Level 4 and
Level 5 vehicles might also be equipped with monitoring sys-
tems and could potentially collect more health-related data.
Do you use your fully automated vehicle to travel small dis-
tances that you could have easily walked? Do you let your
vehicle drop you off at a fast-food restaurant for dinner ev-
ery evening? All this information could be of interests to, for
example, a health insurance company, your doctor or an ad-
vertising company. All in all, an automated vehicle could col-
lect considerable amounts of data concerning the health of its
users. If an automated vehicle is on the roads in Europe, these
data are protected by both the General Data Protection Regula-
tion (GDPR) and Council of Europe’s (modernised) Convention
108.26 Both regulations provide more or less the same level of
data protection. Therefore, this paper will only focus on the
GDPR. 

5. Data protection and road traffic safety 

5.1. Data protection 

The legal protection of privacy on a European level dates back
to 1950, when the Council of Europe drafted their European
Convention on Human Rights (ECHR), thereby protecting a per-
son’s personal freedom. During the decades that followed, in-
formation and communication technologies (ICTs) played an
ever-increasing role in society. With the use of ICTs, it is pos-
sible to processes large amounts of data in a short period of
time. This development also affected the legal debate on the
protection of personal data. Therefore, the European Union
saw the need to protect the processing of personal data by
23 See for instance Nvidia DRIVE IX, www.nvidia.com/ 
en- us/self- driving- cars/drive- ix/ , and Cadillac Super Cruise: 
www.cadillac.com/world- of- cadillac/innovation/super- cruise 
(accessed 3 October 2018). 
24 See for instance the heart rate sensing seat that 

ford was working on: www.mobihealthnews.com/43191/ 
ford- puts- the- brakes- on- its- heart- rate- sensing- car- seat- project . 
25 Euro NCAP identified driver monitor systems as a pri- 

mary safety feature: Euro NCAP 2025 Roadmap. In pursuit of 
Vision Zero, September 2017, p. 7. The US National trans- 
portation Safety Board recommends driver monitoring sys- 
tems, see Safety Recommendation H-17-042. See also Hamidur 
Rahman, Shahina Begum and Mobyen Uddin Ahmed, Driver 
Monitoring in the Context of Autonomous Vehicle, for the 
Thirteen Scandinavian Conference on Artificial Intelligence 
Nov. 4-6, 2015. Halmstad, Sweden, Jacob Kastrenakes, Jaguar 
wants to monitor its drivers’ brainwaves, heart rate, and 

breathing, The Verge, 19 June 2015, www.theverge.com/2015/6/ 
19/8815419/jaguar-brainwave-heart-rate-breathing-monitors (ac- 
cessed 3 October 2018) and fortune.com/2017/05/03/ford-self- 
driving-car-biometric/. 
26 Convention for the protection of individuals with regard 

to automatic processing of personal data [1981] ETS No. 108 
(CM/Inf(2018)15-final. 

http://www.europarl.europa.eu/news/en/headlines/society/20190410STO36615/road-fatality-statistics-in-the-eu-infographic
http://www.swov.nl/en/facts-figures/factsheet/road-deaths-netherlands
http://www.nvidia.com/en-us/self-driving-cars/drive-ix/
http://www.cadillac.com/world-of-cadillac/innovation/super-cruise
http://www.mobihealthnews.com/43191/ford-puts-the-brakes-on-its-heart-rate-sensing-car-seat-project
http://www.theverge.com/2015/6/19/8815419/jaguar-brainwave-heart-rate-breathing-monitors
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eans of Directive 95/46/EC, which was issued in 1995.27 This 
irective was replaced on 25 May 2018 by the General Data 
rotection Regulation.28 

.2. Balancing the right to data protection and road 

raffic safety 

he right to data protection is not an absolute right, it should 

e balanced to other rights. With regard to automated driv- 
ng, one could argue that road traffic safety should prevail 
ver the right to data protection. The prevention of fatalities 
an be seen as more important than the protection of data on 

he driver’s health. However, in this contribution we will show 

hrough a use case that both the public interest in road safety 
nd the personal right to data protection can co-exist. A good 

egal framework is necessary to warrant data protection with- 
ut losing sight of other public interests, such as road safety. 

. The general data protection regulation 

.1. The scope of the GDPR 

he GDPR applies to all processing of personal data, either au- 
omated or non-automated. The territorial scope of the GDPR 

s quite large. If the data subject is within the EU, the GDPR 

pplies to the processing of the data subject’s personal data.29 

his is for instance the case if a user of an automated vehicle 
ses the vehicle to drive from Amsterdam to Rome. In that 
ase, it is irrelevant whether the processor and/or the con- 
roller are established in the EU. 

.2. Personal data and the different actors 

he definition of personal data given by the GDPR is very 
road.30 Any information that can identify a person is per- 
onal data. Therefore, the GDPR does not apply if “data ren- 
ered anonymous in such a manner that the data subject is 
ot or no longer identifiable.” 31 However, if data is merely 
seudonymised, the data are still considered to be personal 
ata because pseudonymisation can, other than anonymisa- 
ion, be reversed. The identifiable person is referred to as the 
ata subject, in this case the user of the automated vehicle. Al- 
ost everything that can be done with personal data is cov- 

red by the concept of processing in the GDPR. Article 4 (2) 
DPR defines processing as “any operation or set of operations 
hich is performed on personal data or on sets of personal 
27 Directive 95/46/EC of the European Parliament and of the Coun- 
il of 24 October 1995 on the protection of individuals with regard 

o the processing of personal data and on the free movement of 
uch data [1995] OJ L 281/31. 
28 Regulation (EU) 2016/679 of the European Parliament and of the 
ouncil of 27 April 2016 on the protection of natural persons with 

egard to the processing of personal data and on the free move- 
ent of such data, and repealing Directive 95/46/EC (General Data 

rotection Regulation) [2016] OJ L 119/1. 
29 Article 3 paragraph 2 under b GDPR. 
30 Article 4 under 1 GDPR. 
31 See consideration 26 GDPR. 

t
w
b
t
t

D
1

r
d

ata, whether or not by automated means, such as collec- 
ion, recording, organisation, structuring, storage, adaptation 

r alteration, retrieval, consultation, use, disclosure by trans- 
ission, dissemination or otherwise making available, align- 
ent or combination, restriction, erasure or destruction.” Fur- 

hermore, the GDPR provides for rights for data subjects, but 
lso sets obligations for controllers and processors of personal 
ata. The controller is the party who determines what data 
re collected, how these data are collected and for which pur- 
ose.32 Therefore, depending on the circumstances, the man- 
facturer of the automated vehicle could be qualified as the 
ontroller, since the manufacturer determines what software 
s used, installs the necessary hardware and software, and de- 
ermines how the user’s behaviour is monitored. 

The GDPR reserves another important role for the proces- 
or of personal data. The processor is the one that processes 
he personal data on behalf of the controller.33 In the case of 
utomated vehicles, both the software developer and the fleet 
perator can be seen as processors, since both process per- 
onal data on behalf of the controller. However, in some cases 
he fleet operator can be seen as a controller rather than a pro-
essor. This all depends on the specific circumstances of a sit- 
ation. The following table gives an overview of the different 
ctors in both automated vehicles and the GDPR. 

Table 1 shows that in some cases both the manufacturer 
nd the fleet operator can be qualified as controllers. In that 
ase, the GDPR determines that they are so called joint con- 
rollers.34 This can make it harder for data subjects to exer- 
ise their rights, since it might be unclear to the data subjects 
ho is responsible for what. Therefore, Article 26 GDPR deter- 
ines that the joint controllers must, by means of an arrange- 
ent, determine their respective responsibilities for compli- 

nce with the GDPR in a transparent manner. 

.3. Sensitive data 

ext to regular personal data, there is a category of personal 
ata which are, by their nature, particularly sensitive in re- 

ation to fundamental rights and freedoms. This merits spe- 
ific protection as the context of their processing could create 
ignificant risks to fundamental rights and freedoms. These 
o-called sensitive data require additional protection as they 
ouch the very core of a human being. Therefore, the GDPR of- 
ers an additional set of rules to protect these kinds of data. In
he GDPR, data concerning health are part of the special cat- 
gories of data. Unauthorised disclosure of data concerning 
ealth may lead to various forms of discrimination and viola- 
ion of fundamental rights. If, for example, someone regularly 
orks nightshifts, it is easy to misinterpret the data generated 

y the automated vehicle driving to the city at 10 p.m. and re- 
urning home at 6 a.m.. Without context, one might think that 
he user of the automated vehicle lives a wild life and regularly 
32 See for more background: Denis Kelleher and Karen Murray, EU 

ata Protection Law, Bloomsburry Professional 2018, London, p. 98- 
00. 

33 Article 4 under 8 GDPR. See also: Denis Kelleher and Karen Mur- 
ay, EU Data Protection Law, Bloomsburry Professional 2018, Lon- 
on, p. 258-261. 

34 Article 26 GDPR. 
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Table 1 – roles according to the GDPR, depending on different circumstances. 

Processor (Article 4 
para. 8 GDPR) 

Controller (Article 4 
para. 7 GDPR) 

Recipient (Article 4 
para. 9 GDPR) 

Data subject (Article 
4 para. 1 GDPR) 

Fleet operator Yes, if the fleet 
operator processes 
the data on behalf of 
the controller. 

Yes, if the fleet 
operator determines 
the purposes and 
means of the 
processing. 

Yes, if the personal 
data is disclosed to 
the fleet operator 
and he is not the 
controller nor the 
processor. 

No 

Manufacturer No Yes, if the 
manufacturer 
determines the 
purposes and means 
of the processing. 

Yes, if the personal 
data is disclosed to 
them and they are 
not the controller 
nor the processor. 

No 

User No No No Yes, the user is the 
identified or 
identifiable natural 
person. 

Buyer of data No No, but the buyer 
can be the controller 
of the newly created 
data set. 

Yes, if the data is 
disclosed to the 
buyer. 

No 
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attends parties which last the whole night, while in fact the
user is working a night shift instead. Data concerning health
are one of these special categories of data that merit specific
protection. 

6.4. Data concerning health 

Data concerning health are personal data related to the phys-
ical or mental health of a natural person, including the pro-
vision of healthcare services, which reveal information about
his or her health status.35 This is a very broad definition. The
preamble to the GDPR provides some practical examples of
what is covered by the definition. It includes, amongst others,
information on a disease, a disability, and even a disease risk.
This means that information about a person’s body weight,
blood pressure, genetic predisposition, but also information
on tobacco consumption, are data concerning health since all
these examples can be linked to the disease risk of a person.36

The preamble furthermore adds that it does not matter what
the source of the information on a disease, a disability, and
a disease risk is.37 This means it is not necessary that this
source is an official medical device. 

According to the independent European advisory body on
data protection, the Article 29 Working Party,38 in their 2015
‘Annex – health data in apps and devices’, personal data are
data concerning health when 
35 Article 4 (15) GDPR. 
36 Recital 35 GDPR. 
37 Recital 35 GDPR. 
38 Under the GDPR the Article 29 Working Party is known as the 

European Data Protection Board (EDPB). In this contribution we 
will refer to either the Article 29 Working Party or the EDPB, de- 
pending on when the opinion was issued. 

 

 

 

1) the data are clearly medical data , this is the case when the
data are on the physical and mental health of the data sub-
ject and are generated in a professional, medical context; 

2) the data are raw sensor data that can be used in itself or in com-
bination with other data to draw a conclusion about the actual
health status or health risk of a person . For example, raw sen-
sor data of someone’s heart rate, age and gender are stored
together, apart from the question if the data are used to
draw conclusions on someone’s health; or 

3) conclusions are drawn about a person’s health status or health
risk .39 In this case it does not matter whether the raw sen-
sor data is considered as data concerning health or not.
This means that even data about how often someone uses
an automated vehicle for short distances becomes data
concerning health as soon as these data are used to draw
conclusions on someone’s health or health risk. 

The GDPR entails safeguards for the processing of personal
data and, in addition to that, additional measures need to be
taken to protection data concerning health. 

6.5. Protecting the data 

When processing personal data, whether these are data con-
cerning health or not, processors and controllers need to abide
six principles of Article 5 GDPR: 

1. the processing has to be lawful, fair and transparent; 
2. personal data need to be collected for a specified, ex-

plicit and legitimate purpose (purpose limitation); 
3. the collected data need to be adequate, relevant and

limited to what is necessary in relation to the purpose
of processing (data minimisation); 
39 Article 29 Working Party (A29WP), Annex by letter – health data 
in apps and device, 2015 p. 5. 
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4. the data need to be accurate and kept up to date (accu- 
racy); 

5. the personal data cannot be kept longer than is needed 

for the purposes for which they are collected (storage 
limitation); and 

6. appropriate technical and organisational measures 
have to be taken to protect the data (integrity and con- 
fidentiality). 

This first principle entails three elements: lawfulness, fair- 
ess and transparency. Although the GDPR is not very clear on 

hen the processing is fair and transparent, it is clear on when 

he processing is lawful. The GDPR mentions six grounds for 
rocessing data that are considered to be lawful in Article 6 

see the use case below). If there is no legal ground for the 
rocessing, the processing is considered to be unlawful. 

However, when the processed data are data concerning 
ealth, Article 6 GDPR does not apply: in principle the pro- 
essing of sensitive data is prohibited, unless one of the ex- 
mptions mentioned in Article 9 (2) GDPR applies. The rele- 
ant exemptions and safeguards of Articles 6 and 9 GDPR will 
e discussed in-depth, when applicable, in the use case below.

. Use case 

he technology around automated driving is continuously de- 
eloping, so the driver monitoring systems discussed in this 
aper are just some examples of systems that are currently 
eing studied or anticipated. Whether such a system will 
ventually be in vehicles driving down public roads remains 
o be seen. The use case is divided into different sections, each 

andling a specific issue. Only the applicable provisions of the 
DPR will be discussed. 

.1. Types of data 

magine a user, who frequently uses an SAE level 3 vehicle. She uses 
he vehicle to travel to and from work, to drive her to her favourite 
estaurant, to her friends and family, to her doctor’s appointments, to 
er daughter’s day-care, and to the football matches of her favourite 
lub. The automated vehicle is equipped with a heart rate sensor and 
 camera that tracks her eye movements. All gathered data are stored 
nder the user’s details. 

The data from the use case can be used to identify a 
atural person, the user. Therefore, these data are personal 
ata within the meaning of the GDPR.40 As touched upon 

bove, whether these personal data qualify as data concerning 
ealth depends on the circumstances. In this case, the data re- 
arding the location of the user are not necessarily data con- 
erning health: if these data are shared with a friend of the 
ser to meet in a crowded city, these are not data concerning 
ealth. The data regarding the location of the user are not data 
oncerning health when the fleet operator does not use these 
ata to assess the health of the user. This also applies to the 
40 We proceed on the premise that these personal data will at 
est be pseudonymised, see section 6.2 for the difference between 

nonymisation and pseudonymisation. 

i

i

ata concerning how often the user uses the automated vehi- 
le and which distances she travels: if these data are not used 

o make an assessment of her health, these data are not data 
oncerning health. However, if the health care insurer uses the 
ame data to assess her general health, these data become 
ata concerning health.41 In addition, the data regarding the 
ye movements and the heart rate of the user are always data 
oncerning health. After all, the raw sensor data can be used 

n itself to draw a conclusion about the health status of the 
ser.42 

.2. Collecting the data 

he data on how often the user uses an automated vehicle, where she
rives to, at what time of day, her heart rate and her eye movements
re all collected by the fleet operator and saved through a cloud-based 
ervice. 

Within this use case, the fleet operator is the controller and 

he cloud-based service is the processor of the personal data.
s described above, the data that are collected by the fleet op- 
rator on the location of the user, the use of the vehicle by
he user, and the duration of the trips are not data concern- 
ng health. They are, however, personal data and therefore the 
eet operator has to abide the general principles of Article 5 
nd 6 GDPR. From the six principles mentioned in Article 5 
DPR, the principles on lawfulness of the processing, purpose 

imitation and data minimisation are the most relevant when 

ooking at the collection of data in the discussed use case. 
On the basis of Article 6 GDPR, it can be determined 

hether processing is lawful. The processing of personal data 
s lawful (a) if the data subject consents to the processing, (b) if
rocessing is necessary for the performance of a contract, (c) if 
rocessing is needed for compliance with a legal obligation, (d) 

f processing is necessary to protect the vital interests of the 
ata subject or of another natural person, (e) if processing is 
ecessary for the performance of a task carried out in the pub- 

ic interest, or (f) if processing is necessary for the purposes of 
he legitimate interests pursued by the controller. Concerning 
he data on the location of the user, the use of the vehicle by
he user, and the duration of the trips, consideration (a) and 

b) are the most relevant. The fleet operator will need to know 

ho rented the vehicle, how long the vehicle was used, the 
istance travelled, the location where the vehicle is parked at 
he end of the trip, and the details of the renter to charge her
or the use of the vehicle. These data are necessary for the 
eet operator to charge renters for the costs of the use, and to
nable the renting of the vehicles by multiple users. To offer 
is service to a user, the fleet operator has to collect all these
ata. The processing of these data is, therefore, necessary for 
he performance of the contract with the users, including the 
ser from the use case. However, if the fleet operator wants to 
ollect additional data, such as whether or not the user trans- 
orts her weekly shopping with the vehicle, the fleet operator 
ill have to ask the user’s (data subject’s) consent (consider- 

tion a). These data are not necessary for the performance of 
41 Article 29 Working Party (A29WP), Annex by letter – health data 
n apps and device, 2015 p. 4. 
42 Article 29 Working Party (A29WP), Annex by letter – health data 
n apps and device, 2015 p. 5. 
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the contract (consideration b of Article 6 (1) GDPR) and the col-
lecting of these data are therefore not in conformity with the
requirements on data minimisation and purpose limitation. 

The data concerning health collected by the fleet opera-
tor consist of the eye movements and the heart rate of the
user of the automated vehicle. Given art. 6 (3) of the upcom-
ing General Safety Regulation, one can collect these data if
this is ‘necessary in relation to the purposes for which they
were collected’, which is the premise in this use case.43 There-
fore, only the GDPR sets boundaries for the collection of these
data concerning health. Article 9 (1) of the GDPR states that
the collecting of these data concerning health are in princi-
ple not allowed, unless the exceptions from Article 9 (2) GDPR
apply. Most eye-catching is the exemption of Article 9 (2)(h)
GDPR which allows the processing when the data are neces-
sary for medical diagnosis. This exemption has to be read in
conjunction with Article 9 (3) GDPR, which determines that
those data have to be processed by or under the responsibil-
ity of a professional subject to the obligation of professional
secrecy.44 The fleet operator is not subject to professional se-
crecy. Therefore, this exemption does not apply. Another ex-
emption, which could be of interest in this context, is Article
9 (2)(g) GDPR on the necessity of the processing for reasons of
substantial public interest. This has to be on the basis of Union
or Member State law which should be proportionate to the aim
pursued and respect the essence of the right to data protec-
tion. It should also provide for suitable and specific measures
to safeguard the fundamental rights and the interests of the
data subject. One could argue that road safety is of substan-
tial public interest. In the Member States that have such laws
as mentioned in Article 9 (2)(g) GDPR, this exemption could
therefore apply. If, however, a Member State does not have a
law as mentioned in Article 9 (2)(g) GDPR, the exemption laid
down in Article 9 (2)(a) GDPR might be applicable: the data sub-
ject (the user of the automated vehicle) has to give her explicit
consent. The processing should furthermore be in conformity
with general requirements of Articles 5 GDPR. 

7.3. Sharing the data 

During one of her trips, the vehicle requests the user to take over the
driving from the automated system because of a complex situation
caused by road works. The heart rate sensor in the steering wheel,
that is used to monitor the driver’s awareness, picks up a deviation
in the user’s heart rhythm. The deviation is so severe, that it could
43 Regulation (EU) 2019/2144 of the European Parliament and of 
the Council of 27 November 2019 on type-approval requirements 
for motor vehicles and their trailers, and systems, components 
and separate technical units intended for such vehicles, as re- 
gards their general safety and the protection of vehicle occupants 
and vulnerable road users, amending Regulation (EU) 2018/858 of 
the European Parliament and of the Council and repealing Reg- 
ulations (EC) No 78/2009, (EC) No 79/2009 and (EC) No 661/2009 
of the European Parliament and of the Council and Commission 

Regulations (EC) No 631/2009, (EU) No 406/2010, (EU) No 672/2010, 
(EU) No 1003/2010, (EU) No 1005/2010, (EU) No 1008/2010, (EU) No 
1009/2010, (EU) No 19/2011, (EU) No 109/2011, (EU) No 458/2011, (EU) 
No 65/2012, (EU) No 130/2012, (EU) No 347/2012, (EU) No 351/2012, 
(EU) No 1230/2012 and (EU) 2015/166. 
44 Recital 53 GDPR. 

 

 

 

 

 

 

 

 

 

be the sign of a live-threatening condition. Therefore, the automated
system of the vehicle warns the emergency services, which send an
ambulance to the user. Meanwhile, the camera that tracks the eye
movement of the user signals that the user slowly loses conscious-
ness. The automated vehicle then parks itself in a safe spot. Thanks
to the data from the heart rate sensor, the paramedics are able to
quickly diagnose and treat the user’s heart condition. The health care
insurance of the user would like to access these data as well to assess
whether the costs incurred for the treatment were proportional. 

Regarding the sharing of these data with the paramedics,
the GDPR opens up the possibility of processing data concern-
ing health to protect the vital interests of the data subject, in
this case the user of the automated vehicle.45 This is only al-
lowed if the data subject was not capable of giving consent.
This was the case in the use case: the user was unable to give
her consent, as she was unconscious when the paramedics
arrived. However, the considerations of the GDPR state that if
there is a different legal basis for the processing, this is pre-
ferred.46 In this case, there is another legal basis for process-
ing, namely Article 9 (2)(h) GDPR on medical diagnosis. The
paramedics, other than the fleet operator, are subject to the
obligation of professional secrecy and the processing is nec-
essary for the user’s medical diagnosis and treatment. Once
again, the requirements of Article 5 GDPR have to be taken into
account. However, art. 6 (3) of the upcoming General Safety
Regulation states with regard to the data discussed that ‘those
data shall not be accessible or made available to third parties
at any time and shall be immediately deleted after process-
ing.’ On the other hand, in Recital 14 of the General Safety
Regulation, it is mentioned that ‘Any processing of personal
data, such as information about the driver processed in event
data recorders or information about the driver’s drowsiness
and attention or the driver’s distraction, should be carried out
in accordance with with Union data protection law, in partic-
ular Regulation (EU) 2016/679 of the European Parliament and
of the Council (…)’. This seems contradictory to art. 6 (3) Gen-
eral Safety Regulation. Perhaps art. 6 (3) General Safety Regula-
tion should be interpreted as an extra strict measure on top of
the GPDR’s provisions. However, it should be noted that in this
specific case this would lead to an undesirable outcome (e.g.
patient cannot be offered appropriate medical help). Given the
uncertainty of the interpretation of art. 6 (3) General Safety
Regulation and the scope of this article, this article will not
further be discussed. Nevertheless, it is important to inves-
tigate the relationship of the General Safety Regulations and
the GDPR to provide clarity on issues such as the one described
here. 

Next is the sharing of the data concerning the eye move-
ment and heart rate with the user’s health care insurer. The
exemption of Article 9 (2)(h) GDPR does not apply here, as the
health care insurer is not subject to the obligation of profes-
sional secrecy. There is no vital interest within the meaning of
Article 9 (2)(c) GPDR, as the data has been requested after the
incident at a time where the user is capable of giving her con-
sent. Article 9 (2)(g) GDPR could apply as “cost-effectiveness
45 Article 9 (2)(c) GDPR. 
46 Recital 46 GDPR. 
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f the procedures used for settling claims for benefits and ser- 
ices in the health insurance system” are of public interest.47 

.4. Buying the data 

he user’s health care insurance company later requests data con- 
erning the heart rate and the eye movement of the user during this 
ncident from the fleet operator which rented the SAE level 3 vehicle 
o the user at the time of the incident. All data regarding all the trips
he user has made using one of the vehicles of this fleet operator are 
tored in one account under the user’s details. These data are stored 
y a cloud-based service. The health care insurance company wants 
o buy all the collected data as it would like to get a better picture of
he general health of the user so they can adjust the premium to the 
eight of her health risk. 

The health care insurance company is interested in buy- 
ng all the available data on the user of the automated vehi- 
le from the fleet operator. Because the insurer wants to use 
he data to make assessment of the user’s health, these data 
re considered data concerning health (Article 4 (15) GDPR) as 
hey are used to draw conclusions on the user’s health status 
nd health risks. Therefore, it is not allowed to processes these 
ata (Article 9 (1) GDPR) unless the exemptions of Article 9 (2) 
DPR are met. As mentioned above, the exception of Article 9 

2)(h) GDPR does not apply here. Article 9 (2)(g) GDPR, to the au- 
hors’ opinion, is not applicable in this case. Although Recital 
2 of the GDPR mentions “cost-effectiveness of the procedures 
sed for settling claims for benefits and services in the health 

nsurance system” are of public interest, the data requested 

y the health care insurer will be used for another purpose,
amely the assessment of the user’s general health. This use 
f the data is not for settling claims, but merely to adjust the 
remium to the user’s health risk. There is, however, one other 
xemption that could apply: Article 9 (2)(a) GDPR. This entails 
hat the user has to give her explicit consent to the fleet op- 
rator to sell her data for this purpose. Consent, within the 
eaning of the GDPR, is “any freely given, specific, informed 

nd unambiguous indication of the data subject’s wishes by 
hich he or she, by a statement or by a clear affirmative ac- 

ion, signifies agreement to the processing of personal data 
elating to him or her”.48 Freely given consent means that the 
ser has to be given a real choice, with no negative conse- 
uences if she does not consent.49 The consent for selling the 
ata cannot be bundled together with the contract providing 
he service of the automated vehicle, as the selling of the data 
s not necessary for the performance of the contract for the 
ervice.50 The Article 29 Working Party stresses that “consent 
nd contract cannot be merged and blurred.”51 The purpose 
or which the health care insurer wants to purchase the user’s 
ata should be clear to the user, so her consent refers specifi- 
ally to that purpose. In this context, the user will need to be 
nformed about at least: 
47 Recital 52 GDPR. 
48 Article 4 (11) GDPR. 
49 Recital 42 GDPR. 
50 Article 29 Working Party, Guidelines on consent under Regula- 
ion 2016/679, WP259 rev.01, 10 April 2018. 
51 Article 29 Working Party, Guidelines on consent under Regula- 
ion 2016/679, WP259 rev.01, 10 April 2018. 

t

B

I “the controller’s identity, 
II the purpose of each of the processing operations for which 

consent is sought, 
III what (type of) data will be collected and used, 
V the existence of the right to withdraw consent (…)”52 

The consent the user has to give, has to be given explicitly 
s it concerns sensitive data. “Explicit” (Article 9 (2)(a) GDPR) 
oes not necessarily mean that the consent has to be ex- 
ressed through a written and signed statement. An electronic 
ignature, for instance, could also be regarded as explicit con- 
ent. Besides, the user must be aware of the possibility and 

ust be able to withdraw her consent at any time (Article 7 
3) GDPR). Other elements of consent are not discussed here,
s they are less relevant in the context of the use case. 

. Three-step approach 

s the use case has shown, there are several challenges re- 
arding the collecting, sharing and selling of personal data 
hat are processed via automated vehicles. Especially when 

t comes to sensitive data, such as data concerning health, the 
DPR sets strict requirements. Fortunately, the GDPR also of- 

ers guidance on how an organisation can comply with these 
trict requirements. In the use case, the controller 53 could use 
 three-step approach: first a data protection impact assess- 
ent (DPIA), secondly data protection by design, and finally 

ata protection by default. Data protection by design and by 
efault are legal obligations set in Article 25 GDPR. A DPIA can 

ontribute to, amongst others, complying with these two obli- 
ations. 

.1. Step 1: data protection impact assessment 

he controller has to determine if a DPIA is mandatory. In the 
se case, the controller is either the fleet operator or the man- 
facturer, depending on who decides on means and purpose 
f the processing (see Table 1 ). Article 35 GDPR lists several 
spects that are important in determining whether a DPIA is 
andatory.54 Such a DPIA is mandatory if the processing of 

ersonal data is “likely to result in a high risk to the rights
nd freedoms of natural persons (…)”.55 In addition, the Arti- 
le 29 Working Party determines nine criteria that should also 
e considered. These nine criteria are: 

1. evaluation or scoring ; especially from ‘aspects concerning 
the data subject’s performance at work, economic situa- 
tion, health, personal preferences or interests, reliability 
or behaviour, location or movements’ (recitals 71 and 91 
GDPR); 

2. automated-decision making with legal or similar effect ; as men- 
tioned in Article 35 (3)(a) GDPR: ‘legal effects concerning 
52 Article 29 Working Party, Guidelines on consent under Regula- 
ion 2016/679, WP259 rev.01, 10 April 2018. 
53 See table 1 . 
54 Denis Kelleher and Karen Murray, EU Data Protection Law, 
loomsburry Professional 2018, London, p. 268-269. 

55 Article 35 (1) GDPR. 
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the natural person’ or which ‘similarly significantly affects
the natural person’; 56 

3. systematic monitoring ; the WP29 interprets ‘systematic’ as
meaning one or more of the following: (a) occurring accord-
ing to a system, (b) pre-arranged, organised or methodical,
(c) taking place as part of a general plan for data collection
and (d) carried out as part of a strategy ; 57 

4. sensitive data or data of highly personal nature ; including (but
not limited to) date that is part of Article 9 GDPR (the spe-
cial categories of data, also called sensitive data) and data
relating to criminal convictions or offences; 

5. data processed on a large scale ; here the number of data sub-
jects concerned are relevant, as well as the volume of the
data, the range of different data items, the duration of the
data processing activity as well as the geographical extent
of the processing activity ; 58 

6. matching or combining datasets ; for a different purpose or if
this exceeds the reasonable expectations of the data sub-
ject; 

7. data concerning vulnerable data subjects ; for example: chil-
dren, employees and other people that might need special
protection, such as mentally ill, asylum seekers, patients,
etc.; 

8. innovative use of applying new technological or organisation so-
lutions; for example when combining finger print and face
recognition for access control; 

9. when the processing itself prevents a data subject from exercising
a right or using a service or a contract ; when, for example, op-
erations are aimed at allowing, modifying or refusing data
subjects’ access.59 

The data collected from the data subject of the use case
concerns two types of personal data: regular personal data
and data that falls within the special categories of personal
data of Article 9 GDPR (the so-called sensitive data). In case of
data that is considered to be data concerning health, and as
such part of the special categories of data, a DPIA is manda-
tory according to the fourth criterion of the Article 29 Work-
ing Party’s criteria. Furthermore, we would argue that even re-
garding the personal data that is not data concerning health a
DPIA is mandatory as all the personal data in the automated
vehicle is being processed on a large scale.60 In the case of
selling the data subject’s personal data to the insurance com-
pany, there is the matching of or the combining of datasets
56 In this context, the audit of algorithms would be desirable. 
This is in line with recommendation 12 of the European Com- 
mission Independent Expert Group in: Ethics of Connected 

and Automated Vehicles Recommendations on road safety, pri- 
vacy, fairness, explainability and responsibility, 2020 (available via 
https://ec.europa.eu/info/sites/info/files/research_and_innovation/ 
ethics_of_connected_and_automated_vehicles_report.pdf). 
57 Article 29 Working Party, Guidelines on Data Protection Officer 

16/EN, WP 243, 13 December 2016, p. 8. 
58 Article 29 Working Party, Guidelines on Data Protection Officer 

16/EN, WP 243, 13 December 2016, p. 7. 
59 Article 29 Working Party, Guidelines on Data Protection Impact 

Assessment (DPIA) and determining whether processing is “likely 
to result in a high risk” for the purposes of Regulation 2016/679 
17/EN, WP 248 rev.01, 4 October 2017, p 9-10. 
60 See also footnote 16. 

 

 

(criterion 6). Even if a DPIA is not mandatory it is still recom-
mended to perform a DPIA. A DPIA has to take place prior to
the processing, according to Article 35 (1) GDPR. Because of
this timing, a DPIA can help controllers to comply with the
obligations of data protection by default and by design. Log-
ically, a DPIA can also help controllers to comply with other
data protection principles of the GDPR such as the data pro-
tection principles of Article 5 GDPR. In the words of the Eu-
ropean Data Protection Supervisor: “The management of data
protection risks, is at the core of the privacy by design and by
default approach.”61 

8.2. Step 2: data protection by design 

Article 25 paragraph 1 GDPR sets the obligation for data pro-
tection by design. Data protection by design entails taking data
protection into account from the start of the very early phases
of designing, in this case, the system for the automated ve-
hicle.62 The technical and organisational measures to safe-
guard data protection by design depend on the several ele-
ments, such as: “(…) the state of the art, the cost of implemen-
tation and the nature, scope, context and purposes of process-
ing as well as the risks of varying likelihood and severity for
rights and freedoms of natural persons posed by the process-
ing.”63 Therefore, when sensitive data ex Article 9 GDPR are
processed, more advanced technical and organisational mea-
sures will have to be taken. 

The development process starts with designing a system.
It is important, in the earliest stage possible, for developers to
consider data protection regulation when they design a sys-
tem that will process personal data.64 However, data protec-
tion by design does not stop after the first phases of a de-
velopment process. On the contrary, data protection by de-
sign is important “throughout the technological life cycle” of
any system processing personal data.65 Sometimes, technical
changes are made or become possible throughout the life cy-
cle of a system, for instance through a software update of the
system of the automated vehicle. This can affect the way in
which a system processes personal data. In that case, it is once
more important to take the principle of data protection by de-
sign into consideration. Article 25 (1) GDPR adds to this that
data protection by design should take place “both at the time
of the determination of the means for processing and at the
time of the processing itself.”66 Data protection by design can
contribute to the next step in the three-step approach: data
protection by default. 
61 European Data Protection Supervisor, Opinion 5/2018, 31 May 
2018, p. 8. 
62 A. Tamo-Larrieux, ‘Introduction’ in: Designing for Privacy and its 

Legal Framework (2018 Springer), p. xxiii. 
63 Article 25(1) GDPR. 
64 Tamo-Larrieux argues that therefore “privacy principles and 

engineering tools should be taught at engineering and computer 
science schools”, see: ‘Introduction’ in: Designing for Privacy and its 
Legal Framework (2018 Springer), para 10.3. 
65 Article 29 Working Party, Guidelines on consent under Regula- 

tion 2016/679, WP259 rev.01, 10 April 2018, p. 22. 
66 Article 25 (1) GDPR. 
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.3. Step 3: data protection by default 

ata protection by default refers to the implementation of 
afeguards that protect the right to data protection as a de- 
ault setting.67 Article 25 (2) GDRP states that the obligation 

f data protection by default applies to: “…the amount of per- 
onal data collected, the extent of their processing, the period 

f their storage and their accessibility”. According to the Eu- 
opean Data Protection Supervisor, this means that the most 
rivacy friendly configuration should be set by default.68 This 
onfiguration, according to Article 25 (2) GDPR, concerns at 
east the general principles of data minimisation, purpose lim- 
tations, storage limitation and confidentiality. These princi- 
les are all mentioned in the general article regarding data 
rotection principles of Article 5 GDPR.69 The European Data 
rotection Supervisor uses an example to explain data protec- 
ion by default that is applicable to the use case: 

“For example, if I use an app for car sharing I expect that my
location is used for me to know where the closest car is parked 
and that my contact details be used to get in touch with me in 
the context of the service. This does not mean that, by default,
my location and contact details should be sent over to local bike 
sellers to send me advertising and offers.”70 

In 2014, the Article 29 Working Party already stressed the 
mportance of both data protection by design and by default,
specially regarding the Internet of Things (IoT), recommend- 
ng “Every stakeholder in the IoT should apply the principles 
f Privacy by Design and Privacy by Default.”71 Since then, on 

5 May 2018, the GDPR came into force. Now, data protection 

y design and by default are no longer only recommended,
hey are a “legal and fully enforceable obligation that all those 
ho process personal data under EU law must comply with.”72 

iven the importance of data protection and the importance 
f (personal) data for automated driving, one could argue that 
nly vehicles with systems that sufficiently protect (personal) 
ata should be allowed on public roads. 
67 L. Jasmontaite et al, ‘Data Proteciton by Desing and by Default: 
raming Guiding Principles into Legal Obligations in the GDPR’ in: 
DPL (2018) 2, 182. 

68 European Data Protection Supervisor, ’Opinion of the European 

ata Protection Supervisor on a proposal for Directive of the Eu- 
opean Parliament and of the Council on payment services in the 
nternal market amending Directives 2002/65/EC, 2006/48/EC and 

009/110/EC and repealing Directive 2007/64/EC, and for a Regula- 
ion of the European Parliament and of the Council on interchange 
ees for card-based payment transactions’ (2013) 4. 
69 Article 5 (c), (b), (e) and (f), respectively. 
70 European Data Protection Supervisor, Opinion 5/2018, 31 May 
018. 

71 Article 29 Working Party, Opinion 8/2014 on the Recent Devel- 
pments of the Internet of Things, 16 September 2014, 14/EN WP 
23. 

72 European Data Protection Supervisor, ’Opinion of the European 

ata Protection Supervisor on a proposal for Directive of the Eu- 
opean Parliament and of the Council on payment services in the 
nternal market amending Directives 2002/65/EC, 2006/48/EC and 

009/110/EC and repealing Directive 2007/64/EC, and for a Regula- 
ion of the European Parliament and of the Council on interchange 
ees for card-based payment transactions’ (2013) 4. 
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. Privacy as a technical requirement 

ithin Europe, vehicles need to be approved before they can 

rive down EU public roads. Approval is only granted when a 
ultitude of technical requirements from different regulatory 

cts are met. The directive concerning this approval, Directive 
007/46/EC, states that “those regulatory acts should primar- 
ly seek to ensure a high level of road safety, health protec- 
ion, environmental protection, energy efficiency and protec- 
ion against unauthorised use.”73 Data protection or privacy 
re not listed as aims of this Directive. This is not surpris- 
ng as the data gathered by conventional vehicles is very lim- 
ted compared to the amount of data automated vehicles and 

river assistance systems discussed in this contribution are 
xpected to gather. The amount of data gathered by an auto- 
ated vehicle could amount to as much as a terabyte a day.74 

his makes data protection a more prominent concern. Be- 
ides, with the development of automated vehicles, the tech- 
ical requirements for vehicles will need to be revised.75 Given 

his necessary revision, data protection could also become an 

ntegral part of the technical requirements automated vehi- 
les will have to meet. The European Parliament acknowl- 
dges the importance of data protection in the context of the 
pproval of vehicles.76 A review of the data protection impact 
ssessment and the demonstration of the processing of data 
n compliance with the GDPR could become requirements that 
eed to be met in order to obtain approval of the (type of) vehi-
le. This way, data protection becomes an integral part of the 
type-)approval process, thereby reinforcing the importance of 
he GDPR.77 

0. Final remarks 

his contribution has explored the possibilities and restric- 
ions of processing and using of personal data gathered by the 
utomated vehicle under the GDPR. The GDPR are offers pos- 
ibilities to collect, share and sell personal data and data con- 
erning health, that in turn could contribute to road safety.
owever, strict requirements apply, especially with regard to 
73 Recital 3 Directive 2007/46/EC. 
74 https://www.ft.com/content/2a8941a4- 1625- 11e8- 9e9c- 
5c814761640 , https://www.tuxera.com/blog/autonomous-cars- 
00- tb- of- data- per- year/ ,Motion for a European Parliament 
esolution on autonomous driving in European transport 

2018/2089(INI)), recital 17. 
75 https://www.unece.org/trans/main/wp29/meeting _ docs _ grva. 
tml 

76 2019 Draft European Parliament Legislative Resolution on the 
roposal for a regulation of the European Parliament and of the 
ouncil on type-approval requirements for motor vehicles and 

heir trailers, and systems, components and separate technical 
nits intended for such vehicles, as regards their general safety 
nd the protection of vehicle occupants and vulnerable road users, 
mending Regulation (EU) 2018/… and repealing Regulations (EC) 
o 78/2009, (EC) No 79/2009 and (EC) No 661/2009, Motion for a Eu- 

opean Parliament Resolution on autonomous driving in European 

ransport (2018/2089(INI)), recital 17-18. 
77 See also the in the USA required privacy plan developed by the 

anufacturer: section 12 of H.R.3388 - SELF DRIVE Act. 

https://www.ft.com/content/2a8941a4-1625-11e8-9e9c-25c814761640
https://www.tuxera.com/blog/autonomous-cars-300-tb-of-data-per-year/
https://www.unece.org/trans/main/wp29/meeting_docs_grva.html
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80 Directive 2007/46/EC. 
81 European Commission Independent Expert Group, Ethics 

of Connected and Automated Vehicles Recommendations on 

road safety, privacy, fairness, explainability and responsibil- 
data concerning health. These requirements are in place to
protect the fundamental rights and freedoms of the data sub-
ject, in this case the user of the automated vehicle. This con-
tribution has explored some of the possibilities and require-
ments, but there are many more options when it comes to col-
lecting (personal) data via automated vehicles, the processing
of these data and subsequently the requirements that apply
to the processing of these data. The GDPR does not only set
requirements, but also offers guidance on how to meet these
requirements. Through a data protection impact assessment
ex Article 35 GDPR the controller can, prior to the processing,
gain insight in the impact of the processing on the protec-
tion of personal data. When processing sensitive data, such
as data concerning health, a data protection impact assess-
ment is even mandatory. A data protection impact assessment
can contribute to fulfilling the required data protection by de-
sign and data protection by default.78 Data protection by de-
sign, in the context of automated vehicles, means that when
choosing the software for the automated vehicle and during
the processing of personal data, the interests of the user re-
garding her personal data should be considered (Article 25 (1)
GDPR).79 This is a continuous process: the controller should
constantly ask himself whether the processing or collecting
of the data is proportionate. Data protection by default entails
that the settings for the data collection by the automated ve-
hicle have to be as “privacy-friendly” as possible (Article 25
(2) GDPR). Collection and processing of more data than neces-
sary is possible, but only with the (explicit) consent of the user.
Both data protection by design and data protection by default
78 Article 25 GDPR. 
79 Nikolaus Forgó, Datenschutzrechtliche Fragestellungen des au- 

tonomen Fahrens, in: Autonomes Fahren. Rechtsgefolgen, Recht- 
sprobleme, technische Grundlagen, eds. Opperman, Stender- 
Vorwachs, C.H. Beck 2017, München. 
subsequently contribute to complying with Article 6 GDPR. It
is of great importance to take data protection into account be-
fore and during the deployment of automated vehicles. Gov-
ernments, through the EU, might even consider making data
protection part of the (type-)approval requirements for auto-
mated vehicles.80 Therefore, it is necessary for all parties (pol-
icymakers, researchers, fleet operators, owners, future users,
etc.) to join forces in developing a more robust framework.81

It can be required to provide the approval authority with the
data protection impact assessment on the software of the (au-
tomated) vehicle, indicating the considerations regarding the
interests of data protection and, for example, road safety. 
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