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Abstract. We review the architectural design and implementation of the Euclid
Archive System (EAS) which is in the core of the Euclid Science Ground System (SGS)
and represents a new generation of data-centric scientific information systems. It will
handle up to one hundred PBs of mission data in a heterogeneous storage environment
and will allow intensive access both to the data and metadata produced during the mis-
sion. This paper makes a particular emphasis on the access to science-ready products
and interfaces which will be provided for the end-user.

1. Introduction

Euclid is the ESA M2 mission (Laureijs et al. 2011) which will map the sky in a single
optical band and three near-infrared bands. It will measure photometric and spectro-
scopic redshifts of galaxies to understand the properties and nature of dark matter and
dark energy. Euclid will be launched at the end of 2020 and once at its nominal L2 orbit
will start a 5 and a half year observing program to complete a wide survey (covering
15000 deg?) and a deep survey (covering 40 deg” and 2 magnitudes deeper than the
wide survey).

To achieve its scientific objectives the Euclid mission will combine space surveys
with ground-based surveys which will boost the data volume produced by Euclid SGS
up to 26PB per year and a catalogue of up to 10 billion objects (Pasian et al. 2014). To
manage such an amount of information, the Euclid Archive System (EAS), described
below, will handle data and metadata according to mission premises.

2. SGS AND EAS

The Euclid Science Ground Segment is a distributed data processing and data storage
system, which is responsible for the delivery of the science-ready data to ESA. The
SGS is formed by 9 national Science Data Centres (SDCs) and the Euclid Science
Operations Centre (SOC). The task of the SGS is to process the data from ingested raw
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frames to science-ready images, spectra and catalogs and deliver them to ESA (Pasian
et al. 2014).

The data in the Euclid SGS is a combination of images, spectra and catalogs in
FITS files and an extensive metadata description of these data products. In addition,
the EAS will make ground-based surveys available to the SGS, possibly after addi-
tional reprocessing. Experience from previous missions (e.g. Astro-WISE (Begeman
et al. 2013) and the LOFAR Long-Term Archive (Begeman et al. 2011)) shows that the
volume of metadata will not exceed 5% of the total data volume.

3. EAS Design

According to requirements on the SGS and the EAS, the EAS design was established
as a combination of 3 independent subsystems:

e The Data Processing System (DPS) consists of metadata storage and services
which support the data processing inside the SGS;

e The Science Archive System (SAS) which is a gateway for end-users to Euclid
data. It supports the scientific use-cases, the release delivery of data to the wide
astronomical community, and long-term data preservation.

e The Distributed Storage System (DSS) consists of data file storage for both the

DPS and SAS.
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Figure 1.  EAS Architecture

The DPS contains metadata for the data processed as well as operational and or-
chestration metadata. The main objective of the DPS is to provide data and metadata to
other SGS operations and to trace any operation on the data inside the SGS. The DPS
keeps the full data lineage for each data product. The DPS will assist in the preparation
of Euclid data releases as a subset of the data processed by SGS. The DPS services
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allow the retrieval of metadata in the form of XML files, the ingestion of data products,
and the browsing of available data products through web applications.

The DSS is a distributed file storage for both the DPS and SAS and implements the
distribution of data files according to the Euclid processing plan. The DSS consists of
a grid of DSS servers which utilize a simple interface to the different storage solutions
implemented by each SDC. Each DSS server communicates with all other DSS servers
and allows a set of operations on files: ingestion, retrieval, copy to designated SDC and
registration of the file in DPS metadata database.

4. Science Archive System

The SAS is part of the EAS and it aims to support the needs for scientific data explo-
ration for the Euclid Consortium and the wider astronomical community. It will face
the challenge of Big Data, as it will store a huge and increasing amount of scientific
metadata and catalogues up to 10 billion galaxies. This will provide the worldwide
astronomical community with an extremely large source of targets for future missions.
Under these premises, the SAS will face the challenge of guaranteeing the long-term
preservation of Euclid data while providing the scientific community with access to this
data.

The SAS is being built at the ESAC Science Data Centre (ESDC), which is respon-
sible for the development and maintenance of the scientific archives for the Astronomy,
Planetary and Heliophysics missions of ESA. The SAS is focused on the needs of the
scientific community. In this context, the SAS will provide access to the most valuable
scientific metadata coming from the EAS-DPS through a set of public data releases.
According to the policy of public releases defined by the Euclid Consortium, the plan
is to deliver 3 data releases to the scientific community every 2 years after the nominal
start of the mission.

The design of the SAS follows the latest generation of archives being developed
by the ESDC, taking full advantage of the existing knowledge, expertise and code. The
SAS will provide two ways of access through the Archive User Services (AUS): a web-
based portal and a command line interface for programmable access. The archive web-
portal is based on the Google Web Toolkit technology and the server side components
are based on Java and integrate a set of standard VO protocols to manage requests from
the users.

SAS implements the Science Exploitation Data Model (SEDM), which describes
the scientific metadata. The SAS is populated through the Metadata Transfer Service
(MTS) that acts as a transfer layer from the ECDM in DPS to the SEDM. This mech-
anism is the implementation of the public releases policy defined by the Euclid Con-
sortium. The RDBMS supporting the SEDM is PostgreSQL, the same used for other
scientific archives, (e.g. Gaia Archive).

The scientific requirements on the SAS cover three main areas: parametric search
for metadata and catalogues, data retrieval and the visualization of images, spectra, etc.
Regarding the visualization of maps, the current prototype is based on the technology
developed for the ESA Sky (Arviset et al. 2016) that allows the exploration of the
astronomical resources using a useful and intuitive web interface.

SAS will provide the tools and VO interfaces to enable the Software-to-Data
Paradigm and “bring the software to the data” for the Euclid science. The distributed
nature of the user community requires standard protocols oriented to access, exchange
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Figure 2.  SAS Visualization Interface

and store data to guarantee the information accessibility (Gonzdlez-Ndiiez, J. and oth-
ers 2017); Table Access Protocol (Dowler et al. 2010) to perform efficient parametric
search and VOSpace (Graham et al. 2013), for distributed data storage are also part of
the SAS infrastructure.

In the following years prior to the start of the mission the EAS will go through a
number of crucial steps in its development including the final selection of an RDBMS
and scaling up of the archive subsystems to successfully face the challenge of Big Data.
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