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#### Abstract

PageRank problem is the cornerstone of Google search engine and is usually stated as solving a huge linear system. Moreover, when the damping factor approaches 1 , the spectrum properties of this system deteriorate rapidly and this system becomes difficult to solve. In this paper, we demonstrate that the coefficient matrix of this system can be transferred into a block form by partitioning its rows into special sets. In particular, the off-diagonal part of the block coefficient matrix can be compressed by a simple low-rank factorization, which can be beneficial for solving the PageRank problem. Hence, a matrix partition method is proposed to discover the special sets of rows for supporting the lowrank factorization. Then a preconditioner based on the low-rank factorization is proposed for solving difficult PageRank problems. Numerical experiments are presented to support the discussions and to illustrate the effectiveness of the proposed methods.
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## 1. Introduction

With the rapid development of the Internet, Web search engines become very popular for information retrieval [1]. Because a web search engine can usually find an immense set of Web pages matching the search query, it is necessary to rank higher the most important pages. For this purpose, Google has presented the PageRank model (also called PageRank problem) that employs the link structure of Web pages to quantify the importance of each one.

The detailed mathematical background of the PageRank problem can be found in [2], here we give a brief review. The link structure of the related Web pages is represented by a directed graph named the Web link graph. Denote its adjacency matrix by $G \in \mathbb{N}^{n \times n}$ where $n$ is the number of nodes (pages), then $G(i, j)$ is nonzero (being 1 ) only when page $j$ has a link pointing to page $i$. Then the transition matrix $P \in \mathbb{R}^{n \times n}$ with respect to the Web link graph is defined as

$$
P(i, j)= \begin{cases}\frac{1}{\sum_{k=1}^{n} G(k, j)}, & \text { if } G(i, j)=1,  \tag{1}\\ 0, & \text { otherwise }\end{cases}
$$

[^1]Finally, the PageRank problem can be mathematically stated as solving the linear system:

$$
\begin{equation*}
A x=v, \text { with } A=(I-\alpha P), \tag{2}
\end{equation*}
$$

where $0<\alpha<1$ is the damping factor, $v \in \mathbb{R}^{n \times 1}$ is called the personalization vector, and the solution $x$ is the unknown ranking vector [3].

The coefficient matrix $A$ of the PageRank linear system (2) is usually extremely large and very sparse, thus iterative methods are mandatory to use for solving this system [4,5]. Google initially assigns a moderate value 0.85 to $\alpha$, and then linear system (2) can be solved efficiently by the simple Power method [2]. However, larger values of $\alpha$ (not too close to 1) such as 0.99 may sometimes give a better ranking result than $\alpha=0.85$ [6,7]. When $\alpha$ approaches 1 , the smallest nonzero eigenvalue of $A$ approaches 0 , and the convergence rate of the Power method deteriorates rather quickly [2]. Therefore, the development of more robust and more efficient iterative methods is necessary for PageRank problems [4,7].

In the last decade or so, a series of techniques have been proposed to accelerate the Power method for PageRank computations, such as the adaptive method [8], the inner-outer strategy [9], the extrapolation methods [10,11] and the multi-step splitting iteration method [1,12]. Meanwhile, a considerable amount of work has been devoted to Krylov subspace methods in this context, see e.g. [7,13-17]. In many cases Krylov subspace methods like GMRES, BiCG, and BiCGSTAB methods outperform the Power method and the Jacobi method by $50 \%$ in terms of computing time [16]. Moreover, the convergence speed of these methods degrades more gently than that of the Power method when $\alpha$ approaches 1 [17]. Therefore, Krylov subspace methods seem to be a promising way for solving difficult PageRank problems where $\alpha$ is close to 1 . Nevertheless, due to the ever-growing size of the World Wide Web, acceleration techniques become more and more attractive for these methods when solving difficult PageRank problems.

Preconditioning is one of the most effective ways to accelerate Krylov subspace methods for solving general linear systems. When solving huge and difficult PageRank problems, however, applying general-purpose preconditioners has received unsatisfactory results. See for example the experiments reported with the polynomial preconditioner in $[18,19]$ and with the Incomplete LU (ILU) factorization preconditioner in [20]. To achieve a fast convergence rate of the iterative process, the polynomial preconditioner is usually a high-order polynomial of the matrix $P$, which causes a large time cost for computing the matrix-vector multiplications in the preconditioning process, meanwhile the ILU factorization preconditioner often suffers from a large amount of fill-ins and thus high costs in storage and time. From these results, preconditioning the PageRank system as same as a general linear system, its huge dimension and huge amount of nonzero elements may often cause high computational cost of the preconditioning process. This defect motivates us to develop preconditioners from the exclusive characteristics of PageRank problems.

Recently, an elimination strategy is proposed in [21]. This strategy exploits the properties of the PageRank coefficient matrix $A$ for eliminating its nonzero elements, and consequently the PageRank linear system (2) is transferred into a system with higher sparsity. As the experiment results in [21] show, solving the linear system after elimination for seeking the ranking vector generally decreases the computational cost of solving the PageRank problem. This inspires us to pay attention on the properties of the PageRank coefficient matrix $A$ for developing preconditioners.

In this study, we show that partitioning the rows of $A$ into sets that satisfy a condition can derive a block form of $A$ where the rows in each off-diagonal block are identical. Therefore these off-diagonal blocks can be compressed efficiently by a low-rank factorization, which may benefit the efficiency of solving the PageRank problem. Hence we propose a matrix partition method that can efficiently discover the aforementioned sets of rows of $A$ to support the low-rank factorization. Finally a preconditioner based on the low-rank factorization is proposed to accelerate Krylov subspace methods for solving difficult PageRank problems.

The paper is structured as follows. In Section 2, we introduce some notations, some definitions and a property of the coefficient matrix A. In Section 3, we present the low-rank factorization for the PageRank problem. In Section 4, we propose the matrix partition method. The preconditioner is proposed and discussed in Section 5. Numerical experiments are reported in Section 6. Finally, some conclusions arising from this work are given in Section 7.

## 2. Preliminaries

We use MATLAB [22] notations to represent elements of vectors and matrices, subvectors, submatrices, matrices in the form of columns/rows. Besides, Table 1 lists several notations that frequently appear throughout this paper.

We then give two definitions and present a property of the PageRank coefficient matrix $A$.
Definition 2.1 (Off-Diagonal Part). For any matrix $U \in \mathbb{R}^{n \times n}$, let $R=\{1: n\}$ and $S=\cup_{i \in \Psi}\{U(i,:)\}$ be a set of rows where $\Psi \subset R$. We define the off-diagonal part of $S$ as $U(\Psi, R \backslash \Psi)$.

Definition 2.2 (Core Hub). Let $S$ be a set of rows of $A$. If the rows in the off-diagonal part of $S$ have the same zero-nonzero pattern, $S$ is called as a core hub of rows.

Property 2.1. Let $S$ be any core hub of rows of $A$. Then the rows in the off-diagonal part of $S$ are identical.
Proof. See Appendix A.

Table 1
The notations that frequently appear throughout this paper.

| Notation | Meaning |
| :--- | :--- |
| $u$ | Arbitrary column vector of appropriate dimension |
| $U$ | Arbitrary matrix of appropriate dimensions |
| $\rho(U)$ | Spectral radius of matrix $U$ |
| $I$ | Identity matrix of appropriate dimension |
| $G$ | Web adjacency matrix |
| $P$ | Transition matrix of $(1)$ |
| $A$ | Coefficient matrix of (2) |
| $n$ | Dimension of matrix $A$ |
| $\tilde{A}$ | Block form (4) of $A$ |
| $\Pi$ | Permutation matrix that permutes $A$ into $\tilde{A}$ by $\tilde{A}=\Pi A \Pi^{T}$ |
| $D$ | Matrix of $(8)$ that is formed by splitting $\tilde{A}$ |
| $B_{o f f}$ | Matrix of $(8)$ that is formed by splitting $\tilde{A}$ |
| $F, H$ | Low-rank factors (defined in $(11)$ and $(10))$ of $B_{o f f}$ |
| $C$ | Capacitance matrix formed by $I+H D^{-1} F$ |
| $m$ | Row dimension of $H$ \& column dimension of $F \&$ dimension of $C$ |
| $r o w n n z(i)$ | Amount of the nonzero elements in $G(i,:)$ |
| $\theta$ | Parameter in partition algorithm for controlling the pre-marking |
| $\omega$ | process |
|  | Parameter in partition algorithm for limiting the length of each inner |
|  | traversal |

For example, let $S=\{A(i,:), A(j,:), A(k,:), A(l,:)\}(1 \leq i<j<k<l \leq n)$, its off-diagonal part contains the elements (marked by $*$ ) whose column indexes are from $N=\{1: n\} \backslash\{i, j, k, l\}$, in matrix (3).

If $S$ is a core hub of rows, then the rows of this off-diagonal part must be identical, i.e.

$$
A(i, N)=A(j, N)=A(k, N)=A(l, N)
$$

## 3. Off-diagonal low-rank factorization

If we partition the rows of $A$ into core hubs, permute the rows hub by hub in $A$, and permute the columns accordingly in $A$, then we obtain a block matrix $\tilde{A}$ of the form

$$
\tilde{A}=\Pi A \Pi^{T}=\left(\begin{array}{ccccc}
\tilde{A}_{1,1} & \tilde{A}_{1,2} & \tilde{A}_{1,3} & \cdots & \tilde{A}_{1, l}  \tag{4}\\
\tilde{A}_{2,1} & \tilde{A}_{2,2} & \tilde{A}_{2,3} & \cdots & \tilde{A}_{2, l} \\
\tilde{A}_{3,1} & \tilde{A}_{3,2} & \tilde{A}_{3,3} & \cdots & \tilde{A}_{3, l} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\tilde{A}_{l, 1} & \tilde{A}_{l, 2} & \tilde{A}_{l, 3} & \cdots & \tilde{A}_{l, l}
\end{array}\right) \text {, }
$$

where $\Pi \in \mathbb{N}^{n \times n}$ is a permutation matrix, and $l$ is the number of hubs. Accordingly, the PageRank system (2) can be equivalently transferred into the block form:

$$
\begin{equation*}
\tilde{A} \tilde{x}=\tilde{v} \tag{5}
\end{equation*}
$$

where $\tilde{v}=\Pi v$ and $\tilde{x}=\Pi x$. We then focus on solving this block linear system. For each diagonal block $A_{i, i}(1 \leq i \leq l)$ in (4), its corresponding off-diagonal block row off $f_{i}$ is defined as

$$
\begin{equation*}
o f f_{i}=\left[\tilde{A}_{i, 1}, \ldots, \tilde{A}_{i, i-1}, 0, \tilde{A}_{i, i+1}, \ldots, \tilde{A}_{i, l}\right] \tag{6}
\end{equation*}
$$

and the rows in off $f_{i}$ must be identical. Thus each $o f f_{i}(1 \leq i \leq l)$ is a rank-one matrix and can be compressed by a low-rank factorization. We call the combination of all the low-rank factorizations for off-diagonal block rows of $\tilde{A}$ as the off-diagonal low-rank factorization.

For convenience of describing this low-rank factorization, we split $\tilde{A}$ into the form

$$
\begin{equation*}
\tilde{A}=D+B_{o f f} \tag{7}
\end{equation*}
$$

where $B_{\text {off }}$ contains the off-diagonal block rows that will be compressed. It should be noted that the off-diagonal part of a core hub of rows may contain few nonzero elements. As a result, compressing the off-diagonal block row corresponding to such a hub is not that worthwhile, and thus this off-diagonal block row should not be classified into $B_{o f f}$. Suppose there are $s$ such hubs of rows, if we permute them to the top of $\tilde{A}$, then $D$ and $B_{o f f}$ in (7) are given by

$$
D=\left(\begin{array}{cccccc}
\tilde{A}_{1,1} & \cdots & \tilde{A}_{1, s} & \tilde{A}_{1, s+1} & \cdots & \tilde{A}_{1, l}  \tag{8}\\
\vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
\tilde{A}_{s, 1} & \cdots & \tilde{A}_{s, s} & \tilde{A}_{s, s+1} & \cdots & \tilde{A}_{s, l} \\
0 & \cdots & 0 & \tilde{A}_{s+1, s+1} & \cdots & 0 \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & \cdots & 0 & \tilde{A}_{l, l}
\end{array}\right), \quad B_{o f f}=\left(\begin{array}{c}
0 \\
\vdots \\
0 \\
o f f_{s+1} \\
\vdots \\
o f f_{l}
\end{array}\right) .
$$

At this stage, the off-diagonal low-rank factorization of $\tilde{A}$ is given by

$$
\begin{align*}
& \tilde{A}=D+F H \text { with }  \tag{9}\\
& F \in \mathbb{N}^{n \times m} \text { where } F(i, j)= \begin{cases}1, & \text { if } B_{o f f}(i,:) \in o f f_{j}(s+1 \leq j \leq l), \\
0, & \text { otherwise. }\end{cases}  \tag{10}\\
& H=\left(\begin{array}{c}
o f f_{s+1}(1,:) \\
o f f_{s+2}(1,:) \\
\vdots \\
o f f_{l}(1,:)
\end{array}\right) \in \mathbb{R}^{m \times n} \quad(m=l-s) . \tag{11}
\end{align*}
$$

That it, each off $(s+1 \leq i \leq l)$ in $B_{o f f}$ is compressed into one single row in $H$. If off $(i=s+1,2, \ldots, l)$ are fairly dense, then $n n z(H)$ would be much smaller than $n n z\left(B_{o f f}\right)$. Meanwhile, according to (10), $F$ contains at most $n$ nonzero elements. Therefore, $n n z(F)+n n z(H)$ would be much smaller than $n n z\left(B_{o f f}\right)$. Accordingly, the storage and the time required by any matrix-vector multiplication $\tilde{A} u$ is likely to be reduced if it is computed by $\tilde{A} u=D u+F(H u)$. As $n n z(F)$ is very small, such reduction in relative terms is generally determined by the quantity

$$
\begin{equation*}
\text { compression ratio }=\frac{n n z\left(B_{o f f}\right)-n n z(H)}{n n z(A)} \tag{12}
\end{equation*}
$$

Besides, a larger compression ratio would also lead to a $D$ with higher sparsity or smaller ranks of $F$ and $H$. This is helpful to invert $\tilde{A}$ efficiently by using such formulation $\tilde{A}=D+F H[23]$, which is the basis of constructing the preconditioner in the following contents. Motivated by these factors, we propose a matrix partition algorithm to discover appropriate core hubs of rows of $A$ efficiently for maximizing the compression ratio.

## 4. Matrix partition method for supporting the low-rank factorization

For finding core hubs of rows of $A=I-\alpha P$ according to Definition 2.2, the partition method only needs the information from the off-diagonal zero-nonzero pattern structure of $A$. This pattern structure is same as that of the adjacency matrix $G$, because $G$ and $P$ have the same zero-nonzero pattern structure. Hence it is convenient to run the partition method on $G$ that is already a binary matrix to find core hubs of rows of $A$. The framework of this method can be described as follows:

1 Denote $n$ hubs by $h u b_{i}=\{G(i,:)\}(i=1,2, \ldots, n)$.
2 Traverse the unmarked hubs. For each visited $\operatorname{hub}_{i}(1 \leq i \leq n)$, traverse the rows $G(j,:)(j=i+1, i+2, \ldots, n)$, if a visited row $G(j,:)$ is unmarked and $h u b_{i} \cup G(j,:)$ is a core hub, then
2.1 Set $h u b_{i}=h u b_{i} \cup G(j,:)$.
2.2 Mark $G(j,:)$ and $h u b_{j}$ such that they will be skipped during the remaining traversals.
2.3 Stop the current inner traversal and restart it for the enlarged $h u b_{i}$.

3 Output the row indexes of each unmarked hub for determining core hubs of rows of $A$.
Each restart operation for inner traversals occurs after a marking operation that will reduce the number of inner traversals by 1 . Accordingly, this method still has $n$ inner traversals and is very costly due to the large dimension of matrix G. Moreover it may form many hubs that contribute little to the compression ratio. Hence we employ some amendments for overcoming these problems. Detailed descriptions (including the motivations and the effects) for these amendments are contained in Appendix B.


Fig. 1. A period of the partition process of Algorithm 1 for a small artificial Web adjacency matrix.

Amendment 1. We denote the amount of the nonzero entries of each row $G(k,:)(1 \leq k \leq n)$ by rownnz( $k$ ). After the initial setting (step 1), we mark the rows of $G$ and their hubs in a rownnz increasing order until the amount of nonzeros in the marked rows reaches $\theta n n z(G)$, where $0<\theta<1$. We call this step as pre-marking step.
Amendment 2. We only traverse at most $\omega=100$ rows in each inner traversal.
Amendment 3. Let $R=1$ : $n$ and denote the set of the row indexes of $h u b_{i}(1 \leq i \leq n)$ by $N_{i}$. For each inner traversal related with $h u b_{i}(1 \leq i \leq n)$, we compute a value $k e y(j)$ for each visited unmarked row $G(j,:)(i+1<j<\min (n, i+\omega))$ by

$$
\begin{equation*}
\operatorname{key}(j)=\sum_{G(j, k)=1} k-\sum_{G(i, k)=1} k \text { with } k \in\left\{R \backslash\left\{N_{i} \cup j\right\}\right\} . \tag{13}
\end{equation*}
$$

If $k e y(j) \neq 0$, then $G(j,:)$ should not be added to $h u b_{i}$. Otherwise, we implement an element-wise comparison for the nonzero patterns of the rows of $h u b_{i} \cup G(j,:)$ to judge whether it is a core hub.

With these amendments, the complete version of the matrix partition method is presented in Algorithm 1, and a small example is shown in Fig. 1 to illustrate the aspects of this method.

## 5. Off-diagonal low-rank preconditioner

Preconditioning a general linear system $U y=b$ can be represented as

$$
\begin{array}{ll}
M^{-1} U y=M^{-1} b & \text { called left preconditioning } \\
U M^{-1} z=b, y=M^{-1} z & \text { called right preconditioning }
\end{array}
$$

where $M^{-1} \approx U^{-1}$ is the applied preconditioner to make the spectrum properties of the linear system more favorable for iterative methods. Generally speaking, the acceleration effect of the preconditioner $M^{-1}$ on iterative methods depends on its efficiency for approximating $U^{-1}$. The pre-described techniques transfer the PageRank problem as solving the block linear system (5) with the coefficient matrix $\tilde{A}=D+F H$. This formulation may be helpful to compute $\tilde{A}^{-1}$ efficiently, according to the analysis in [23]. Hence, we propose a preconditioner based on this formulation for solving difficult PageRank problems where the damping factor $\alpha$ is close to 1 .

### 5.1. Formulation and implementation

The theoretical basis of this preconditioner is the Woodbury formula recalled in Lemma 5.1.
Lemma 5.1 (Woodbury Formula Stated in [24]). Let $W \in \mathbb{R}^{n \times n}$ be a nonsingular matrix, $X \in \mathbb{R}^{n \times m}$ and $Y \in \mathbb{R}^{m \times n}$ ( $n \geq m$ ). If $I+Y W^{-1} X$ is nonsingular, then $W+X Y$ is nonsingular and its inverse can be given by

$$
(W+X Y)^{-1}=W^{-1}-W^{-1} X\left(I+Y W^{-1} X\right)^{-1} Y W^{-1}
$$

```
Algorithm 1 Partition method for finding core hubs of rows of \(A\)
Input: \(G, \theta, \omega\)
    Compute the rownnz value for each row of \(G\).
    Set the hub of each row as itself, i.e. \(h u b_{i}=\{G(i,:)\}\) for \(i=1: n\).
    Mark the rows of \(G\) and their hubs in a rownnz increasing order until the amount of nonzero elements in the marked
    rows reaches \(\theta \mathrm{nnz}(G)\).
    for \(i=1\) : \(n\) do
        if \(h u b_{i}\) is unmarked then
            for \(j=i+1: \min (n, i+\omega)\) do
                if \(G(j,:)\) is unmarked then
                    Compute key(j) according to (22).
                    if \(\operatorname{key}(j)=0\) then
                    if \(\left\{G(j,:) \cup h u b_{i}\right\}\) is a core hub then
                    \(h u b_{i} \leftarrow\left\{h u b_{i} \cup G(j,:)\right\} ; h u b_{j} \leftarrow \varnothing\).
                    mark \(G(j,:)\) and \(h u b_{j}\).
                    back to step 6.
                    end if
                    end if
                end if
        end for
        end if
    end for
    return the information of the row indexes of the non-empty hubs.
```

The matrix $I+Y W^{-1} X$ is often called the capacitance matrix. For the formulation $\tilde{A}=D+F H$, the capacitance matrix is $I+H D^{-1} F$. We denote it by $C$. Then the following theorem gives a formulation of $\tilde{A}^{-1}$.

Theorem 5.1. $D$ is a nonsingular $M$-matrix and $C=I+H D^{-1} F$ is nonsingular. Therefore,

$$
\begin{equation*}
\tilde{A}^{-1}=D^{-1}\left(I-F C^{-1} H D^{-1}\right) . \tag{14}
\end{equation*}
$$

Proof. According to (1), $P \geq 0$ and $\rho(P) \leq\|P\|_{1} \leq 1$. Because $0<\alpha<1, A=I-\alpha P$ and $\tilde{A}=\prod_{\tilde{A}} A \Pi^{T}$ must be nonsingular $M$-matrices. According to (8), $D \overline{\overline{i s}}$ formed by changing some off-diagonal nonzero elements of $\tilde{A}$ to 0 , thus $D$ is also a nonsingular $M$-matrix.

To prove the invertibility of $C$, we construct a matrix $T$ as

$$
T=\left(\begin{array}{cc}
D & -F \\
H & I
\end{array}\right)
$$

Then we can write

$$
\left(\begin{array}{cc}
I & 0 \\
-H D^{-1} & I
\end{array}\right) T=\left(\begin{array}{cc}
D & -F \\
0 & C
\end{array}\right) \quad \text { and } \quad\left(\begin{array}{cc}
I & F \\
0 & I
\end{array}\right) T=\left(\begin{array}{cc}
\tilde{A} & 0 \\
H & I
\end{array}\right)
$$

Taking the determinants of the matrices in these two equations indicates the relation:

$$
\operatorname{det}(T)=\operatorname{det}(D) \operatorname{det}(C)=\operatorname{det}(\tilde{A})
$$

As $\tilde{A}$ and $D$ are nonsingular, $C$ must be nonsingular. Finally, based on Lemma 5.1, $\tilde{A}^{-1}$ can be written as (14).
With this theorem, formulation (14) can be used to construct preconditioners that approximate $\tilde{A}^{-1}$. In a practical PageRank problem, the related Web link graph is usually very large, thus forming a preconditioner $M^{-1} \approx \tilde{A}^{-1}$ explicitly may need an inordinate amount of storage and time. Hence, we employ the implicit preconditioning, i.e. $M^{-1}$ is not formed, instead, the preconditioner is given by an algorithm (In Algorithm 2) for computing $M^{-1} u$. We call this preconditioner as off-diagonal low-rank (in short, ODLR) preconditioner.

In Algorithm 2, the linear systems with $D$ at lines 1 and 5 may be solved approximately. We use $\tilde{D}^{-1}$ to represent the approximation of $D^{-1}$ in this preconditioner, i.e. the result $\tilde{y}$ of solving such linear system $D y=u$ satisfies $\tilde{y} \approx \tilde{D}^{-1} u$. At line $3, C=I+H D^{-1} F$ is then approximated as $I+H \tilde{D}^{-1} F$ (denoted by $\bar{C}$ ), and the system with $\bar{C}$ may also be solved approximately. We use $\tilde{C}^{-1}$ to represent the overall approximation for $C^{-1}$. Finally the ODLR preconditioner $M^{-1}$ writes as

$$
\begin{equation*}
M^{-1}=\tilde{D}^{-1}-\tilde{D}^{-1} F \tilde{C}^{-1} H \tilde{D}^{-1} \tag{15}
\end{equation*}
$$

Algorithm 2 Matrix-vector multiplication for the ODLR preconditioner: $x \leftarrow M^{-1} u$

```
Solve Dy = u.
    Compute z}\leftarrowHy
    Solve Cx}=
    Compute z \leftarrowFx.
    Solve Dx=z
    Compute }x\leftarrowy+x
    return }x\mathrm{ ;
```

To summarize, using this preconditioner for solving a PageRank problem follows the steps:

1. run Algorithm 1 to discover core hubs of rows of $A$ of the linear system (2);
2. permute the linear system (2) into the block form $\tilde{A} \tilde{x}=\tilde{v}$ of (5), and then get the formulation $\tilde{A}=D+F H$ by the off-diagonal low-rank factorization (9)-(11);
3. apply Algorithm 2 at each step of an iterative method to solve $\tilde{A} M^{-1} \tilde{y}=\tilde{v}$;
4. obtain the PageRank vector $x$ by $x=\Pi^{T} M^{-1} \tilde{y}$.

### 5.2. Performance analysis

Because the linear systems with $D$ and the linear system with $C$ in Algorithm 2 may be solved approximately, it is necessary to study the relationship between the performance of the ODLR preconditioner $M^{-1}$ of (15) and solving such systems (generally called inner systems). We start by studying the value of $\left\|M^{-1}-\tilde{A}^{-1}\right\|(\|\cdot\|$ may be any type of matrix norm) and the spectral properties of $\tilde{A} M^{-1}$.

In the ODLR preconditioner, the accuracies of solving inner systems with $D$ and those with $C$ can be represented by $\left\|E_{D}=\tilde{D}^{-1}-D^{-1}\right\|$ and $\left\|E_{C}=\tilde{C}^{-1}-C^{-1}\right\|$, respectively. By subtracting $\tilde{A}^{-1}$ of (14) from $M^{-1}$ of (15), we can get

$$
\begin{align*}
M^{-1}-\tilde{A}^{-1}= & \left(\tilde{D}^{-1}-D^{-1}\right)+\left(D^{-1} F C^{-1} H D^{-1}-\tilde{D}^{-1} F \tilde{C}^{-1} H \tilde{D}^{-1}\right) \\
= & \left(\tilde{D}^{-1}-D^{-1}\right)+\left(D^{-1}-\tilde{D}^{-1}\right) F C^{-1} H D^{-1}+\tilde{D}^{-1} F\left(C^{-1} H D^{-1}-\tilde{C}^{-1} H \tilde{D}^{-1}\right) \\
= & E_{D}\left(I-F C^{-1} H D^{-1}\right)+\tilde{D}^{-1} F\left(C^{-1}-\tilde{C}^{-1}\right) H D^{-1}+\tilde{D}^{-1} F \tilde{C}^{-1} H\left(D^{-1}-\tilde{D}^{-1}\right) \\
= & E_{D} D\left(D^{-1}-D^{-1} F C^{-1} H D^{-1}\right)-\left(D^{-1}+E_{D}\right) F E_{C} H D^{-1} \\
& -\left(D^{-1}+E_{D}\right) F\left(C^{-1}+E_{C}\right) H E_{D} \\
= & E_{D} D \tilde{A}^{-1}-D^{-1} F E_{C} H D^{-1}-E_{D} F E_{C} H D^{-1}-D^{-1} F C^{-1} H E_{D} \\
& -D^{-1} F E_{C} H E_{D}-E_{D} F C^{-1} H E_{D}-E_{D} F E_{C} H E_{D} \tag{16}
\end{align*}
$$

Formula (16) expresses $M^{-1}-\tilde{A}^{-1}$ in terms of $E_{D}$ and $E_{C}$ with coefficients in matrix forms. We try to find upper-bounds for the norm values of these coefficients to reveal some relationships between $\left\|M^{-1}-\tilde{A}^{-1}\right\|,\left\|E_{D}\right\|$ and $\left\|E_{C}\right\|$. For this purpose, we first introduce the following lemma.

Lemma 5.2 (Corollary 2 in [25]). If a matrix $B \in \mathbb{R}^{n \times n}$ is strictly diagonally dominant by columns (i.e., $|B(k, k)|>\sum_{i \neq k}|B(i, k)|$ for any $1 \leq k \leq n$ ), and

$$
\beta=\min _{k}\left(|B(k, k)|-\sum_{i \neq k}|B(i, k)|\right),
$$

then $\left\|B^{-1}\right\|_{1} \leq 1 / \beta$.
Based on this lemma, we give the following upper bounds in matrix 1-norm.
Lemma 5.3. For the formulation $\tilde{A}=D+F H$, the following inequalities hold.

$$
\begin{aligned}
& \left\|D^{-1}\right\|_{1} \leq \frac{1}{1-\alpha}, \quad\|H\|_{1} \leq \alpha \\
& \left\|D \tilde{A}^{-1}\right\|_{1} \leq \frac{1}{1-\alpha}, \quad\|F\|_{1} \leq \omega \\
& \left\|F C^{-1} H\right\|_{1} \leq \frac{\alpha}{1-\alpha}, \quad\left\|D^{-1} F C^{-1} H\right\|_{1} \leq \frac{\alpha}{1-\alpha}
\end{aligned}
$$

Proof. Recall that $A=I-\alpha P$ where $P \geq 0,\|P\|_{1} \leq 1$ and $0<\alpha<1$. Thus $A$ is strictly diagonally dominant by columns and $\min _{k}\left(|A(k, k)|-\sum_{i \neq k}|A(i, k)|\right) \geq 1-\alpha$. According to Lemma 5.2, $\left\|A^{-1}\right\|_{1},\left\|\tilde{A}^{-1}\right\|_{1} \leq 1 /(1-\alpha)$. Because $D$ of ( 8 ) is formed by changing some off-diagonal nonzero elements of $\tilde{A}$ to $0, D$ is also strictly diagonally dominant by columns and $\min _{k}\left(|D(k, k)|-\sum_{i \neq k}|D(i, k)|\right) \geq 1-\alpha$. Thus $\left\|D^{-1}\right\|_{1} \leq 1 /(1-\alpha)$.
$H$ of (11) can be regarded as a sub-matrix of $B_{o f f}$ that only contains some off-diagonal elements of $\tilde{A}=I-\alpha \Pi Р \Pi^{T}$. Thus $\|H\|_{1} \leq\left\|B_{o f f}\right\|_{1} \leq\left\|\alpha \Pi P \Pi^{T}\right\|_{1} \leq \alpha$. As $\tilde{A}=D+B_{o f f}$,

$$
\left\|D \tilde{A}^{-1}\right\|_{1}=\left\|\left(\tilde{A}-B_{o f f}\right) \tilde{A}^{-1}\right\|_{1} \leq\|I\|_{1}+\left\|B_{o f f}\right\|_{1}\left\|\tilde{A}^{-1}\right\|_{1}=\frac{1}{1-\alpha}
$$

Note that any hub formed by Algorithm 1 can contain at most $\omega$ rows. Then according to the definition (10) of $F$, we get $\|F\|_{1} \leq \omega$.

For $C^{-1}=\left(I+H D^{-1} F\right)^{-1}$, we apply the Woodbury formula (Lemma 5.1) again and get

$$
\begin{aligned}
C^{-1} & =I-H D^{-1}\left(I+F H D^{-1}\right)^{-1} F \\
& =I-H(D+F H)^{-1} F=I-H \tilde{A}^{-1} F
\end{aligned}
$$

Then

$$
F C^{-1} H=F H-F H \tilde{A}^{-1} F H=B_{o f f}-B_{o f f} \tilde{A}^{-1} B_{o f f}
$$

and thus

$$
\left\|F C^{-1} H\right\|_{1} \leq\left\|B_{o f f}\right\|_{1}+\left\|B_{o f f}\right\|_{1}\left\|\tilde{A}^{-1}\right\|_{1}\left\|B_{o f f}\right\|_{1}=\alpha+\frac{\alpha^{2}}{1-\alpha}=\frac{\alpha}{1-\alpha}
$$

Finally, because $\tilde{A}^{-1}=\left(I-D^{-1} F C^{-1} H\right) D^{-1}$,

$$
\left\|D^{-1} F C^{-1} H\right\|_{1}=\left\|I-\tilde{A}^{-1} D\right\|_{1}=\left\|\tilde{A}^{-1} B_{o f f}\right\|_{1} \leq\left\|\tilde{A}^{-1}\right\|_{1}\left\|B_{o f f}\right\|_{1}=\frac{\alpha}{1-\alpha}
$$

Then the following theorem is obtained directly by combining Lemma 5.3 and formula (16).
Theorem 5.2. The approximation error $\left\|M^{-1}-\tilde{A}^{-1}\right\|_{1}$ of the ODLR preconditioner $M^{-1}$ to $\tilde{A}^{-1}$, and the errors $\left\|E_{D}\right\|_{1}$ and $\left\|E_{C}\right\|_{1}$ of solving inner systems when computing $M^{-1} u$ satisfy

$$
\begin{equation*}
\left\|M^{-1}-\tilde{A}^{-1}\right\|_{1} \leq \sigma_{1}\left\|E_{D}\right\|_{1}+\sigma_{2}\left\|E_{C}\right\|_{1}+\sigma_{3}\left\|E_{D}\right\|_{1}\left\|E_{C}\right\|_{1}+\sigma_{4}\left\|E_{D}\right\|_{1}^{2}+\sigma_{5}\left\|E_{D}\right\|_{1}^{2}\left\|E_{C}\right\|_{1}, \tag{17}
\end{equation*}
$$

where

$$
\sigma_{1}=\frac{1+\alpha}{1-\alpha}, \quad \sigma_{2}=\frac{\alpha \omega}{(1-\alpha)^{2}}, \quad \sigma_{3}=\frac{2 \alpha \omega}{1-\alpha}, \quad \sigma_{4}=\frac{\alpha}{1-\alpha}, \quad \sigma_{5}=\alpha \omega .
$$

Based on this theorem, the spectral properties of $\tilde{A} M^{-1}$ can be described as below.
Corollary 5.1. Let $\lambda$ be an eigenvalue of $\tilde{A} M^{-1}$, then

$$
\begin{equation*}
|\lambda-1| \leq \eta_{1}\left\|E_{D}\right\|_{1}+\eta_{2}\left\|E_{C}\right\|_{1}+\eta_{3}\left\|E_{D}\right\|_{1}\left\|E_{C}\right\|_{1}+\eta_{4}\left\|E_{D}\right\|_{1}^{2}+\eta_{5}\left\|E_{D}\right\|_{1}^{2}\left\|E_{C}\right\|_{1}, \tag{18}
\end{equation*}
$$

where $\eta_{i}=(1+\alpha) \sigma_{i}, i=1,2,3,4,5$.
Proof. The eigenvalue problem $\tilde{A} M^{-1} u=\lambda u$ can be rewritten as $\tilde{A}\left(M^{-1}-\tilde{A}^{-1}\right) u=(\lambda-1) u$. Thus,

$$
|\lambda-1| \leq \rho\left(\tilde{A}\left(M^{-1}-\tilde{A}^{-1}\right)\right) \leq\|\tilde{A}\|_{1}\left\|M^{-1}-\tilde{A}^{-1}\right\|_{1}
$$

Then based on Theorem 5.2 and $\|\tilde{A}\|_{1}=\|A\|_{1}=\|I+\alpha P\|_{1} \leq 1+\alpha$, this corollary is proved.
Theorem 5.2 and Corollary 5.1 give the following indications. By increasing the accuracies of solving the inner systems, the $\underset{\sim}{\text { app }}$ approximation error $\left\|M^{-1}-\tilde{A}^{-1}\right\|_{1}$ can be decreased to any degree, and the spectral properties of the preconditioned matrix $\tilde{A} M^{-1}$ can be improved to be finally comparable with those of $I$. Thus, the ODLR preconditioner $M^{-1}$ theoretically can give any required acceleration effect on iterative methods and can be said well-defined. As the coefficients $\sigma_{i}, \eta_{i}(i=1,2,3,4,5)$ of (17) and (18) increase with the damping factor $\alpha$, the inner systems should be solved more accurately for larger $\alpha$ to maintain the same degree of the acceleration effect. In (17), the first-order terms $\sigma_{1}\left\|E_{D}\right\|_{1}$ and $\sigma_{2}\left\|E_{C}\right\|_{1}$ contribute mostly to $\left\|M^{-1}-\tilde{A}^{-1}\right\|_{1}$, and $\sigma_{2}=\alpha \omega /(1-\alpha)^{2}$ is much larger and increases faster with $\alpha$ than $\sigma_{1}=(1+\alpha) /(1-\alpha)$. Thus the inner systems with $C$ should be solved more accurately than those with $D$, especially when $\alpha$ approaches 1 .

Note that $C=I+H D^{-1} F$ is usually much denser than $A$, thus it is important for the efficiency of the ODLR preconditioner $M^{-1}$ to make $C$ relatively small. If $C$ is sufficiently small such that the inner systems with $\bar{C}=I+H \tilde{D}^{-1} F$ can be solved very accurately or exactly by a small computational cost, then we can say $\tilde{C}^{-1}=\bar{C}^{-1}$. In this case, $M^{-1}$ writes as

$$
M^{-1}=\tilde{D}^{-1}-\tilde{D}^{-1} F\left(I+H \tilde{D}^{-1} F\right)^{-1} H \tilde{D}^{-1}
$$

Table 2
Characteristics of the Web adjacency matrices $G$ tested in our experiments. The symbol $n$ is the dimension of the matrix, and $n n z$ is the number of nonzero elements (listed in increasing matrix size).

| Name | $n$ | $n n z$ | $n n z / n^{2}$ |
| :--- | :--- | :--- | :--- |
| uk-2007-100000 | 100,000 | $3,050,615$ | $3.1 \mathrm{e}-4$ |
| web-Stanford | 281,903 | $2,312,497$ | $2.9 \mathrm{e}-5$ |
| cnr-2000 | 325,557 | $3,216,152$ | $3.0 \mathrm{e}-5$ |
| web-BerkStan | 685,230 | $7,600,595$ | $1.6 \mathrm{e}-5$ |
| in-2004 | $1,382,908$ | $16,917,053$ | $8.8 \mathrm{e}-6$ |
| indochina-2004 | $7,414,866$ | $194,109,311$ | $3.5 \mathrm{e}-6$ |
| wb-edu | $9,845,725$ | $57,156,537$ | $5.9 \mathrm{e}-7$ |
| uk-2002-13m | $13,000,000$ | $193,986,531$ | $1.1 \mathrm{e}-6$ |

and we obtain the expression $M=\left(M^{-1}\right)^{-1}=\tilde{D}+F H$. Accordingly, the eigenvalue problem $\tilde{A} M^{-1} u=\lambda u$ considered in Corollary 5.1 can be formulated as

$$
\left(\tilde{A} M^{-1}-I\right) u=(\tilde{A}-M) M^{-1} u=(D-\tilde{D}) M^{-1} u=(\lambda-1) u .
$$

Thus

$$
\begin{equation*}
|\lambda-1| \leq\left\|(D-\tilde{D}) M^{-1}\right\|_{1} \leq\|(D-\tilde{D})\|_{1}\left\|M^{-1}\right\|_{1} . \tag{19}
\end{equation*}
$$

When a general-purpose preconditioner (denoted by $M_{A}{ }^{-1}$ ) is applied to the PageRank system (2), the preconditioned system can be given by $A M_{A}^{-1} y=v$ with $x=M_{A}^{-1} y$. According to the derivation above, any eigenvalue $\lambda_{A M_{A}^{-1}}$ of $A M_{A}^{-1}$ satisfies

$$
\begin{equation*}
\left|\lambda_{A M_{A}^{-1}}-1\right| \leq\left\|\left(A-M_{A}\right)\right\|_{1}\left\|M_{A}^{-1}\right\|_{1} . \tag{20}
\end{equation*}
$$

For this preconditioner, such computation $\tilde{y}=M_{A}^{-1} u$ is implemented by (or regarded as) solving $A y=u$ to get an approximation $\tilde{y}$ of $y$. Comparing (19) and (20) indicate that: if the computational costs of $M^{-1} u$ and $M_{A}{ }^{-1} u$ are roughly the same, but the inner systems with $D$ required by computing $M^{-1} u$ are solved more accurately than the linear systems with $A$ required by computing $M_{A}^{-1} u$, then the ODLR preconditioner $M^{-1}$ is likely to be more efficient than the generalpurpose preconditioner. Recall that two inner systems with $D$ need to be solved for computing $M^{-1} u$ while only one linear system with $A$ needs to be solved for computing $M_{A}^{-1} u$. Therefore, the computational properties, e.g. sparsity and spectral properties, of $D$ should be much more favorable for solvers than those of $A$ to meet the assumption above.

According to (8), $D$ is more sparse than $\tilde{A}$, and the degree of its sparsity will be increased if the splitting (7) drops more off-diagonal nonzero elements of $\tilde{A}=I-\Pi Р \Pi^{T}$ into $B_{o f f}$. Denote this dropping operation by drop(), and then $D=I-\operatorname{drop}\left(\Pi Р \Pi^{T}\right)$. If operation drop ${ }_{1}$ drops more nonzero elements than another operation drop ${ }_{2}()$, then

$$
\left\|\operatorname{drop}_{1}\left(\Pi P \Pi^{T}\right)\right\|_{1} \leq\left\|\operatorname{drop}_{2}\left(\Pi P \Pi^{T}\right)\right\|_{1} \leq 1 .
$$

Note that $\rho(U) \leq\|U\|_{1}$ for any matrix $U$. Thus if more off-diagonal nonzero elements of $\tilde{A}$ are dropped into $B_{o f f}$, the smallest eigenvalue of $D$ whose modulus equals $1-\rho\left(\operatorname{drop}\left(\Pi P \Pi^{T}\right)\right)$ may get better separated from 0 . Besides, after such dropping process for $\tilde{A}$, the center of each Gershgorin disc [26] of $\tilde{A}$ keeps unchanged while the radius of some discs becomes smaller. Consequently, the eigenvalues of $D$ are likely to be more clustered than those of $A$, especially when the dropping process drops more nonzero elements.

In conclusion, to achieve a high efficiency of the ODLR preconditioner or to let it outperform general-purpose preconditioners, probably a large proportion of the off-diagonal nonzero elements of $\tilde{A}$ should be dropped into $B_{o f f}$. Meanwhile, $B_{o f f}$ should be compressed into a small number of rows in $H$, as this number equals the dimension of $C$. Thus, for the same purpose, a large compression ratio of the PageRank problem would be required. Besides, assigning a suitable value to the parameter $\theta$ for the partition method (Algorithm 1) is important. The reason is that: the size $m$ of $C$ is bounded above by the number of unmarked rows after the pre-marking step in Algorithm $1 ; n n z(D) / n n z(A)$ would be roughly equal to $\theta$ when $\theta$ is not close to 0 , as $D$ of ( 8 ) contains all the elements of the pre-marked rows but only a small fraction of the elements of the remaining rows. Finally, it is also important to choose suitable solvers for efficiently solving the inner systems with $D$ and those with $C$.

## 6. Numerical experiments

In this section, we report some numerical experiments that were carried out by a MATLAB R2015b implementation on a 64 -bit Ubuntu computer equipped with an Intel core i5-6500 processor and 16 GB RAM memory. The test Web adjacency matrices $G$ are extracted from the matrix repository of [27] and the Laboratory for Web Algorithmics [28-30]. Table 2 summarizes the characteristics of each G. For the PageRank linear system (2) corresponding to each G, we set the personalization vector $v=[1,1, \ldots, 1]^{T} / n$, and set the damping factor $\alpha=0.99$ that makes this system difficult to solve.

We first test the effect of the parameter $\theta$ on the performance of the matrix partition method (Algorithm 1). Then we discuss choices of solvers to solve the inner systems in the ODLR preconditioner. Finally, we present some comparison results between the ODLR preconditioner and several other methods for solving PageRank problems.

Table 3
Results of running the partition method. Pmark denotes the proportion of the rows in $G$ that are pre-marked, $T_{p}$ is the time cost (in seconds) of the partition method, and C.R. represents the compression ratio defined in (12).

| Problem \& $\theta$ | Pmark | $T_{p}$ | $C . R$. | $\frac{n n z(D)}{n n z(A)}$ | $\frac{m}{n}$ |
| :--- | :--- | ---: | :--- | :--- | :--- |
| uk-2007-100000 |  |  |  |  |  |
| 0 | 0 | 3.34 | $36.1 \%$ | $6.6 \%$ | $45.8 \%$ |
| 0.1 | $83.5 \%$ | 1.08 | $33.7 \%$ | $13.6 \%$ | $12.5 \%$ |
| 0.2 | $94.0 \%$ | 0.77 | $32.6 \%$ | $22.6 \%$ | $3.7 \%$ |
| 0.3 | $97.7 \%$ | 0.64 | $29.8 \%$ | $30.7 \%$ | $1.5 \%$ |
| 0.4 | $99.0 \%$ | 0.61 | $27.7 \%$ | $40.5 \%$ | $0.6 \%$ |
| cnr-2000 |  |  |  |  |  |
| 0 | 0 | 9.28 | $42.9 \%$ | $14.2 \%$ | $44.2 \%$ |
| 0.1 | $53.1 \%$ | 4.73 | $39.2 \%$ | $19.2 \%$ | $30.6 \%$ |
| 0.2 | $81.7 \%$ | 2.31 | $37.3 \%$ | $26.3 \%$ | $11.7 \%$ |
| 0.3 | $93.5 \%$ | 1.33 | $35.2 \%$ | $34.5 \%$ | $2.9 \%$ |
| 0.4 | $97.4 \%$ | 0.94 | $31.5 \%$ | $41.7 \%$ | $1.4 \%$ |
| web-BerkStan |  |  |  |  |  |
| 0 | 0 | 19.41 | $32.5 \%$ | $13.3 \%$ | $61.4 \%$ |
| 0.1 | $55.8 \%$ | 9.41 | $30.6 \%$ | $18.7 \%$ | $34.3 \%$ |
| 0.2 | $80.6 \%$ | 5.18 | $29.8 \%$ | $26.3 \%$ | $12.5 \%$ |
| 0.3 | $92.2 \%$ | 3.14 | $27.5 \%$ | $34.7 \%$ | $4.1 \%$ |
| 0.4 | $97.3 \%$ | 2.17 | $24.5 \%$ | $43.0 \%$ | $1.2 \%$ |
| in-2004 |  |  |  |  |  |
| 0 | 0 | 41.00 | $45.5 \%$ | $15.9 \%$ | $46.8 \%$ |
| 0.1 | $58.5 \%$ | 19.10 | $42.1 \%$ | $21.3 \%$ | $27.7 \%$ |
| 0.2 | $83.7 \%$ | 9.88 | $40.6 \%$ | $28.8 \%$ | $8.7 \%$ |
| 0.3 | $94.6 \%$ | 5.73 | $38.0 \%$ | $36.3 \%$ | $2.3 \%$ |
| 0.4 | $98.2 \%$ | 4.18 | $34.4 \%$ | $44.3 \%$ | $0.6 \%$ |

### 6.1. The effect of the parameter $\theta$ on the partition method

We test four PageRank problems constructed from the Web adjacency matrices: uk-2007-100000, cnr-2000, webBerkStan and in-2004. For each problem, we run the matrix partition method (Algorithm 1 ) with $\theta=0,0.1,0.2,0.3,0.4$. The results are reported in Table 3.

The following observations are drawn from Table 3. When $\theta=0$, no row of $G$ is pre-marked, thus the partition method deals with all the rows of $G$ and achieves a very large compression ratio (refer to the values of C.R.), but meanwhile it becomes time-consuming (See $T_{p}$ ). Besides, $\theta=0$ leads to the most sparse $D$ (refer to $n n z(D) / n n z(A)$ ) but also causes the largest capacitance matrix $C(m / n>44 \%)$. Thus $\theta=0$ is not an advisable choice for either controlling the time cost of the partition method or achieving a high efficiency of the ODLR preconditioner. When $\theta$ increases from 0 to 0.1 , more than $50 \%$ of the rows of $G$ are pre-marked. As a result, the time cost of the partition method and the dimension of $C$ decrease significantly while the compression ratio C.R. and the sparsity of $D$ decrease marginally. Such trend continues when $\theta$ increases from 0.1 to 0.2 , from 0.2 to 0.3 and from 0.3 to 0.4 . Besides, the results in Table 3 also verify the previous deduction that the dimension $m$ of $C$ is bounded from above by the amount of the unmarked rows after the pre-marking step, i.e. $m / n \leq 1-P m a r k$, and $n n z(D) / n n z(A)$ roughly equals $\theta$ when $\theta$ is not close to 0 . Based on these results, setting $0.2 \leq \theta \leq 0.3$ is reliable for the partition method to make the compression ratio close to the largest value that can be achieved, to let $D$ have a good level of sparsity and the dimension of $C$ be relatively small, by a moderate computational cost. We set $\theta=0.3$ in the following experiments.

### 6.2. Discussion of solvers to solve inner systems with $D$ and those with $C$

As previously demonstrated, the partition method with a suitable value of $\theta$ may well lead to a very sparse $D$ and a very small $C$, relative to $A$. For the ODLR preconditioner in this situation, we first focus on the choices of solvers for solving the inner systems with $D$, since $C=I+H D^{-1} F$ is very small and the construction of it depends on the selected solver for $D^{-1}$ or said for the inner systems with $D$. Unlike solving the PageRank system (2) with $A$, direct solvers are applicable for solving the inner systems with $D$, because $D$ is much more sparse than $A$ and these systems are usually not required to be solved very accurately. Iterative solvers are clearly another type of applicable choices. Recall that $D$ is a $M$-matrix and strictly diagonally dominant by columns, and its spectral properties would be more favorable for iterative methods, compared to $A$. Thus, Krylov subspace methods such as the Generalized Minimum Residual Method (GMRES) [31] may be a good choice for solving the inner systems with $D$ iteratively, as their convergence rates depend heavily on the spectral properties of linear systems. Meanwhile, Incomplete LU (ILU) factorization algorithms are generally robust and efficient for directly solving the linear systems with diagonally dominant $M$-matrices that are very sparse [32,33]. Thus, such algorithms

Table 4
ILUPACK (in short, ILU) and GMRES (20) (in short, GME) for solving $D y=b$ with $b=[1, \ldots, 1]^{T}$ until obtaining a solution $\tilde{y}$ that satisfies: $\|D \tilde{y}-b\|_{2} /\|b\|_{2} \leq$ $10^{-1}, 10^{-2}, 10^{-4}$. LU $L_{D}$ denotes the ILU factors of $D$, Iter is the number of iterations, $T_{f}$ and $T_{s}$ are the time costs (in seconds) required by the ILU factorization and the solving phase, respectively, and $T_{\text {total }}=T_{f}+T_{s}$ is the total time.

| $\\|D \tilde{y}-b\\|_{2} /\\|b\\|_{2}$ | $\frac{n n z\left(L U_{D}\right)}{n n z(A)}$ | Iter | $T_{f}$ | $T_{s}$ | $T_{s}$ | $T_{\text {total }}$ | $T_{\text {total }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| uk-2007-100000 | ILU | GME | ILU | ILU | GME | ILU | GME |
| $10^{-1}$ | 0.37 | 19 | 0.70 | 0.02 | 0.18 | 0.72 | 0.18 |
| $10^{-2}$ | 0.46 | 39 | 0.77 | 0.02 | 0.40 | 0.79 | 0.40 |
| $10^{-4}$ | 0.64 | 77 | 0.88 | 0.02 | 0.92 | 0.90 | 0.92 |
| cnr-2000 |  |  |  |  |  |  |  |
| $10^{-1}$ | 0.44 | 35 | 0.92 | 0.02 | 1.47 | 0.94 | 1.47 |
| $10^{-2}$ | 0.53 | 82 | 0.93 | 0.03 | 3.63 | 0.96 | 3.63 |
| $10^{-4}$ | 0.57 | 163 | 0.96 | 0.03 | 7.12 | 0.99 | 7.12 |
| wb-berk |  |  |  |  |  |  |  |
| $10^{-1}$ | 0.48 | 75 | 2.22 | 0.06 | 8.39 | 2.28 | 8.39 |
| $10^{-2}$ | 0.56 | 230 | 2.34 | 0.07 | 25.51 | 2.41 | 25.51 |
| $10^{-4}$ | 0.59 | 571 | 2.33 | 0.07 | 63.88 | 2.40 | 63.88 |
| in-2004 |  |  |  |  |  |  |  |
| $10^{-1}$ | 0.42 | 36 | 5.15 | 0.12 | 7.86 | 5.27 | 7.86 |
| $10^{-2}$ | 0.52 | 95 | 5.20 | 0.14 | 20.93 | 5.34 | 20.93 |
| $10^{-4}$ | 0.55 | 202 | 5.38 | 0.15 | 45.19 | 5.43 | 45.19 |

may be another good choice. We test both options in MATLAB, using the built-in implementation of GMRES (20), ${ }^{1}$ and the ILUPACK implementation proposed by Bollhöfer and Saad [34] for ILU factorizations.

We test the same set of Web adjacency matrices $G$ as the previous subsection. For the PageRank problem corresponding to each $G$, we implement the partition method and the off-diagonal low-rank factorization to get the matrix $D$. Then for each $D$, we solve the system $D y=b$ where $b=[1, \ldots, 1]^{T}$ until obtaining an approximate solution $\tilde{y}$ that satisfies: $\|D \tilde{y}-b\|_{2} /\|b\|_{2} \leq 10^{-1}, 10^{-2}, 10^{-4}$. The numerical results are reported in Table 4.

Seen from Table 4, for the first also the smallest problem, the total time cost ( $T_{\text {total }}$ ) of GMRES (20) is less than that of ILUPACK for reducing $\|D \tilde{y}-b\|_{2} /\|b\|_{2}$ to $10^{-1}$, but this advantage decays rapidly when higher accuracies $10^{-2}$ and $10^{-4}$ are required. For the last three problems, ILUPACK requires significantly less total time than GMRES (20) in each case, especially in the cases where higher accuracies of $\tilde{y}$ are required. Moreover, the solving time ( $T_{s}$ ) of ILUPACK is always much smaller than that of GMRES (20). Because a number of inner systems with $D$ will be solved during solving the preconditioned system, the smaller solving time of ILUPACK becomes a large advantage over GMRES (20) here. Besides, the values of $n n z\left(L U_{D}\right) / n n z(A)$ in Table 4 show that: solving the systems with $D$ causes just moderate memory costs even when highly accurate ILU factorizations are implemented. Overall, in these experiments, ILUPACK performs as a better choice than GMRES (20) for solving linear systems with matrices $D$.

The implemented ILU factorization of $D$ can be reused to compute the approximate capacitance matrix $\bar{C}=I+H \tilde{D}^{-1} F$. The comparison results of applying ILUPACK and GMRES (20) for solving linear systems with $\bar{C}$ are very similar as the previous results of solving systems with $D$. Thus we omit these results here. In conclusion, direct methods such as the ILU factorization algorithms may well be better choices than iterative methods such as GMRES for solving the inner systems. Hereafter, we use ILUPACK for solving the inner systems in the ODLR preconditioner.

### 6.3. ODLR preconditioner against some other methods for solving PageRank problems

We first compare the performances of the ODLR preconditioner, ILUPACK as a preconditioner, and the elimination strategy [21] combined with the ILUPACK preconditioner. The iterative solver is GMRES (20). Because ILUPACK is also applied to solve the inner systems in the ODLR preconditioner, comparing the ILUPACK and the ODLR preconditioners can intuitively demonstrate some behaviors of the ODLR preconditioner (as a preconditioning strategy). The elimination strategy also exploits properties of PageRank problems and inspires the development of the ODLR preconditioner, thus we add it into the comparison here. Note that because the elimination strategy implements operations of subtracting some rows from some other rows in $A$, the resulting matrix loses the property of 2.1. Thus an effective combination of this strategy and the ODLR preconditioner cannot be achieved by simple ways and needs further study.

The memory cost (denoted by mem) is recorded as

$$
\operatorname{mem}=\left\{\begin{array}{l}
\frac{n n z\left(L U_{D}\right)+n n z\left(L U_{C}\right)+n n z(H)+n n z(F)}{n n z(A)}  \tag{21}\\
\frac{n n z\left(L U_{A}\right)}{n n z(A)} \\
\frac{n n z\left(L U_{A_{E}}\right)}{n n z(A)}
\end{array}\right.
$$

for the ODLR preconditioner,
for the ILUPACK preconditioner,
for the elimination strategy,

[^2]Table 5
Numerical results of solving PageRank problems with $\alpha=0.99$. C.R. represents the compression ratio defined in (12), mem denotes the memory cost recorded as (21), Iter is the number of iterations, $T_{p}, T_{f}$ and $T_{s}$ are the time costs (in seconds) required by the partition method (or the elimination process), the ILU factorization process and the solving process respectively, $T_{\text {total }}$ is the total time cost, '\#' means convergence is not reached, and '-' means no corresponding index in the given run.

| Problem \& Method | C.R. | Mem | Iter | $T_{p}$ | $T_{f}$ | $T_{s}$ | $T_{\text {total }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| uk-2007-100000 |  |  |  |  |  |  |  |
| ODLR | 29.83\% | 1.02 | 7 | 0.63 | 1.73 | 0.22 | 2.58 |
| ILUPACK | - | 1.04 | 90 | - | 28.28 | 1.77 | 30.05 |
| Elimination | - | 0.20 | 47 | 0.32 | 6.53 | 0.73 | 7.58 |
| web-Stanford |  |  |  |  |  |  |  |
| ODLR | 14.04\% | 1.55 | 6 | 1.48 | 1.80 | 0.28 | 3.56 |
| ILUPACK | - | 1.56 | 10 | - | 6.33 | 0.42 | 6.75 |
| Elimination | - | 0.85 | 16 | 1.31 | 3.38 | 0.61 | 5.30 |
| cnr-2000 |  |  |  |  |  |  |  |
| ODLR | 35.20\% | 1.00 | 7 | 1.03 | 1.27 | 0.32 | 2.62 |
| ILUPACK | - | 1.04 | 66 | - | 7.12 | 2.26 | 9.38 |
| Elimination | - | 0.38 | 23 | 0.74 | 2.19 | 0.74 | 3.67 |
| web-BerkStan |  |  |  |  |  |  |  |
| ODLR | 27.50\% | 1.15 | 6 | 2.32 | 6.31 | 0.68 | 9.31 |
| ILUPACK | - | 1.13 | 74 | - | 48.09 | 6.29 | 54.38 |
| Elimination | - | 0.42 | 19 | 1.85 | 9.01 | 1.48 | 12.34 |
| in-2004 |  |  |  |  |  |  |  |
| ODLR | 38.00\% | 0.88 | 6 | 4.17 | 6.23 | 1.24 | 11.64 |
| ILUPACK | - | 0.89 | 148 | - | 29.75 | 22.96 | 52.71 |
| Elimination | - | 0.14 | 19 | 3.19 | 11.01 | 2.61 | 16.81 |
| indochina-2004 |  |  |  |  |  |  |  |
| ODLR | 48.10\% | 0.71 | 41 | 33.55 | 64.88 | 66.43 | 164.86 |
| ILUPACK | - | 0.71 | 162 | - | 695.57 | 217.87 | 913.43 |
| Elimination | - | 0.20 | 24 | 88.36 | 258.08 | 30.05 | 376.49 |
| wb-edu |  |  |  |  |  |  |  |
| ODLR | 18.20\% | 1.62 | 7 | 48.64 | 44.42 | 9.15 | 102.21 |
| ILUPACK | - | 1.58 | 38 | - | 90.72 | 39.99 | 130.71 |
| Elimination | - | 1.16 | 11 | 41.15 | 79.43 | 10.74 | 131.32 |
| uk-2002-13m |  |  |  |  |  |  |  |
| ODLR | 38.70\% | 0.85 | 15 | 41.48 | 76.64 | 51.19 | 169.31 |
| ILUPACK | - | 0.85 | 232 | - | 287.53 | 525.88 | 813.41 |
| Elimination | - | 0.34 | 9 | 116.27 | 160.39 | 62.90 | 339.56 |

where $L U_{D}, L U_{C}, L U_{A}$ and $L U_{A_{E}}$ are the ILU factors of $D, C, A$, and the coefficient matrix $A_{E}$ of the PageRank system eliminated by the strategy [21], respectively. We compare the ODLR and the ILUPACK preconditioners in the situation that their memory costs are roughly the same. Because the eliminated PageRank system is often much more sparse than the original system (2), the memory cost of the elimination strategy is often much smaller than those of the other two preconditioners, even if the eliminated system is preconditioned by very accurate ILU factorizations.

Then we also put into comparisons the Power method and some recently proposed methods: the algorithm proposed by [11] that combines the Arnoldi method and an extrapolation technique (hereafter, Ext-Arnoldi), the multi-step splitting iteration (hereafter, M-Iter) method from [12] and the preconditioned and extrapolation-accelerated GMRES (hereafter, PEGMRES) from [18].

Each iterative process is started from the initial guess $x_{0}=[0,0, \ldots, 0]^{T}$ and is stopped when either $\left\|A x_{i}-v\right\|_{2} /\|v\|_{2} \leq$ $10^{-8}$, where $x_{i}$ is the latest approximate solution, or the number of iterations reaches 5000 . The numerical results are presented in Tables 5 and 6.

Seen from Table 5, a large compression ratio (C.R.) is achieved by the ODLR preconditioner for most tested problems. Accordingly, the matrix $D$ would be much more sparse than $A$, and the matrix $C$ would be very small. As a result, when the ODLR and the ILUPACK preconditioners cause similar memory costs, the ILU factorizations of $D$ and $C$ in the ODLR preconditioner would be much more accurate than those of $A$ in the ILUPACK preconditioner. Therefore, compared with the ILUPACK preconditioner, the ODLR preconditioner would let the spectral properties of the preconditioned system more favorable for iterative methods, according to the analysis in Section 5.2. Thus, as Table 5 shows, the ODLR preconditioner converges in much fewer iterations (Iter) and less time ( $T_{s}$ ) than the ILUPACK preconditioner. Besides, the time cost ( $T_{f}$ ) required by the ILU factorizations in the ODLR preconditioner is also remarkably smaller than that in the ILUPACK preconditioner. As the time cost $\left(T_{p}\right)$ for the partition process is moderate, the ODLR preconditioner finally shows a much better overall performance ( $T_{\text {total }}$ ) than the ILUPACK preconditioner. The overall performance ( $T_{\text {total }}$ ) of the elimination strategy is better than that of the ILUPACK preconditioner, thanks to the high sparsity of the eliminated PageRank systems. However, this strategy is not competitive with the ODLR preconditioner in time costs $T_{f}, T_{s}$ and $T_{\text {total }}$. In Table 6, the comparison results of all the tested methods show that: the total time ( $T_{\text {total }}$ ) required by the ODLR preconditioner is generally

Table 6
Numerical results of solving PageRank problems with $\alpha=0.99$. MV denotes the number of matrix-vector multiplications that have been computed for achieving convergence, $T_{\text {total }}$ is the total time cost (in seconds)

| Method | MV | $T_{\text {total }}$ | MV | $T_{\text {total }}$ | MV | $T_{\text {total }}$ | MV | $T_{\text {total }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | uk-2007-100000 |  | web-Stanford |  | cnr-2000 |  | web-BerkStan |  |
| ODLR | - | 2.58 | - | 3.56 | - | 2.62 | - | 9.31 |
| Power | 1976 | 4.70 | 2150 | 7.74 | 2142 | 7.83 | 2116 | 19.93 |
| M-Iter | 1824 | 4.25 | 1879 | 5.91 | 1904 | 7.09 | 1886 | 17.05 |
| PEGMRES | 864 | 3.12 | 1078 | 4.74 | 941 | 4.94 | 1293 | 13.11 |
| Ext-Arnoldi | 650 | 2.03 | 1100 | 4.28 | 700 | 3.44 | 1300 | 13.00 |
| ILUPACK | - | 30.05 | - | 6.75 | - | 9.38 | - | 54.38 |
|  | in-2004 |  | indochina-2004 |  | wb-edu |  | uk-2002-13m |  |
| ODLR | - | 11.64 | - | 164.86 | - | 102.21 | - | 169.31 |
| Power | 2120 | 39.91 | 2070 | 380.67 | 1999 | 190.00 | 2096 | 466.03 |
| M-Iter | 1993 | 38.29 | 1903 | 355.73 | 1860 | 191.02 | 2047 | 469.40 |
| PEGMRES | 1089 | 24.79 | 1324 | 288.39 | 1523 | 162.81 | 1450 | 348.47 |
| Ext-Arnoldi | 840 | 17.21 | 1430 | 293.91 | 1560 | 150.59 | 1440 | 336.23 |
| ILUPACK | - | 52.71 | - | 913.43 | - | 130.71 | - | 813.41 |

much smaller than those required by other tested methods, when solving each of these difficult PageRank problems. We consider that the results in Tables 5 and 6 have demonstrated the potential of the ODLR preconditioner for accelerating the computations of difficult PageRank problems.

## 7. Conclusions

In this paper, we have defined a special set of rows (named core hub of rows) of the PageRank coefficient matrix $A$. We demonstrated that $A$ can be transferred into a block form $\tilde{A}$ by partitioning its rows into core hubs, and the rows of each off-diagonal block in $\tilde{A}$ are identical. Then we present a low-rank factorization for compressing the off-diagonal blocks that are relatively dense, and thus $\tilde{A}$ is formulated as $\tilde{A}=D+F H$. This formulation is beneficial for inverting $\tilde{A}$ if the low-rank factorization compresses a large proportion of the nonzero elements of $A$ such that $D$ is much more sparse and the ranks of $F$ and $H$ are much smaller, relative to $A$. Hence, we propose a matrix partition method to discover core hubs of rows of $A$ for supporting the low-rank factorization. Then a preconditioner based on the formulation $\tilde{A}=D+F H$ is proposed. Numerical experiments demonstrate that: the matrix partition method can generally discover quality core hubs of rows of $A$ efficiently such that a large compression ratio is achieved, and meanwhile $D$ is with high sparsity, and $F$ and $H$ have very small ranks; direct solvers such as ILU factorization methods are suitable choices for solving the inner systems in the proposed preconditioner; finally the proposed preconditioner generally shows better performance than some other preconditioners and methods for solving difficult PageRank problems.
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## Appendix A. The proof of Property 2.1

We first introduce the following lemma.
Lemma A. 1 (Property 2.1 in [21]). In P of (1), nonzero entries of each column are positive and have the same value.
Suppose the set of row indexes of the rows in $S$ is $N_{s}$. Let $R=\{1: n\}$, then the off-diagonal part of $S$ can be written as $A\left(N_{s}, R \backslash N_{s}\right)$. Because $A=I-\alpha P$, it is clear that $A\left(N_{s}, R \backslash N_{s}\right)$ is a sub-matrix of $\alpha P$.

For any two rows row and row of $A\left(N_{s}, R \backslash N_{s}\right)$, their zero-nonzero patterns must be the same, because $S$ is a core hub satisfying Definition 2.2. Therefore the nonzero elements of row $w_{1}$ are distributed at the same set of columns as the nonzero elements of row $w_{2}$. Meanwhile, based on Lemma A.1, any nonzero element of row $w_{1}$ and any nonzero element of row must have the same value if they are in the same column. Thus row $w_{1}=$ row $w_{2}$. That is, the rows in the off-diagonal part of $S$ are all identical.

## Appendix B. Motivations and effects of the amendments for the partition method

Amendment 1. Suppose a core hub $h u b_{i}(1 \leq i \leq n)$ has $n_{i}$ rows, and each row of its off-diagonal part has $d$ nonzero entries. If the off-diagonal block row corresponding to this hub is compressed by the low-rank factorization (10)-(11), actually this hub increases the compression ratio (12) by $\left(n_{i}-1\right) d / n n z(A)$ since the off-diagonal block row is compressed
into one single row. We denote the amount of the nonzero entries of each row $G(j,:)(1 \leq j \leq n)$ by rownnz(j). Because $d \leq \min _{G(j,:) \in h u b_{i}} n n z(G(j,:))$, rows with small rownnz values will contribute little to the compression ratio. Hence, after the initial setting (step 1), we mark the rows of $G$ and their hubs in a rownnz increasing order until the amount of nonzeros in the marked rows reaches $\theta n n z(G)$, where $0<\theta<1$. We call this step as pre-marking step. For example, if $\theta$ is set as $25 \%$, the partition method indeed only deals with the relatively dense rows that contain about $75 \%$ of the nonzero entries of $G$ and contribute most to the compression ratio. Because the pre-marked rows are more sparse than the remaining rows, a large proportion of rows can be pre-marked and be skipped during the remaining process of the partition method, even with a tiny $\theta$. Therefore, applying this pre-making step would reduce the time cost of the partition method, without decreasing much the compression ratio. Meanwhile, the size $m$ of $F$ and $H$ will be bounded from above by the amount of the unmarked rows after this pre-marking step. Suppose $s$ rows of $G$ are pre-marked. The corresponding rows of $A$ can be permuted to the top and be regarded as the prior $s$ block rows of $\tilde{A}$ that should be contained in $D(8)$ and not be compressed.

Amendment 2. In the Web link graph, few pages can contain more than 50 hyperlinks. Thus few columns of $G$ can get more than 50 nonzero elements. As a result, each core hub of rows of $G$ is unlikely to contain more than 50 rows. Moreover, after the pre-marking step, only the unmarked rows, which are relatively dense, will be traversed by the inner traversals to enlarge hubs. Thus, indeed, each set of rows that can be classified into a core hub is listed closer with each other in the inner traversals. Based on these factors, we only traverse at most $\omega=100$ unmarked rows in each inner traversal. This amendment makes the length of each inner traversal be smaller than 100 , and thus will decrease the time cost of the partition method. Moreover it will not worsen much the quality of the core hubs that will be discovered.

Amendment 3. When we judge whether an unmarked row $G(j,:)(1 \leq j \leq n)$ could be added to a hub $h u b_{i}(1 \leq i \leq n)$, we have to check whether the rows in the off-diagonal part of $h u b_{i} \cup G(j,:)$ have the same zero-nonzero patterns. This check can be done by an element-wise comparison for the rows of $h u b_{i} \cup G(j,:)$, however, which is costly. Hence we employ a strategy to deal with this problem. Let $R=1: n$ and denote the set of the row indexes of $h u b_{i}(1 \leq i \leq n)$ by $N_{i}$. For each inner traversal related with $h u b_{i}(1 \leq i \leq n)$, we compute a value $k e y(j)$ for each visited unmarked row $G(j,:)(i+1<j<\min (n, i+\omega))$ by

$$
\begin{equation*}
\operatorname{key}(j)=\sum_{G(j, k)=1} k-\sum_{G(i, k)=1} k \text { with } k \in\left\{R \backslash\left\{N_{i} \cup j\right\}\right\} . \tag{22}
\end{equation*}
$$

If $k e y(j) \neq 0$, then $G(j,:)$ should not be added to $h u b_{i}$. Otherwise, we implement an element-wise comparison for the nonzero patterns of the rows of $h u b_{i} \cup G(j,:)$ to judge whether it is a core hub. This amendment generally can decrease the times of implementing element-wise comparison of the nonzero patterns of different rows without affecting the information of the core hubs that will be discovered.
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