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Jannis Kreienkamp, Maximilian Agostini, Marvin Kunz, Malte
Ingo Meyerhuber, and Carlos A. de Matos Fernandes

Normative Influences in Science and Their
Impact on (Objective) Empirical Research’

Abstract: Empirical research has the ultimate goal to inform us about the “objec-
tively true” state of the world. This ambition especially holds for the natural sci-
ences, but also extends to the social sciences. In the context of recent develop-
ments and theoretical discussions, the authors aim to contribute to the
discussion of objectivity in empirical research from a junior researcher’s perspec-
tive, debating the influence of normative assumptions on empirical research.
They analyse normative influences within the six conceptual steps of the empir-
ical research process: (1) idea generation, (2) research funding, (3) research plan-
ning, (4) data collection, (5) data analysis, and (6) scientific output. The authors
end with a summary of current directions that may help move to a more reflec-
tive, nuanced, and transparent scientific process.

1 Introduction — A Reflexivity Perspective

This chapter on normative influences in empirical research was a result of nor-
mative influences on us. All five authors enjoyed an education in the social sci-
ences, varying in degree between psychology and sociology. This means that the
examples we will draw upon are examples closely related to these disciplines.

As junior researchers, we are both in the most and least favourable position
to write about normative influences; the least favourable because our limited re-
search experience provides us only bounded insight into the normative research
culture; and the most favourable because our limited experience leaves us most-
ly untouched by many of the normative influences of the research culture. We do
not offer a complete picture, nor do we pretend to comprehensively understand
the snapshot we are presenting. Yet, we attempt to present a new angle, showing
how the bigger picture of gaining scientific insights is perceived by a new gen-
eration that will continue the venerable tradition of empirical research.

During our university education we were the recipients of lines of thoughts
that were influenced by a field in uproar: social science research did not repli-

1 We stipulate that writing this chapter was a collective enterprise and all authors contributed
equally to it.

https://doi.org/10.1515/9783110613797-007
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cate (Open Science Collaboration 2015), prominent researchers were convicted of
fraud (Carey 2011), and the underlying statistical framework of “standard infer-
ence” was being challenged (Simmons, Nelson, and Simonsohn 2011). As a re-
sult, our education was heavily influenced by a changing field, focussed on
teaching us how to avoid the mistakes of the past.

In 2011, Diederik Stapel was accused and later convicted of scientific mis-
conduct for fabricating data (see, e.g., Bhattacharjee 2013). This case stirred
up the scientific community, especially at the universities where Stapel was pre-
viously employed as a researcher. One of these universities was the University of
Groningen, where we were educated to become (empirical) researchers. The real-
isation of the susceptibility of the scientific community to misconduct influenced
academic staff and the teaching methods at our university. In this climate of
raised awareness, it was communicated that we, as a new generation of social
scientists, are required to understand and safeguard against the exploitation
and misuse of empirical research. This facet of our scientific education has influ-
enced our thinking and is central to our discussion of normative influences in,
and on, empirical research.

2 Background

According to Richard Dawkins (as quoted by Singh 2004, p. 497), science is the
“disinterested search for the objective truth about the material world”, offering
us insights into the truth of the world we live in and the entities we are. The
method of choice for this “disinterested search” — in many fields — is empirical
research,? generally due to its methodological rigour and adherence to certain
standards of scientific conduct. The way for the march of empirical research
has only been paved in the 18th-century Enlightenment, when philosophers,
like John Locke and David Hume, formed theories that aimed to pave a road to-
wards a world knowable through empiricism. While this view has become some-
what diluted in recent years, many still assume scientific findings to approach
objectivity. Such research has not always been in the hands of empirical ap-
proaches and may be less justified than is often assumed. Consider, e.g., the
work of Kant (1964), who tried to find a priori insights to the way our reasoning
and our perception of the world function; relying on his pure thinking rather
than on methodical empirical observations. Thus, while gaining more influence

2 With “empirical research” we, here, mean the positivistic research tradition that relies on the
analysis of (directly and indirectly) observable data.
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in scientific inquiries, in this chapter we argue that empirical research cannot
stand autonomously for itself; rather it is interwoven with and must acknowl-
edge the political, cultural, and subjective context (i.e., normative influences),
especially when interpreting the social world.

Normative influences in, and on, empirical research are a topical debate
(see, e. g., the checklist discussed by Munafo and Smith 2018), due to their essen-
tiality for researchers, for those who rely on the empirical findings, and for those
who are studied. Two key aspects can be identified in the debate:

— Ought: Should there be normative influences in, and on, empirical research?
— Is: What normative influences exist within empirical research?

In general, the social sciences have been especially ambivalent regarding the
first question, exemplifying both sides of the debate. E.g., parts of psychology
have striven to move towards an objective, norm-free science. Ambitions in phi-
losophy (Vienna Circle), theory (behaviourism), and methodology (randomised
controlled experiments) worked towards general laws and a nomothetic natural
science, aiming to make science free from the influence of politics, culture,
and the subjective individual that uncovers positivistic truths (Popper 1973, Por-
ter 1995). However, several voices have claimed that value-free science may be
impossible (Gergen 1973); e. g., anthropological theories, as well as qualitative re-
search methods have explicitly built upon the subjectivity of study objects and
researchers. Whilst the first question (ought) is important, it may be less relevant
to the practitioners and users in the field, as most of them are likely to adopt a
more pragmatic and instrumentalist position.

In contrast to the first question, the second question of what kind of norma-
tive influences exist is thus of greater importance to both researchers and practi-
tioners. Accurate scientific knowledge is relevant to the generating field, as well
as individuals who experience direct or indirect consequences from it. As an ex-
ample, the field of empirically informed ethics attempts to improve ethical the-
ories by incorporating empirical results into the theory building process. These
theories may then find implementation in medical or elderly care facilities,
such as when a new finding is implemented to — potentially — improve elderly
care. However, which empirical results are trustworthy? And which should be im-
plemented? While empirical results can assist in advancing knowledge, it is pre-
carious to rely on each piece of empirical data as if it represented the truth (cf.
meta-analysis which accounts for multiple pieces of empirical data; see, e.g.,
Postmes and Spears 1998, Zimbardo 1969). This holds especially for scientific de-
bates in which both sides provide empirical evidence for opposing claims.

The aim of this chapter is to inform philosophers, but also empiricists, about
the implications of normative influences on empirical scientific processes. Our
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goal is not to discourage using empirical results altogether, but to place them
into perspective and inspect them within their specific context.

3 The Six Conceptual Stages of Research

In general, we will investigate six interwoven stages, which we deem prominent
in conducting empirical research and that appear relevant for scholars in gener-
al. Specifically, we will discuss: (1) idea generation, (2) research funding, (3) re-
search planning, (4) data collection, (5) data analysis, and (6) scientific output.
In the following sections, we will explore how normative assumptions can influ-
ence seemingly objective empirical research (for a graphical illustration see:
https://www.doi.org/10.17605/0SF.I0/GYDBS).

3.1 Idea Generation

The first step in the research process is to decide on a phenomenon of systematic
analysis. In this step, normative influences are often very direct and overt. One
direct normative influence on research idea generation is, e.g., the political di-
versity (or lack thereof) within a scientific field. Most fields have a certain implic-
it outlook on society and recreate their political perspective through the people
they attract (and keep within the field). E. g., when social psychologists recently
investigated their field’s political diversity, they realised that their field predom-
inantly consisted of liberal voices, which may hinder the advancement of certain
social psychology research domains (Crawford et al. 2015, Duarte et al. 2015).
Liberal values may be ingrained into research questions and methods and
may result in an one-sided approach to (politically) controversial topics. More-
over, the authors claim that conservative voices trying to get into the field expe-
rience a hostile climate and — sometimes — outright discrimination. Similarly,
philosophy seems to be having issues with getting (and keeping) minorities
and women in the field (Lombrozo 2013). The often-implicit political attitude
and self-selection can, therefore, be problematic for the general validity of re-
search, as it may strongly influence the kinds of questions scientists (dare to)
ask and the results they find.

Apart from direct influences, such as liberal biases, more indirect influences
are observable as well. E.g., a tendency in the social sciences is to avoid broad
theorising to explain the observed phenomena (Kruglanski 2001); with the devel-
opment of comprehensive theoretical frameworks being undervalued. The cur-
rent trend away from broader theories has been referred to as the Post-Normal
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Science of Precaution (Ravetz 2004).> Some argue that this shift leads towards cir-
cular research, a scattered field, and has increased the distance to the societal
dialogue (Kruglanski 2001, Sarewitz 2016). The fear of theorising is especially ap-
parent on a smaller scale: the model scale. As an example from the psycholog-
ical discipline, developmental psychologists may focus on the development of
the self, neuropsychologists focus on the neurological processes of the self,
and social psychologists on the interplay of situational cues and changes of
the self. An integrative underpinning of what the self actually consists of, how-
ever, is missing. Instead, every domain tends to undertake (mainly) its own the-
orising; van Zomeren (2016, p. 13) summarises this by arguing that

without theoretically integrative efforts, science is blind; and a blind science is nothing
more than a very large storage container of empirical trivia. It is and does what a very
large storage container is and does: it is very large, and it contains and stores things.
And within, it is divided into so many sections and subsections that one may spend a life-
time counting or easily lose count.

Notably, this was already highlighted by McGuire (1973), when he argued that
only using societally relevant problems, such as a sequential cause-effect
model without underlying theory, disregards the complex nature of human be-
haviour. The apparent lower model scale would, therefore, benefit from broad in-
terdisciplinary theorising that is able to span the different subdomains, achiev-
ing successful integration. In turn, an additional effort integrating the Post-
Normal Science of Precaution might also help showcase and address the norma-
tive inconsistencies of small scale models, methods, and sub-disciplines.

3.2 Funding

While pursuing a promising research idea, researchers discover they are depend-
ent on grants from public, commercial, or private funding sources to realise their
research. The funding of a promising research idea has become an increasing
concern for both experienced and aspiring researchers. In 2006, biochemist
Roger Kornberg received the Nobel Prize for his research on the copy process
of information in DNA. Following this award, he declared before the United
States Senate that the current funding practices hinder important research proj-
ects and discourage scientists (Edwards and Roy 2017). Kornberg stated that his

3 Note that Ravetz sees this shift as positive, opening doors for new interdisciplinary collabo-
rations.
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fundamental research would have been impossible if he was raised a decade
later, within the current funding environment. The following paragraphs will il-
lustrate several normative influences on the funding process.

The allocation of funds is usually based on the quality of scientific proposals
through peer review. This system may, however, be an ineffective method of fi-
nancial redistribution. Some scientists claim that due to restrictions in review
panels’ size and available time, most panels are unable to accurately rank the
quality of research proposals (Fang, Bowen, and Casadevall 2016). Additionally,
85 percent of reviewers in the field of medicine report an absence of training in
reviewing grant proposals. For allocating funds in empirical research, a typical
study selection is commonly limited to two or three reviewers reading a study
proposal in-depth, a number too low to provide an acceptable level of accuracy
(Kaplan, Lacetera, and Kaplan 2008). Funding and review panels thus often ap-
pear to lack the effective structure to adequately judge the quality of research
proposals — introducing their personal normative agendas as a heuristic to de-
cide between the large numbers of studies.

The problems with funding extend beyond individual and collective norma-
tive influences of review panels. Edwards and Roy (2017) criticise academia’s
contemporary incentive and reward structure for fostering unhealthy competi-
tion and unethical behaviour. They argue that a focus on quantitative perfor-
mance metrics (such as the h-index) results in these indices being a target rather
than a measure. According to Goodhart’s Law (see, e.g., Elton 2004), a measure
that becomes a target is no longer an adequate measure. For researchers, many
factors such as hiring, promotion, funding, and awards depend on quantitative
measures, which is why researchers are pressured to emphasise quantity of pub-
lications over quality. One consequence of this increasing pressure may be the
temptation of questionable research practices (QRPs). The usage of QRPs gives
researchers a competitive advantage over their colleagues, wherewith they
more often publish successfully, and attract new funding. This results in a feed-
back loop, further promoting the application of QRPs and promising researchers
utilising these practices an advantage. Moreover, according to Edwards and Roy,
incentive structures in academia often lead researchers and other stakeholders to
neglect the existence of QRPs. As long as the funding and incentive structure
promotes and rewards the usage of QRPs, engaging in these practices will im-
prove a researcher’s chance to receive funding.

Cushman and colleagues (2015) illustrate further problematic funding struc-
tures. In their analysis, they reveal that although proposal quality, proposer dem-
ographics, requested amount of funding, and number of submitted proposals per
researcher remained unaltered, the likelihood of receiving funding has substan-
tially decreased for the last decades (see also Alberts et al. 2014). This is consis-
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tent with the observation that funding budgets remained stagnant or decreased,
while the number of researchers has rapidly grown (Kimble et al. 2015). Accord-
ing to Cushman and colleagues, the likelihood of acquiring funding per applica-
tion might decrease to or below six percent if the current trend continues. The six
percent threshold illustrates a tipping point at which the time required to write
proposals will take more working hours than the grant’s financial payoff will
allow a researcher to continue working. This scenario turns the process of apply-
ing for scientific funding into an endeavour that leaves scientists wondering
whether they can afford to pursue their own interests and forces them to satisfy
the expectations of external funding agencies. This could result in researchers
serving the interest of private corporations for the sake of future funding (and
thus financial stability; see, e.g., Sismondo 2008), or a focus on irrelevant in
vogue topics. It should be noted that proponents of the currently existing fund-
ing structure state that the competition between researchers will subsequently
provide better results and better research, similar to competition on the free mar-
ket. A comparison between countries, funding structures, and scientific output
has, however, not found any compelling evidence for this claim (Auranen and
Nieminen 2010).

3.3 Research Planning

After receiving funding for one’s research, implementing the research idea re-
quires a detailed plan (while receiving funding also often requires a specific re-
search plan, this section is related to all aspects of research that need planning,
above and beyond just arriving at a plan that allows applying for funding). Nor-
mative assumptions also influence this process of planning and conceptualising
empirical studies, sometimes leading to systematic influences in scientific re-
sults. Planning is, e.g., influenced by paradigmatic norms, habits, types of re-
search, and the choice of research participants.

In particular, research planning is often a series of (conscious) decisions by
researchers; these decisions, however, never occur in a normative vacuum. E. g.,
previous research is highly influential in research planning. If previous work,
however, was limited to certain aspects, it may lead a researcher to neglect
some relevant lines of enquiry for several reasons: First, analysing data with
new (un-paradigmatic) questions is inherently precarious, which is why scien-
tists may over-focus on a limited aspect of their research paradigm (Kuhn
1962). Second, due to the difficulty of publishing non-significant quantitative re-
search findings (file drawer problem; Rosenthal 1979), scientists may be unaware
of certain relations and may thus not investigate them. Third, a strong focus on
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linear cause-and-effect relations in social science research may lead to the ne-
glect of many of the complexities within a studied system (McGuire 1973), further
restricting the type of research project that is deemed to be of value. Lastly, many
concepts can be defined very differently. These definitions are, however, at the
core of the research process and not only influence a study’s outcomes but
also create a normative frame of key concepts. E.g., “the difference between a
terrorist and a freedom fighter is a matter of perspective: It all depends on the
observer and the verdict of history” (Linkola 2009, p. 160). If one were to
study terrorists’ attitudes, it is hard to imagine that stating, “You as a terrorist ...”
and “You as a freedom fighter ...” led to the same responses.

Moreover, the subjects included in a study may also have an impact on out-
comes. Research in the social sciences is often not as representative and general-
isable as might be expected. E.g., between 2003 and 2007, 96 percent of partic-
ipants in six psychology journals came from industrialised Western countries,
which, however, only comprises 12 percent of the global population (Henrich,
Heine, and Norenzayan 2010). Hence, study samples in the social sciences are
often WEIRD (Western, Educated, Industrialized, Rich, and Democratic). Further-
more, the majority of these participants are undergraduate psychology students
(Arnett 2008, Gallander Wintre, North, and Sugar 2001, Peterson 2001). While it
is convenient to sample students from one’s own university, it is also question-
able whether claims regarding individuals can be abstracted from such a specific
group. In some cases, e. g., when the underlying theory assumes a mechanism to
be fundamental to all human beings, generalisation may be possible (Stroebe,
Gadenne, and Nijstad 2018); however, in others not (Anderson and Stamoulis
2007, Gendron et al. 2014). As most psychological theories were constructed uti-
lising such samples, the question of cross-cultural validity (or even within cul-
ture generalisability) often remains unanswered. Moreover, the theories and the-
orists themselves are often also WEIRD when theories and theorising rely on a
very limited set of assumptions (for an exception, see Guo et al. 2013, van Zome-
ren 2016). In summary, research planning — and thus also the results — of empir-
ical research are seldom as objective and “straightforward” as they seem to be.
Once a researcher has planned a study, one has to collect data, a process which
once more can be subject to normative influences.

3.4 Data Collection

Many claim that empirical data collection in the social sciences has moved the
field away from subjective influences towards a more objective representation
of reality or at least of the data. Randomised controlled trials (RCTs) have long
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been the prime example of this apparent cut with individual, political, or cultur-
al influences in empirical sciences. They have often been called the gold stan-
dard of research in social sciences that allow for experimental manipulation
(for a review, see Cartwright 2007, Meldrum 2000). The reason why RCTs are con-
sidered as such, was the introduction of several key components to safeguard
against a range of biases: Randomisation, (placebo-)control, and masking are
three key elements to the RCT method, each of which is a solution to a form
of systematic bias researchers faced in the past (Kaptchuk 2001).

The element of a control group was introduced as evidence for the effective-
ness of an intervention (Dehue 2005). A control group is the benchmark to which
the treatment group is compared. If one can show that the intervention was the
only thing that differed between two groups, this might be considered strong evi-
dence for the intervention. To ensure that the two groups are as similar as pos-
sible and only differ by the factor of intervention the second element, random-
isation, was introduced. By randomly assigning participants to either the
treatment or the control group, one can assume that, given a reasonable sample
size and random sampling, chance will allocate individual differences roughly
equally, minimising the mean differences between the groups (for a historical re-
view, see Dehue 1997, Hacking 1988). In short, this method would unfetter the
design from conscious or unconscious allocation-decisions of the experimenter
(Kaptchuk 2001). Lastly, masking describes the idea that neither the participants
nor the researchers are aware of the participant’s experimental group affiliation.
This element controls for deliberate influences by the experimenter as well as for
several well-known unconscious psychological effects. An example would be the
experimenter’s bias, the idea that the researcher’s expectations unconsciously
change his or her behaviour towards the study object. While RCTs produce useful
results and develop the sciences in which they are applied, the question remains
whether they can stick up to the reputation of eliminating normative influences.

RCTs, although (seemingly) promising as an extensive effort to move towards
a more objective methodology, also introduce their own problems. Many have
pointed out that even the simplest RCT experiment is never free of (normatively
influenced) choices made by the scientists in the research process. Many of these
decisions relate to the previous stages of research where someone had to define,
operationalise, and measure a concept. Zwaan (2013), in his blog post “50 Ques-
tions About Messy Rooms”, argues that in many cases already setting up control
and experimental conditions is not as clear and objective as it is often claimed,
and highlights that many aspects of study setups are subjective and influenced
by personal (normative) biases and expectations.

Another type of scientific standard, at least in many social sciences, seems
to be a preference to favour quantitative over qualitative data — something which
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also holds for the way that RCT experiments are typically set up. Quantitative re-
search methods that rely on numerical results and statistics seem to be valued
more than qualitative research methods that rely on more personal investiga-
tions of words, pictures, and objects. Such a development is especially apparent
when considering the methodological courses offered at research-oriented uni-
versities and when considering what kind of research is published in the highest
ranking and most cited journals. Both university education and top-tier journals
focus largely on quantitative research methods and lack the inclusion of quali-
tative research (see, e.g., Shuval et al. 2011). Again, the argument many educa-
tors and philosophers of science offer is that quantitative results are clear, solid,
and most importantly less affected by normative influences (yet, see also Tetlock
1994). Alan Bryman (1984) famously observed that the debate between quantita-
tive and qualitative researchers is less methodological and more metaphysical,
asking the important question of epistemological positions. Bryman writes
that qualitative methods are often seen as phenomenological and constructivist
by proponents of quantitative research, while quantitative research methods are
described as positivistic from the perspective of researchers utilising qualitative
research methods. Consequently, a social science that tries to lose its relativistic
connotation, looking for hard facts, came to systematically favour a quantitative
approach in order to show its positivistic effort to uncover the reality as it is with-
out any normative connotation. In sum, the philosophers of science and research
practitioners in the social sciences have gone to great lengths to build an argu-
ment for a purely empirical and somewhat “objective” and “quantitative” re-
search process. Therefore, this process is in itself an important systemic influ-
ence on data collection that implicitly and explicitly restricts researchers to a
limited valued frame of operation.

The problems with qualitative research that these researchers point out hold,
however, also for quantitative research: In the case of developmental research,
according to Peterson (2016), researchers cannot rely on strictly following stan-
dard procedures, as babies and children can easily violate standard protocols
(e.g., throwing temper tantrums, being too tired, or being too excited). Excluding
every infant that breaks protocol may result in the need for very large initial sam-
ples, only to reach a very small (and highly specific, thus even more biased) final
sample — something that often is logistically impractical or impossible. Peterson
claims that in order to gain meaningful insights (and statistical significance),
certain factors are required: Flexibility with protocols, early analyses of the
data, consideration of failure as a way to detect boundary conditions, and the
analysis of unexpected statistically significant results. For many researchers,
these factors may raise (or even constitute) red flags for “bad” research. Howev-
er, most people would also agree that such developmental research has yielded
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some beneficial insights into the development of humans. Therefore, the process
of collecting data may be (severely) influenced by a field’s ideals and standards,
and while questioning each one of these should be done in moderation, reflect-
ing on them may nonetheless be beneficial.

3.5 Data Analysis

The next research stage of interest, logically following after data collection, is the
analysis of the gathered data. One may assume that at least this process should
be free from normative influences, as statistical methods are mathematical equa-
tions and therefore “objective” in their nature. However, also in the process of
data analysis, normative influences and personal judgements play a large role.
For instance, Kahneman (2011), in his popular-scientific book Thinking, Fast
and Slow, exemplifies that scholars are taken in by human biases as well —
also influencing how they use statistics to answer specific questions. In his re-
search on heuristics and biases, he argues that lay people, as well as experts
in statistics (e.g., statistics professors), maintained biases or heuristics that
lead to incorrect statistical inferences. Kahneman implicitly makes an argument
that scholars, in general, can (and should) improve their “how-to” knowledge on
data analysis. It appears that certain normative influences on data analysis are
influenced by either a lack of statistical knowledge or a rather unintentional re-
liance on internalised heuristics and biases (and thus also one’s “go-to” methods
of analysis). We will address two aspects in more detail: Normative influences in
(1) finding statistical results, and in (2) describing statistical results.

Firstly, the process of data analysis can be influenced by statistical interpre-
tation of the findings. A normative challenge arises when scholars interpret the
statistical output of the data, for instance, to distinguish between the magnitude
of the statistical certainty (probability value or p-value) and the practical impact
of the finding (Cohen 1992, Kirk 1996). Plainly, it appears that during data anal-
ysis a certain grey-zone of statistical interpretation arises wherein scholars have
to navigate. E.g., a non-significant statistic can be observed (i.e., a high p-
value), even when the effect size (i.e., the comparative practical size of the effect;
see Cohen 1992) can be substantial. Furthermore, small non-significant effect
sizes (e.g., due to small samples) can be meaningful — and in practice even
save lives. Or, the other way around, an effect can be statistically significant
but irrelevant in reality. The leeway of scholars occurs within the bounds of prac-
tical or statistical relevance and tends to favour statistical over practical signifi-
cance (e.g., Roberts 2015). Furthermore, one can remove unfortunate outliers,
transform the data, or interpret statistical assumptions loosely to “improve”
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the likelihood of finding statistically significant results — all without having vio-
lated formal guidelines. The aforementioned points relate to the issue raised by
Roberts (2015), who discusses the importance of a statistically significant result,
and why scholars tend to pursue a statistically significant result. The success of
researchers seems to depend on a p-value below 0.05. With non-significant re-
search findings (p > 0.05) scientific journals are less likely to give coverage to
one’s results, even if they are highly relevant in practice. All in all, there is a
seemingly normative pressure on researchers to pursue findings in their studies
with “good” (i.e., significant) statistical results (see Cohen 1992, Kirk 1996).

Secondly, another strand of normative influences on data analysis considers
the notion of “hypothesising after the results are known” (i.e., HARKing; see
Kerr 1998, p. 196). One speaks of HARKing when a researcher hypothesises
based on data (i.e., post hoc), but presents the findings as if they were predicted
before the data was collected (Edwards and Roy 2017). This is problematic, be-
cause Type I errors (finding an effect that does not exist) may be translated
into theory and the process of scientific research may be misrepresented
(Rubin 2017). The scope of HARKing has been investigated in several qualitative
and quantitative studies. For instance, qualitative investigations of social scien-
tists report severe transgressions of scientific dishonesty, such as questionable
lab protocols and scheduled HARKing meetings (Peterson 2016). Quantitative
studies, looking at a broader group of scientists, indicate similar results (John,
Loewenstein, and Prelec 2012). Explicitly, 74 percent of researchers stated to
not always report all the measures they used, and 71 percent continued data col-
lection until statistical significance was reached (John, Loewenstein, and Prelec
2012). Thus, what is considered as a good statistical result can influence the a
priori described aim of the empirical study. This shifts the supposed right way
of deductive research towards a more inductive way of hypothesising because
the interpretation of statistics by researchers can be value-laden.

HARKing has often been described as a practice of malicious intent — re-
searchers using their data to cheat. Issues of at least equal importance are the
data analysis decisions that are made unintentionally or theory-guided but are
still data contingent and neglect the implications of potential analyses testing
the same question. A recent article by Gelman and Loken (2013) argues that
the same issue that underlies HARKing — namely doing analyses until one
finds a statistically significant result — can still be problematic even if one

4 A p-value below 0.05 suggests that if we drew infinitely random samples from the population,
95 percent of the samples would reject the null hypothesis (frequentist understanding), or as a
theoretical statement, the finding has a probability of 0.95 of correctly rejecting the null hypoth-
esis (Kass 2011).
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only does a single analysis. Especially when the analysis depends heavily on the
data structure, even a single analysis is problematic because there are many pos-
sible analyses that could have been done with the same data and still answer the
same research question.’ This includes two main aspects. (1) One influence is the
arbitrary decision of how a hypothesis is tested. Gelman and Loken offer a series
of examples to illustrate this point. One compelling example especially high-
lights this “garden of forking paths” (Gelman and Loken 2013, p. 1) — the asser-
tion that a specific analysis testing a research hypothesis could be contrary to a
series of other analyses testing the same hypothesis. Especially broad or vague
hypotheses, such as “political orientation has an influence on voting turnout”.
There are multiple ways in which we could test such a hypothesis — all of
which would be based on theoretical grounds. If we were to find a political ori-
entation effect among men (because, e.g., men are more ideological) we would
see the hypothesis confirmed. If we were to find an effect only in state elections
but not in county elections (because ideological issues often arise on a state
level), we would also see our hypothesis confirmed. Choosing any specific anal-
ysis is in parts an often-unacknowledged arbitrary choice. (2) A second form of
unintentional influence on the analysis performed is the arbitrary decision made
during the analysis process (Steegen et al. 2016). E.g., a researcher might decide
to define a person as poor if they earn less than 60 percent of the median in-
come. This can be a reasonable definition and analysis choice, yet, defining
someone as poor if they cannot afford basic necessities might be just as valid
of a definition of poverty. Deciding between the two options often does not solely
depend on theory (both decision rules have theoretical and empirical backing)
but it is an arbitrary decision by the researcher that might have led to different
results if they had chosen a different method.

Consequently, normative influences (e.g., subjective expectations and bias-
es) remain prevalent in finding and describing statistical results in the process of
data analysis (see, e.g., Gelman and Loken 2013). The topic of statistical analysis
relates closely to the subsequent section of scientific output in general.

5 A recent study exemplifies this point. Scholars received the same dataset and the same ques-
tion: “[are] soccer players with dark skin tone [...] more likely than those with light skin tone to
receive red cards from referees” (Silberzahn et al. 2018, p. 338). They found that analytic choices
within each scientific field resulted in different outcomes.
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3.6 Output

Every process of scientific inquiry aims to be shared in one way or another with
the scientific community or the society at large. Scientific communication ranges
from journal publications to conference proceedings, or output aimed at the gen-
eral public. Scientific communication, or scientific output as we shall label it, is
a necessary part of every scientific process. The creation of scientific output over-
arches many of the processes we have discussed thus far.

Such output may be influenced by the norms or expectations within the re-
searchers’ academic communities and institutions (university or otherwise). The
communal judgement of academic output (e. g., through peer-review), often, has
a general tendency to support a certain status quo. Take, e.g., the research by
Nobel-prize winner George Akerlof, who studied a special problem of asymmetric
information for markets. This later led to a paradigm shift in economics. Before
this occurred, though, the publication of his research was turned down by sev-
eral referees of well-known journals: The Academic Economic Review and The Re-
view of English Studies both rejected it for “triviality”, a reviewer of the Journal of
Political Economy stated: “If this paper would be correct, no goods could be trad-
ed at all” (Akerlof 2003, par. 14). There are, thus, systemic restrictions in the pub-
lishing process that (normatively) value certain paradigm-corroborating papers
over others (at times at the expense of important research findings).

Apart from finding acceptance for one’s findings by journals, researchers
may also experience normative pressures from their universities and funding
agencies. Academic institutions may only grant rewards for researchers’ efforts
when they succeed in publishing a certain number of scientific articles in certain
high-tier journals (Edwards and Roy 2017, Roberts 2015). These kinds of produc-
tivity norms can often be manipulated. E.g., researchers’ output can be quanti-
fied using a measure that calculates the personal productiveness and impact of
publications: the h-index (Hirsch 2005).® While the h-index takes into account
the quantity of published studies, it can be easily manipulated by self-citation
(Galvez 2017). Edwards and Roy (2017) argue that a focus on quantity over qual-
ity, when linked to quantitative performance measures, such as the h-index,
causes these measures to be a target rather than a measure. For researchers,
many factors — such as hiring, promotion, funding, and awards — depend on
these quantitative measures, which is why they are seemingly pressured to em-

6 The h-index quantifies the number of an author’s publications and their citations (Hirsch
2005). With one published paper being cited once, the h-index will be 1, with two published pa-
pers, both of them being cited twice, the h-index is 2, and so on.
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phasise quantity of publications over their quality. Hence, there is pressure on
researchers who do empirical studies, through certain expectations of the insti-
tutions they rely on (see also subsection 3.2 on Goodhart’s Law).

Moreover, the aforementioned form of pressure strongly relates to the possi-
ble personal (i.e., subjective) goals of a researcher in comparison to the collec-
tive goal of building a foundation for future research. For instance, a researcher
can become widely known after publishing counterintuitive or “flashy” findings.
Although pursuing counterintuitive findings may not be obscured by normative
influences, it could diminish the objectivity of a researcher when the two collide.
Roberts describes this as “clickbait worthy research” (Roberts 2015, p. 2). His ar-
gument centres on the tendency to neglect certain long-lasting problems, but
rather pursuing something “flashy” that might result in popularity for the schol-
ar publishing the findings. However, “researchers [should] seek to answer some
of the most fundamental questions that humans can ask about nature” (National
Academies 2009, p. 1). Pursuing clickbait-worthy findings conflicts with a core
view that the National Academies and others postulate and can make way for
value-laden judgements which relate back to the stage of idea generation. In
the end, pursuing personal (subjective) goals, influenced by the institutional
context, may influence what kind of output is generated, instead of asking one-
self what a study may contribute to the literature.

Output does not only relate to the scientific system as a whole, it also has
very real-life implications on the presented output itself (e.g., papers, presenta-
tions, and so forth); the underlying pressure for it often being the drive to pub-
lish one’s findings. When publishing, however, many hurdles have to be taken.
One of these hurdles may be the need to present a clear and understandable nar-
rative — something that, in theory, should not pose a problem, as one should just
write down how the research was conducted. Research should be presented in a
clear fashion with a clear introduction, followed by a fitting method, and ended
with significant findings that correspond to the hypotheses in the introduction.
This is because a clear and understandable narrative often helps a different per-
son (e.g., reviewers, editors, or readers) to understand one’s findings. However,
this can become dangerous if the suggestion of a clear narrative becomes a need
or even a “tyranny” (Roberts 2015, p. 2). The argument that underlies the clean
narrative is that it might be beneficial to rotate the order and writing or changing
a previous narrative to be more consistent with one’s findings (i. e., HARKing; see
Kerr 1998). People may thus be prone to not honestly report on all the hurdles
and inspirations on the way, but rather try to present the most coherent story
— something that often does not reflect the actual research process. Thus,
there are subjective expectations in sciences concerning the narrative of empiri-
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cal studies which can, partially, deter the objectivity of findings, for instance as
we discussed with the example of HARKing (see subsection 3.5).

4 Moving Forward — The Next Steps

When reflecting on how these research stages deal with normative influences,
one is quickly faced with several questions: Is there no objectivity in empirical
research? And should we, if that were the case, stop doing empirical research al-
together? The latter question would be answered with a determined “no” by most
scientists (ourselves included). We hope that theorists and practitioners can use
the six steps of the research process to reflect upon empirical results and thereby
understand and use the inferences from research, while being aware of the nor-
mative influences. We would also like the reader to further consider the following
points.

Firstly, we would like to propose an active and public discussion about the
normative influences of the academic system and its incentive structures. Sec-
ondly, we suggest utilising multiple research (method) perspectives in the re-
search process. Thirdly, we want to propose some concrete ways in which indi-
vidual researchers can develop a nuanced understanding of their scientific
output’s normative influences. To communicate these points, we will use the re-
mainder of this chapter to suggest concrete measures both on a structural and
individual level.

4.1 Change the System - Addressing the Incentive Structure

We recognise the enormous effort necessary to change an established system.
However, recently several strings of thought have emerged to propose systemic
alternatives. For instance, some have called for a renaissance of a “democratic
educator” tradition (Rustin 2016, p. 147), others focussed on the values (e. g., cul-
tural and intellectual purpose) universities should strive for (Collini 2012, Miede-
ma 2012, Thomas 2010), and again others argue for more transparent journal
procedures (e.g., pre-registration, openness of peer-reviews; see Gonzales and
Cunningham 2015, Polka et al. 2018). In the following paragraphs, we would
like to highlight some of these developments and discuss how the larger scien-
tific incentive system and the research process could profit from them.

Many thinkers mention a reconstructing of governmental funding for the
academic incentive system. For instance, one funding system that is not entirely
novel but might help offer a more independent, low-pressure research environ-
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ment, could be long-term institutional grants (like the Harnack Principle of the
Max Planck Society in Germany). Some have argued that larger, independent,
and unconditional grants for relevant topics might give researchers the leeway
to spend some of their resources on free and bold theorising (which links
back to the idea generation stage). It might introduce a different notion of scien-
tific freedom than the current situation and also offer a space for the large-scale
theorising the social sciences dearly need to develop, even though a fair and un-
biased distribution of funds may be a challenge in itself. Recognising this need,
some research councils have already implemented changes that lead to longer
grant durations (e. g., Burgio 2017) or larger researcher freedom due to a broad-
ened scope of evaluation panels (e.g., Hornyak 2017), emphasising original re-
search and merit thereof over pure quantity of publication. Inspired by such ap-
proaches, we propose that rethinking governmental funding might have the
potential to positively change normative assumptions in the process of empirical
research and the six stages therein.

With a change in (governmental) funding, we also have to ask the question
who should profit from these investments. We believe that research funded by
society, through governmental channels, should be reported back to and impact
society. An interesting development in this area is the publication process in
open science formats (e. g., Butler 2016, Waldrop 2008),” allowing interested in-
dividuals to read scientific output and to investigate data themselves (for more
information, see the initiative “Science Without Publication Paywalls” by cOAli-
tion S; see Schiltz 2018). This allows for transparency of the data, enables new
collaborations, and makes efficient use of the data (see also Else 2018). A com-
plementary approach is to use the open access channels to include other disci-
plines and their expertise. E.g., in a recent paper, a collaboration of 84 people
from multiple disciplines worked on an openly accessible paper, providing ex-
pertise from multiple angles (Lakens et al. 2018). With today’s technology,
these endeavours do not prove to be impossible anymore, as many software
and internet services allow for a contemporaneous collaboration, no matter
where on the world researchers are based. From this, we argue that changing
the standards of how scientific results are accessed and communicated can ben-
efit society as a whole and might in the process create an awareness of the lim-
itations of any individual scientific discipline.

An additional issue closely linked to this is the journal-based review process.
We will not take an absolute stance in the discussion on what kind of review

7 There are different formats of open science, some scholars advocate for open data formats; for
a review, see Arzberger et al. (2004), Janssen, Charalabidis, and Zuiderwijk (2012).
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process may be the best (see, e.g., the discussion between Fiske 2016 and Gel-
man 2016), but the process of reviewing certain scientific output can possibly
be made less value-laden.® For instance, citation pushing (e.g., reviewers sug-
gesting their own work when commenting on a paper, even though it is not rel-
evant in that context) may be deterred if one knows who is reviewing. One could
also imagine that if the reviewing and editing process would be “rewarded”, a
reviewer could gain credit through the possibility of adding her name to a sec-
tion of the paper. This would hopefully encourage the reviewer to provide useful
feedback as she gets partly responsible for the research project. Another possi-
bility would be to “pay” reviewers from the journal income. Any payment that
reviewers receive should, however, be strictly limited to funding for their own fu-
ture research projects. One could argue that paying a reviewer would bias the re-
viewer to support a possible manuscript. One possible solution to this would be
to make the outcome of the review independent of the payment process. Review-
ers who do not live up to the expectations may, however, not be invited for re-
views in the future. Nonetheless, crediting the reviewers may be an interesting
development that could help change the academic reward system, but then
again, ironically, it may also fuel other biases. Although we realise that solely
generating research without any value-laden judgement is untenable, a step for-
ward could be openness in the process.

Others have argued, more philosophically, that scholarship and learning are
intrinsic values in themselves and what universities should again strive for (Col-
lini 2012), or that universities have a cultural and intellectual purpose of free
speculations and inter-generational transmission (Thomas 2010). Still others
have started building a (mostly) new vision of academia — in symbiosis with
the current system and the broader society (Miedema 2012). These new initiatives
do their best to propose more democratic and inclusive environments, which, in
our minds, should also aid a more open and reflective research climate.

All the previous points result in the question of what academic output is and
what it ought to be. With a change of the incentive system, (more) people may
realise that doing academic work and getting academic achievements do not
have to be zero-sum, and that, e. g., very often publication- and citation-numbers
are not ideal in determining the value of a project to society. One should be
aware that the excellence of different people might become evident in different
measurements. Limiting academic output solely to the production and publish-
ing of papers fails to address science in its complexity. Educator, theoriser, prac-
titioner, reviewer, communicator, and connector are academic roles that are not

8 For an interesting podcast episode on incivility in reviewing, see Inbar and Inzlicht (2018).
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sufficiently rewarded by the current academic system. It could, thus, be benefi-
cial (and fair) to change the incentive system so that not a single measurement or
a single dimension of measurement is applied, but that a multitude of measures
provides a better picture.

4.2 Robust Research

There are also very practical possibilities for researchers to disentangle norma-
tive influences from empirical research: e.g., by changing how scholars conduct
research (e.g., Munafo and Smith 2018), as well as how they handle and present
data (e. g., Weissgerber et al. 2015). We will thus elaborate on how individuals can
reflect on influences on the research process.

Collaborating with multiple disciplines is inherent to the recently encour-
aged triangulation approach (Munafo and Smith 2018). In this approach, any re-
search question is investigated by a team consisting of multiple disciplines, ap-
plying multiple methods, and using theories from different angles. The use of
mixed methods may help to reveal much more than a single method could
(e.g., Pool et al. 2010), and may yield insights that would be ignored when em-
ploying only one method.’® This basically means that the process of replication is
conducted from different fields (for an overview on replication, see Open Science
Collaboration 2015). Particularly, triangulation calls for a stronger, possibly bold-
er, and more integrative theoretical and statistical approach to empirical re-
search. An interesting addition to this would be a combination with a change
to the incentive system. Munafo and Smith (2018) suggest crediting every person
involved in the triangulation process, specifically defining which person contrib-
uted in which way. This would acknowledge every person involved in the project,
giving credit to people that may sometimes be left behind in the current system.

In terms of data handling, researchers should try to avoid normative default
options and use the statistical methods and standards most suitable. E.g., the
notion of setting the Type I error rate (i.e., the chance of inferring an effect
that is not there; also known as the alpha level) to 5 percent has become almost
a doctrine in the scientific domains. In light of the recent replication crisis, some
have suggested to set the “new” alpha to 0.5 percent, requiring “stronger” find-
ings in order to achieve statistical significance (Benjamin et al. 2018). On the op-
posite side, other voices have called for abandoning alpha levels all together and

9 An interesting approach can be to combine the theoretical design with the statistical design,
e.g., in dynamic systems modelling; see Kunnen (2012).
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looking at the size of the actual effects instead (following the seminal paper by
Cohen 1992, Sullivan and Feinn 2012). Another interesting approach argues to
“give p’s a chance” and to let researchers reflect on their results (Albers 2017,
par. 1, see also Lakens et al. 2018). This would give a researcher the freedom
to set the alpha level in accordance with one’s study. If a Type I error has to
be avoided at all costs (e.g., if a medical treatment has strong negative side ef-
fects) the researcher can set their Type I error more rigidly (e. g., alpha to 0.1 per-
cent). However, if this is not the case, a more lenient Type I error rate can be uti-
lised. Sincerely reporting on these choices, in combination with an indication of
statistical power, would provide a broader picture of the investigated reality. The
move away from strong normative default options to more individual decision
making can also be found when applying general research methods. E.g.,
Dehue (2002) argues that we should refrain from using a randomised control
trial in every situation, because qualitative and mixed methods research can
be superior in some situations. All these options have in common that they en-
courage the researcher to use the methods most suitable for the research ques-
tion at hand (while justifying their use) and refrain from normative defaults as-
sumed to be “good”.

Moreover, a scholar can try to present the data more thoroughly and compre-
hensively with less normative decisions (e. g., Weissgerber et al. 2015). E.g., a re-
cent study shows that bar charts and simple slope graphs (a graph of predicted
effects at very high or low values of the predictor) remain prevalent (47 percent
of total observed) as visualisation methods in psychology (Stulp 2017). They pro-
vide descriptive visual information but might overstate the results (e.g., because
it does not show the large variation in the data) or misrepresent the data and re-
lationships to the human eye. The choice for visualising the data with these
kinds of plots can be problematic (e.g., Anscombe 1973). The graphs used are
often too simplistic to portray the vast complexity of the underlying data (see,
e.g., the Datasaurus Dozen visualised by Locke and D’Agostino McGowan
2017). Weissgerber and colleagues (2015) argue that presenting the data in a
more complete manner can show, for instance, the distribution of data rather
than just presenting a simple slope (as Anscombe visualised by presenting
four same slopes with different data points in each graph). Scholars can still con-
vey their message but presenting the data more comprehensibly can leave some
of the subjective interpretation of the data to the reader, and thus divert some of
the interpretation to the reader without prematurely excluding alternative expla-
nations. It is, however, not a new suggestion, as illustrated by a quote by Edward
Tufte (2001, p. 105), who demanded early on: “above all else show the data”.
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4.3 Reflexivity

We finally want to advocate for a method that could sit at the core of our previ-
ous points. At the beginning of our chapter, we introduced ourselves and ex-
plained our own view on normative influences and the normative influences
in, and on, our education. By doing so, we tried to give our readers an under-
standing of our own background, making our arguments not an objective repre-
sentation of truth but a subjective interpretation of the current field. We believe
that such a reflexivity approach can also benefit research in such a way that it
would give researchers and their audience agency to understand why specific de-
cisions in the research process were made and their potential consequences.

Reflexivity has been a key term in qualitative social science research in the
last decades, especially in the field of sociology, but the concept has been ap-
plied in many different ways (Holland 1999). The concept is, however, old.
Mead (1934, p. 134) defined reflexivity as “the turning back of the experience
of the individual upon [her- or himself]”. In recent years, reflexivity was argued
to be one of the most appealing buzzwords of sociology and epistemology (Tse-
keris 2010). Reflexivity has generally been understood in the social sciences and
in recent years as “awareness of the influence the researcher has on the people
or topic being studied, while simultaneously recognising how the research expe-
rience is affecting the researcher” (Probst 2015, p. 37). It has been argued to be
essential in qualitative research (Ahmed, Hundt, and Blackburn 2011, Blaxter,
Hughes, and Tight 2001, D’Cruz, Gillingham, and Melendez 2007, Gilgun 2008,
Koch and Harrington 1998, Lazard and McAvoy 2017), as a means to, and end
to, overcome the criticism that qualitative research was anecdotal and subject
to researcher’s bias (Patniak 2013). Reflexivity in qualitative research aims to
monitor the effects of a researcher’s involvement in the research, thus improving
both the research’s accuracy as well as the findings’ credibility and context by
clarifying the researcher’s biases, values, and beliefs (Cutcliffe 2003). There are
many ways in which this may be done and there is no standardised procedure
for doing so. Attia and Edge (2017) recently argued that reflexivity should be con-
sidered as consisting of both a prospective and a retrospective component. The
former is concerned with the impact of the researcher on the study, while the lat-
ter is concerned with the impact of the study on the researcher.

As we have illustrated throughout this chapter, quantitative research can
also, against its best efforts and intentions, be subjected to all kinds of biases,
and the introduction of reflexivity throughout empirical research may, therefore,
be highly beneficial. E. g., Dehue (2002, p. 86) argues that “the designing of sur-
veys and tests demands the taking of decisions as to which categories to use, and
how to further specify them in survey questions and test items. After a research
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project, the original decisions are removed from the construction like redundant
moulds”.

Moreover, this would allow others to somewhat control for researchers’ val-
ues and beliefs when pooling together results from many different studies, such
as utilising meta-analyses. However, this has barely been done, with a few excep-
tions (Ryan and Golden 2006, Walker, Read, and Priest 2013). Nonetheless, jour-
nals seem to require such processes more and more (see, e.g., Nature 2018).
Therefore, embracing, or at least actively acknowledging, decisions potentially
influenced by the normative framework instead of removing them, could provide
a broader and more holistic view on the research process. Such an embracement
could provide important information and help not only the practitioners of sci-
ence but also the users of science (e. g., philosophers). With our reflexivity exam-
ple at the beginning of this chapter, we elucidate one way to implement reflex-
ivity, nevertheless, this is by all means not the only way to do so.

5 Conclusion

In this chapter we aimed to raise an argument that in each step of the research
process, in (1) idea generation, (2) research funding, (3) research planning, (4)
data collection, (5) data analysis, and (6) scientific output, normative influences
play a role. Furthermore, we aimed to answer the “is” question postulated at the
beginning of this piece: What normative influences exist within empirical re-
search? These stages are, moreover, not independent of each other. Systemic in-
fluences often intertwine these domains. Finally, we propose that addressing the
incentive system, robust research, and reflecting on normative influences could
provide a more holistic picture of the overall interwoven research process.
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