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A B S T R A C T

Proton therapy is a fast growing treatment modality for cancer and is in selected cases preferred over conven-
tional radiotherapy with photons because of the highly conformal dose distribution that can be achieved with
protons due to their steep dose gradients. However, these steep gradients also make proton therapy sensitive to
range uncertainties. Proton ranges are calculated from proton stopping powers relative to that in water (Relative
Stopping Power, RSP). The RSPs needed for a treatment plan can be estimated from CT (Computed Tomography)
data of a patient. High accuracy reference values of RSPs are required to assess the accuracy of these CT based
estimates. In this paper we present a water phantom that enables accurate measurement of depth dose profiles in
water. Experimental RSPs with a relative standard uncertainty smaller than 0.4% (1σ) for samples with a water
equivalent thickness of about 2 cm can be derived from the measured depth dose distributions. Most CT based
RSP estimates use an approximate RSP model based on the Bethe-Bloch formula without the shell, density,
Barkas and Bloch correction. In the Geant4 Monte Carlo code these corrections are included and RSP calculations
with this code are expected to be more accurate. In this work, a set of 32 well defined (composition and density),
mostly clinically relevant materials is used to assess the correspondence between RSPs that were measured, that
were estimated from the approximate RSP model and that were calculated from Monte Carlo simulations. With
the measured RSPs we provide a ground-truth bench mark to test the validity of RSPs derived from CT imaging
and Monte Carlo simulations.

1. Introduction

The potential advantage of protons over conventional radiation
modalities (photons, electrons) for radiotherapy of cancer was first
mentioned by Wilson in 1946 [1]. Protons have a finite range and local
high dose region which facilitate a higher conformity to the tumor and
less dose to the surrounding healthy tissues as compared to conven-
tional irradiation with photons. Accurate positioning of the local high
dose region is critical for exploiting the benefit of protons over photons.
In proton therapy, each tissue is characterized by a proton stopping
power relative to water (relative stopping power, RSP) that is derived
from X-ray computed tomography (CT) data of the patient. Un-
certainties in these RSPs introduce range uncertainties which have to be
taken into account in treatment planning by using safety margins. These
safety margins reduce the possibility to fully exploit the advantage of
proton irradiations by limiting beam angles and increasing dose to
healthy and sometimes critical tissues surrounding the tumor. Different
methods have been proposed to derive RSPs from CT data of the

patient. Single energy CT (SECT) methods typically correlate measured
CT numbers to RSPs based on calculated CT numbers and RSPs for
tissue substitutes or average tissue compositions [2,3]. Dual energy CT
(DECT) provides measured CT numbers for two different spectral
photon distributions and allows determination of the relative electron
density and an effective atomic number [4–10]. RSPs can be calculated
from the measured relative electron density and a relation between this
effective atomic number and the mean excitation energy in the Bethe-
Bloch formalism for calculation of stopping powers [10,11]. To assess
the validity of the different CT-based methods for calculation of RSPs an
accurate method for measurement of RSPs is needed.

In this paper we introduce an accurate method to derive RSPs from
measured depth dose distributions using a water phantom in a proton
beamline. Measured RSP’s are presented for a set of 32 well defined
(composition and density), mostly clinically relevant materials. These
measured RSPs are used as ground-truth values to assess the accuracy of
the Bethe-Bloch formula without the higher order corrections and of
Geant4 Monte Carlo simulations to predict RSPs.
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2. Materials and methods

2.1. Accuracy of stopping power calculations based on the Bethe-Bloch
equation

The total proton stopping power is due to energy transfer of the
proton to the electrons (electronic stopping) and to the nuclei (nuclear
stopping) of the target material. Electronic stopping causes ionization
and excitation of target atoms and energy loss of the proton. Nuclear
stopping changes the direction of the proton and the intensity of the
incoming proton beam but contributes less than 0.1% to the total
stopping power above 0.4 MeV [12] and is thus not relevant for range
calculations. The Bethe-Bloch formula that describes the electronic
stopping power of protons can be expressed as [13,14]
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with re the classical electron radius and m ce
2 the electron rest energy

with c the speed of light in vacuum. The first factor in the energy loss is
proportional to β1/ 2 with =β ν/c and v the proton velocity. The
second factor is the electron density of the target material ρe, which
equals N ρZ A/A with mass density ρ, Avogadro’s number NA, atomic
number Z and atomic weight A. The last factor is the stopping number
L β( ), which is the sum of the primary stopping number L0, the Barkas
correction L1, the Bloch correction L2 and higher order corrections
which are negligible compared to L1 and L2.

= + + + ⋯L β L β L β L β( ) ( ) ( ) ( )0 1 2 (2)

The primary stopping number L0 can be expressed as

= − 〈 〉− −L β f β I C
Z

δ( ) ( ) ln
20 (3)

where f β( ) is defined as

⎜ ⎟= ⎛
⎝ −

⎞
⎠

−f β
m c β

β
β( ) ln

2
1

e
2 2

2
2

(4)

The mean excitation energy term 〈 〉Iln takes into account the elec-
tronic structure of the target material. The mean excitation energy 〈 〉I is
defined as the effective value (averaged over all possible electron states
(ionization, vibration and excitation)) of the minimum energy transfer
in a collision. The shell correction term C Z/ addresses the fact that
when the proton velocity decreases from relativistic energies the proton
velocity is no longer much larger than the bound electron velocity as
required for the Bethe-Bloch theory to be valid. The density effect term
δ/2 corrects for polarization effects in the target material, reducing the
stopping power by a decrease of the assumed free-space electro-
magnetic field of the proton by the dielectric constant of the target
material [14]. We have estimated from information in the literature the
relative importance of the different correction terms with respect to the
term − 〈 〉f β I( ) ln .

Shell corrections (C Z/ ) become especially important for the inner
shell electrons of the heavier elements. They have been calculated using
hydrogenic wave functions [15] or the local density approximation
[13]. Both methods seem to give consistent results. Low Z elements
have the smallest correction. For elements most relevant for proton
therapy (Z < 20) the absolute value of the correction term is around
0.15 between 1 and 10MeV and decreases to< 0.1 between 10 and
40MeV and< 0.05 between 40 and 250MeV. This corresponds to a
relative decrease of the stopping power of 3–4% for energies between 1
and 10MeV and approximately 1–1.5% between 10 and 40MeV
and<1% for energies between 40 and 250MeV.

The density effect δ( /2) only becomes relevant if the kinetic energy
of the proton exceeds its rest energy and is therefore of limited im-
portance for clinically used proton energies (up to 250MeV). The ab-
solute contribution of the density effect is estimated (from Fig. 11 in

[13]) to be smaller than 0.01 for all elements and energies below
200MeV. Because − 〈 〉f β I( ) ln is larger than 5 for Z between 1 and 20
and energies larger than 10MeV this implies a correction< 0.2% to the
stopping power.

The Barkas correction (L1) corrects for the higher density of target
electrons in the vicinity of the positively charged proton. For low en-
ergy protons this effect becomes important because the target electrons
have time to move towards the stopping protons. Ashley et al. [16]
derived an empirical formula for low energy projectiles to approximate
this effect. This formula was used by Bichsel [12] who reports a Barkas
correction of 0.36% for 10MeV protons on aluminium. Using the em-
pirical approach of Ziegler (Eq. 35 in [13]) we estimate that the Barkas
correction is smaller than 0.9% for energies above 10MeV for Z be-
tween 1 and 20.

The Bloch correction (L2) originates from close collisions of protons
with target electrons and mostly depends on the proton energy and
little on the target material. From Eq. (5) from Bichsel [12] we conclude
that the Bloch correction is smaller than 0.2% for energies between 5
and 10MeV and< 0.1% above 10MeV.

Bragg and Kleeman [17] proposed an additivity rule for mass
stopping powers S ρ/ of elements to determine the mass stopping power
of a mixture or compound. Following this Bragg additivity rule the
mean excitation energy 〈 〉Iln of a compound can be approximated by
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with the mass fraction ωk and mean excitation energy 〈 〉Ik of element k
in the compound. The validity domain and the accuracy of the Bragg
additivity rule have not been well established. The Bragg additivity rule
does not account for different states of aggregation and chemical
binding between atoms in a molecule. The effect of the state of ag-
gregation is for water (vapor, liquid or ice) the largest for proton en-
ergies of 50–100 keV [18]. From core and bond corrections applied in
the software package SRIM [14] to account for chemical binding we
conclude that the corrections may amount to 6–7% in the stopping
region (up to 1MeV) and are applied as a constant (energy in-
dependent) scaling factor. For energies above 3–4MeV no corrections
are applied in SRIM. The uncertainty in the 〈 〉I values of the elements is
difficult to estimate but experiments suggest that tabulated elemental〈 〉I
values [19,20] are too low for the elements [21], leading to under-
estimation of 〈 〉I values for compounds when calculated with the Bragg
additivity rule [22].

The range of a 10MeV proton in water in the continuous slowing
down approximation (CSDA) is 1.23mm and this decreases rapidly for
lower energies: for 5MeV protons it has already decreased to 0.36mm
[23]. Consequently, for energies below 10MeV, correction terms which
contribute less than 10% (equivalent to 0.1mm water) are not relevant
for the total range prediction with the Bethe-Bloch formula. The overall
contribution of the correction terms is dominated by the shell correc-
tion which amounts −1.5 to −1% for energies between 10 and 40MeV
and −1 to 0% between 40 and 250MeV. The Barkas correction con-
tributes< 1% above 10MeV. These corrections partly cancel out due to
their respectively negative and positive sign. As the higher energies
contribute most to the range (40MeV protons have a CSDA range of
only 1.49 cm [23]), the total effect on the range of all correction terms
is estimated to be less than 1–1.5% for protons with clinically relevant
energies.

Consequently, the electronic stopping power of a material can be
approximated within this estimated accuracy of 1–1.5% by
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provided the value used for 〈 〉I is correct.
The electronic stopping power relative to water (relative stopping

power, RSP) can then be approximated by
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〈 〉Im of the material.

2.2. Specifications of the 32 materials

An overview of the 32 selected sample materials and their compo-
sition and density is given in Table 1. Material numbers 1–6 are ‘tissue
equivalent’ (for CT photon energies) materials with specified compo-
sitions (Gammex Inc., Middleton, WI, USA). The analytical standards
(No. 7-15, 17 and 18) were selected based on their high purity and well
specified composition. Silicone oil (No. 19) is a material used as a
tamponade after vitrectomy [24] in treatment of ocular tumours. Po-
tassium chloride solutions (No. 20-23) were prepared to cover the in-
termediate atomic number (Z) range. In addition, different polymers
(No. 25-30), aluminium and carbon were selected. Al2O3 (No. 32) is a
ceramic used in prostheses. The samples of the solid materials were
machined as 12 cm diameter disks with a thickness of approximately
2 cm water equivalent. The real thicknesses of the solid samples were
measured at their centres and at 4 different points over a radius of
30 mm using a Sylvac Z_cal 300m (Sylvac SA, Crissier) with an accu-
racy of 6 µm and precision of 2 µm. The solids were weighed on a
Mettler PM6000 balance (Mettler-Toledo, LLC) with an accuracy of
0.05%. From the determined volume and mass, mass densities were
calculated for the solid samples. The uncertainty in the measured
thickness of the solid samples contributed almost a factor of ten more to
the uncertainty in the mass densities than the uncertainty in the dia-
meter, because of their difference in magnitude (thickness: 2 cm com-
pared to diameter: 12 cm). The uncertainty in the mass was negligible.
The uncertainty in the calculated densities was< 0.1% (except for
PMMA and Teflon 0.3%) (1σ). Mass densities of the liquid samples were

measured at room temperature using a DMA35N density meter (Anton
Paar, Austria) with a specified accuracy of 0.001 g cm−3. The tem-
peratures of the water and measured samples during the proton ex-
periments were 25.5 ± 0.3 to 25.8 ± 0.2 °C (ρw =0.997 g cm−3) and
yielded an average deviation in the density of the liquid samples of
−0.001 g cm−3 which was considered negligible. The densities of the
samples n-pentane, n-hexane and n-heptane were taken from the spe-
cifications of the manufacturer.

2.3. Experimental depth dose distributions

2.3.1. Water phantom design
The water phantom (Fig. 1, left) is equipped with two parallel TSL

120 translation stages with a stroke length of 500mm (IKO Japan,
Nippon Thompson Europe BV). The stages, including a 5 phase stepping
motor (VEXTA-PK566, Oriental Motors), have a positioning accuracy of
0.045mm, a precision of 0.002mm and a backlash of 0.003mm. A
polycarbonate holder was mounted to one of the stages to accurately
move an ionization chamber along the beam for scanning a depth dose
profile. A plane-parallel Markus ionization chamber type 23343 (PTW,
Freiburg) was used as recommended by the TRS 398 report [25]. A
sample can be positioned in a second polycarbonate holder which is
mounted on the other stage. This stage allows changing the amount of
water before the sample and thus the proton energy at the upstream
side of the sample. In the measurements three different types of sample
holders were used (two are shown in Fig. 1, right) namely, a circular
windowless sample holder for solid samples that do not take up water
(plastics, metals), a circular sample holder with polycarbonate windows
for solid samples that might take up water (tissue equivalent lung,
carbon) and a rectangular holder (nominal sample thickness: 20.3mm),
for the liquid samples. The Markus chamber was positioned down-
stream of the sample such that a depth dose profile could be measured.
The absolute positions of the ionization chamber and sample were

Table 1
Compositions (weight percentages) and mass densities ρ(at 23.8 °C) of the 32 sample materials. Materials No. 1–6 and 24–32 are solids and 7–23 are liquids.

No. Material Ch. formula Z 1 6 7 8 9 12 13 14 17 19 20 25 ρ
A 1.008 12.011 14.007 15.999 18.998 24.305 26.982 28.086 35.453 39.098 40.078 54.938 [g cm−3]

1 LN-450 Lung 8.47 59.56 1.97 18.11 0 11.21 0 0.58 0.10 0 0 0 0.428
2 AP6 Adipose 9.06 72.29 2.25 16.27 0 0 0 0 0.13 0 0 0 0.946
3 BR-12 Breast 8.59 70.10 2.33 17.90 0 0 0 0 0.13 0 0.95 0 0.981
4 Solid Water M457 8.02 67.22 2.41 19.91 0 0 0 0 0.14 0 2.31 0 1.045
5 LV1 Liver 8.06 67.01 2.47 20.01 0 0 0 0 0.14 0 2.31 0 1.095
6 SB3 Cortical Bone 3.41 31.41 1.84 36.50 0 0 0 0 0.04 0 26.81 0 1.823
7 n-Pentane C5H12 16.76 83.24 0 0 0 0 0 0 0 0 0 0 0.626
8 n-Hexane C6H14 16.37 83.63 0 0 0 0 0 0 0 0 0 0 0.659
9 n-Heptane C7H16 16.09 83.91 0 0 0 0 0 0 0 0 0 0 0.683
10 Methanol CH4O 12.58 37.48 0 49.93 0 0 0 0 0 0 0 0 0.791
11 Ethanol C2H6O 13.13 52.14 0 34.73 0 0 0 0 0 0 0 0 0.788
12 Propan-1-ol C3H8O 13.42 59.96 0 26.62 0 0 0 0 0 0 0 0 0.805
13 Propan-2-ol C3H8O 13.42 59.96 0 26.62 0 0 0 0 0 0 0 0 0.785
14 Oleic acid C18H34O2 12.13 76.54 0 11.33 0 0 0 0 0 0 0 0 0.892
15 Ethyl acetoacetate C6H10O3 7.74 55.37 0 36.88 0 0 0 0 0 0 0 0 1.026
16 Water H2O 11.19 0 0 88.81 0 0 0 0 0 0 0 0 0.998
17 Polyethylene glycol 200 C2H4O 9.15 54.53 0 36.32 0 0 0 0 0 0 0 0 1.123
18 Glycerol C3H8O3 8.76 39.13 0 52.12 0 0 0 0 0 0 0 0 1.260
19 Silicone oil Siluron 5000 C2H6OSi 8.16 32.39 0 21.58 0 0 0 37.87 0 0 0 0 0.970
20 Potassium Chloride 4.01% KCl H2O 10.74 0 0 85.25 0 0 0 0 1.91 2.10 0 0 1.021
21 Potassium Chloride 7.71% KCl H2O 10.33 0 0 81.97 0 0 0 0 3.67 4.04 0 0 1.046
22 Potassium Chloride 11.13% KCl H2O 9.94 0 0 78.92 0 0 0 0 5.29 5.84 0 0 1.070
23 Potassium Chloride 20.03% KCl H2O 8.95 0 0 71.02 0 0 0 0 9.53 10.51 0 0 1.139
24 Carbon graphite C 0 100 0 0 0 0 0 0 0 0 0 0 1.696
25 UHMWPE (C2H4)n 14.37 85.63 0 0 0 0 0 0 0 0 0 0 0.923
26 Polypropylene (C3H6)n 14.37 85.63 0 0 0 0 0 0 0 0 0 0 0.919
27 Nylon 6.6-101 (C12H22N2O2)n 9.80 63.68 12.38 14.14 0 0 0 0 0 0 0 0 1.142
28 PMMA (C5H8O2)n 8.05 59.98 0 31.96 0 0 0 0 0 0 0 0 1.183
29 Polycarbonate (C16H14O3)n 5.55 75.57 0 18.88 0 0 0 0 0 0 0 0 1.192
30 Teflon (C2F4)n 0 24.02 0 0 75.98 0 0 0 0 0 0 0 2.205
31 Aluminium AlMgSi1 0 0 0 0 0 1 97.2 1 0 0 0 0.8 2.691
32 Al2O3 99.7% Al2O3 0 0 0 47.07 0 0 52.93 0 0 0 0 0 3.892
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determined using MY-COM A30/80 limit switches (Baumer) with a
precision<1 µm. At the downstream side of the water phantom a
PT100 temperature sensor is installed to measure the water tempera-
ture during the measurements. The readout of the PT100 is connected
to a LabVIEW (National Instruments) program which also controls the
operation of the stages and the beam and writes the measured data to
output files. The entrance window of the water phantom is a 2.90mm
thick circular impression with a radius of 55 mm milled in a 14.86mm
thick polycarbonate plate. For the experiments, the water phantom was
filled with demineralized water. The water temperature was stabilized
to 25.5 ± 0.3 °C by circulating the water through a temperature
regulated thermal buffer.

2.3.2. Proton beamline and experimental setup
The AGOR cyclotron [26] produces a 190MeV (nominal) proton

pencil beam with a full width at half maximum (FWHM) of 4mm. The
beam has an energy spread of 0.25% FWHM. The protons exit the va-
cuum of the beam pipe through a 70 µm thick aramica foil and then are
incident on a homogeneous 1.44mm thick Pb scatter foil. Two colli-
mators (diameters 2.4 cm and 4.5 cm) shape the scattered field.
Thereafter the beam intensity is measured with a parallel plate air io-
nization monitor (BIM: beam intensity monitor). A third collimator
removes the halo from the proton field after which a collimator with an
inner diameter of 50mm determines the final shape of the field. The
proton field at the device under test (DUT) position (at 329.6 cm dis-
tance from the exit foil) has been imaged to determine the field flatness
using a scintillation screen (Gd2O2S:Tb, Lanex™, Eastman Kodak Com-
pany, Rochester, NY). This scintillation screen is placed perpendicular
to the beam direction and is imaged via a mirror reflecting light at a 90°
angle to a CCD camera [27]. For measurement of depth dose profiles,
the entrance window of the water phantom has been placed at the DUT
position.

2.3.3. Measurement and analysis of depth dose distributions
Four experiments (of approximately 18 h beam time each) were

needed to measure the depth dose distributions downstream of all of the
32 samples at the position in the water phantom that corresponded to a
proton energy of 149MeV. For selected samples also depth dose dis-
tributions at positions corresponding to 62 and 89MeV were measured.
In all these experiments firstly the field flatness has been verified.
Thereafter, the depth dose distributions have been measured with a step
size of 5mm in the plateau region and 0.2mm in the Bragg peak by
administering a dose of 0.5 to 1 Gy per point. For all samples one full
depth dose distribution was measured (taking about 10min) and two
distributions in the region starting just upstream of the Bragg peak
(taking about 7min each). Furthermore, at regular intervals in time a
depth dose distribution without a sample was measured for reference.
The measured depth dose distributions have been corrected for back-
ground in both the BIM and the Markus chamber reading using the time
intervals counted with a fixed frequency pulser. The proton range has
been defined as the distal 80% of the maximum dose in the Bragg peak
(R80%). At this point, 50% of the protons have stopped independent of

the energy spread of the beam [28–30]. The Bragg peaks measured with
a step size of 0.2mm have been interpolated with a cubic spline in-
terpolation. From the splined Bragg peak, the local maximum has been
defined as the position at which the first derivative of the spline equals
zero and the signal has been normalized to this local maximum. For a
sample measurement a range shift RΔ can be determined from the
difference in R80% between the measurement in water with and without
the sample positioned in the water. The water equivalent thickness (tw,
WET) is derived from = −t t RΔw m with tm the sample thickness. The sign
of the range shift RΔ is positive in case the range with sample is longer
than the range without sample. The water equivalent ratio (WER, t t/w m)
is considered as the relative stopping power (RSP) of the sample. The
data analysis has been implemented in a commercially available soft-
ware package (MATLAB 8.3, The MathWorks Inc., Natick, MA, USA).
This analysis method to determine experimental RSPs has been applied
to the samples of the 32 materials.

During operation, the cyclotron magnetic field slowly drifts in the
order of a hundredth of a percent over a period of around 24 h due to
warming up of the iron poles. Due to this drift there is a slow change in
energy of the beam. Fig. 2 presents the measured ranges (R80%) as a
function of time during one of the experiments. The reproducibility of
the R80% in water during the four performed experiments was within
0.058mm, 0.095mm, 0.052mm and 0.071mm. The variations in beam
energy limit the reproducibility of depth dose distributions in water.
This reproducibility is essential for accurate measurement of the range
shift between a Bragg curve measured after a sample and a measure-
ment in water only. For these range shift measurements the nearest
measured depth dose distribution in water has been used to reduce the
variation in the reference water measurement since the energy drifts
only slowly between two depth dose measurements in water.

Fig. 1. Left figure: Experimental setup of the water
phantom with its entrance window placed at the
device under test (DUT) position. The arrow pointing
to the entrance window indicates the beam direction.
An ionization chamber (IC) is positioned in the water
phantom on a translation stage (TS) to enable mea-
surement of depth dose profiles. C and T indicate the
50mm diameter field shaping collimator and the
tubing of the water temperature stabilising system,
respectively. Right figure: Sample holders for solid
samples (left) and for liquid samples (right). The
depicted solid sample holder is windowless and
contains a tissue substitute sample of 12 cm diameter.

Fig. 2. The range (R80%) of protons in water corresponding to the extraction
energy of 189.3 MeV as a function of time during one of the experiments. Error
bars are within markers of the data points.
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2.3.4. Geant4 simulations
The experimental proton beamline from the exit foil to the DUT

position has been modelled in Geant4 (Geant4.9.6.p04, [31]). At the
DUT position the water phantom is represented by a polycarbonate
front wall including the entrance window followed by a water column
of 25×25×55 cm3. A proton beam with the specifications listed in
Section 2.3.2 has been simulated starting just upstream of the exit foil.
For the mean excitation energy of water 〈 〉Iw a value of 78 eV has been
adopted corresponding to the updated ICRU 73 value [32]. The density
of water ρw has been set at 0.997 g cm−3 corresponding to the density
of water during the experiments. The physics list in simulations uses the
settings of the TOPAS beta version v1.0b12 [33] with a range cut value
of 0.05mm for all particles.

The flatness of the transverse profile of the radiation field as a
function of depth in the water phantom has been simulated to assess if
the proton field can be considered uniform at the surface of the Markus
chamber at all depths of the depth dose profile. Furthermore, depth
dose distributions in water with and without a sample were simulated.
The composition and density of the samples used in the simulations
were taken from Table 1. The dose has been scored as a function of
depth in water with a bin size (in depth) of 0.1 mm and integrated over
a radius (lateral) of 10mm. The simulated depth dose data has been
interpolated with a third order spline and normalized using the same
method as applied to the experimental data.

3. Results and discussion

3.1. Experiments and Monte Carlo simulations

The Lanex scintillation screen images and the Geant4 simulations
showed that the flatness of the field for a 10mm radius is within 3% up
to a depth of the R80% in water. This justifies the use of the Markus
ionization chamber with a 5.3mm diameter electrode for measurement
of depth dose distributions and the choice of the 10mm radius of the
dose scoring volume in the simulations.

The simulations have been checked on consistency with the ex-
periments by determining the difference between a Geant4 simulated
depth dose distribution and experimentally measured depth dose dis-
tributions in water. The nominal proton energy of 190MeV in the si-
mulations has been adjusted to 189.3MeV by minimizing the range
difference between the simulation and experiments and is in good
correspondence with calculations of the beam dynamics in the cyclo-
tron. Geant4 simulated and measured depth dose distributions in water
for the first experiment are presented in Fig. 3 (top). The differences
between the Geant4 simulated depth dose distribution and the depth
dose distributions measured in the 4 performed experiments are smaller
than 3% up to the R80% (Fig. 3 bottom). In the distal falloff of the Bragg
curve (after the R80%) where the energy of the protons becomes small,
the differences between simulation and experiments increase. It should
be noted, however, that in the steep distal fall off, small differences in
the depth will already lead to large differences in the ratio between
simulation and experiment.

3.2. Uncertainties in experimental relative stopping power determination

Experimental determination of proton relative stopping powers of
materials is subject to different sources of uncertainty. A first un-
certainty is the energy stability of the proton beam in between the re-
ference water measurement and the sample measurement as mentioned
in the previous section. A change in energy translates in a measured
range difference and restricts the reproducibility of the measured range
in water. The mechanical uncertainty in the ionisation chamber mea-
surement is assumed to be negligible since the precision of the stepping
motor is specified at 2 µm and the precision of the limit switches< 1
µm. The uncertainty associated with the reproducibility of the mea-
sured range in water, σR, can be estimated by a/ 3 [34] with a the

maximum difference between the R80% in the measured Bragg curve in
water used as reference for the sample measurement and the R80% in
the previous and following measured Bragg curves in water. The re-
lative stopping power is given by the ratio t t/w m which equals

−t R t( Δ )/m m with tw the water equivalent thickness of the sample, tm the
material thickness and RΔ the measured range difference of the sample
measurement relative to water. The uncertainty in the determined re-
lative stopping powers depends on RΔ and tm and their uncertainties.
With the described setup, an uncertainty associated with the reprodu-
cibility of the measured range in water σR < 31 µm has been achieved
in all four performed experiments, leading to an uncertainty in

RΔ < 44 µm. Including the uncertainty in the thickness measurements
the experimental RSPs have been determined with a relative standard
uncertainty [34] smaller than 0.4% for 32 samples with a water
equivalent thickness of about 2 cm (Table 2, fourth column). To achieve
even lower uncertainty levels, a higher energy stability of the proton
beam is needed to reduce the contribution of σR and the sample thick-
ness should be known with micrometre accuracy for samples with
thicknesses in the order of 1 to 2 cm. Increasing the thickness of the
samples would highly contribute to a reduction in the uncertainty of the
measured RSP. This would, however, result in an RSP being averaged
over a larger energy range, for =t 2 cmw the energy of 149MeV at the
upstream side of the sample is already reduced to 138MeV at the
downstream side. Moreover, the multiple Coulomb scattering would be
different as compared to the situation of water only. For soft tissues
with an RSP around 1.0 these effects might be small but for lung, bone
and metals they are pronounced.

Another source of uncertainty is the possible influence of neutrons
on the dose measurements. Neutrons are inevitably produced by the
proton beam both in the beam shaping elements (scatter foil, collima-
tors) and in the water phantom and sample. As in this study range shifts
were measured, only the influence of the sample on the neutron fluence
has to be considered (all other neutron sources are present during both
the measurement with and without sample). As we use relatively thin
(with respect to the amount of water traversed) targets the influence is
expected to be small. Moreover, in an absolute sense, the neutron in-
duced dose fraction for proton beams in the energy range of
160–250MeV is small and has been calculated to be approximately
0.3% in the plateau and 0.1% in the Bragg peak region [35] and a few
centimetres distal from the Bragg peak to reduce to only 0.04% [36].
This implies that any influence of dose due to neutrons on the range
shift measurements is negligible.

Fig. 3. Comparison between Geant4 simulated and ionisation chamber mea-
sured depth dose distributions in water for experiment 1. The two curves nearly
overlap (top figure) and the difference between the Geant4 simulated and the
experimentally measured depth dose distribution is within 3% up to a depth
corresponding to the range (R80%).
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3.3. Comparison of experimental and calculated values

In Table 2 the RSPs measured at 149MeV proton energy are com-
pared with RSPs calculated from the approximation of the Bethe-Bloch
formula given in Eq. (7). RSPs were calculated with mean excitation
energies derived from the composition with Bragg’s additivity rule for
all materials (Table 2, 5th column, RSP BB). The elemental mean ex-
citation energies were taken from ICRU [19,20]. An identical calcula-
tion was done except that for the denominator the mean excitation
energy of water was set at 78 eV (Table 2, 6th column, RSP BB(78)) to
enable an equal based comparison with the RSPs calculated from the
Geant4 simulations that also used a 〈 〉Iw =78 eV (Table 2, 7th column,
RSP Geant4).

Fig. 4 presents the relative difference of the three calculated RSPs
data sets with the experimental RSPs as a function of the density of the
sample. From the figure we conclude that all three calculated data sets
show the same pattern in their relative differences with the experi-
mental values, the data sets are only shifted in the vertical direction.
The shift between the RSPs BB and RSPs BB(78) is due to setting
〈 〉Iw =78 eV instead of calculating the value using Bragg’s additivity
rule (resulting in 〈 〉Iw =69 eV). This shift is approximately 1.5% in
Fig. 4. Comparing the RSPs BB(78) with the RSPs Geant 4 in Table 2
and their difference with the experiment values we observe that these
two data sets are almost identical, in fact the differences are less than
0.3% for all 32 materials. From this it can be concluded that the cor-
rection terms in the Bethe-Bloch formula can be safely neglected for a
large set of materials at proton energies in the therapeutical domain.

Considering the experimental RSPs as the ground truth values it is
rather disappointing that none of the calculated data sets is unbiased.
From Table 3 we conclude that the RSPs BB underestimate the

experimental values with 0.7% while the RSPs BB(78) and the RSPs
Geant4 overestimate with 0.7–0.8%. In these estimates the values taken
for the mean excitation energy of water seems to be the major source of
the bias, in fact, taking a value of 〈 〉Iw =3.2 eV would result in an un-
biased estimate (BB(73.2) in Table 3) for the data set of 32 materials.
This value of 〈 〉Iw is in the range of values from the literature 67–82 eV
[37,38]. Recently, Doolan et al [39] derived a set of optimized

Table 2
The measured thickness tm (± 1 standard deviation) of the 32 sample materials. Experimental relative stopping powers (RSP Exp) determined with an un-
certainty< 0.4% at an initial proton energy of 149MeV compared to RSPs derived from the Bethe-Bloch approximation with Bragg additivity rule (BB), with mean
excitation energy for water set to 78 eV (BB(78)) and from Geant4 simulations (RSP Geant4). In the last column the measured water equivalent thickness tw of the
samples is given.

No. Material tm RSP RSP RSP RSP tw
[mm] Exp BB BB (78) Geant4 [mm]

1 LN-450 Lung 46.977 ± 0.007 0.421 0.416 0.422 0.423 19.777
2 AP6 Adipose 22.017 ± 0.009 0.951 0.936 0.950 0.949 20.938
3 BR-12 Breast 21.033 ± 0.008 0.979 0.964 0.979 0.980 20.591
4 Solid Water M457 19.99 ± 0.01 1.033 1.018 1.034 1.032 20.65
5 LV1 Liver 20.014 ± 0.009 1.084 1.067 1.083 1.082 21.695
6 SB3 Cortical Bone 12.94 ± 0.01 1.622 1.628 1.652 1.656 20.99
7 n-Pentane 20.31 ± 0.10 0.684 0.679 0.689 0.687 13.89
8 n-Hexane 20.31 ± 0.10 0.717 0.711 0.722 0.723 14.56
9 n-Heptane 20.31 ± 0.10 0.740 0.735 0.746 0.745 15.03
10 Methanol 20.32 ± 0.09 0.816 0.810 0.822 0.824 16.58
11 Ethanol 20.32 ± 0.09 0.822 0.815 0.827 0.826 16.70
12 Propan-1-ol 20.32 ± 0.09 0.841 0.836 0.849 0.847 17.09
13 Propan-2-ol 20.32 ± 0.09 0.822 0.816 0.828 0.829 16.70
14 Oleic acid 20.28 ± 0.09 0.920 0.916 0.930 0.928 18.66
15 Ethyl acetoacetate 20.32 ± 0.09 1.003 0.995 1.010 1.009 20.38
16 Water 20.28 ± 0.09 1.000 1.000 1.015 1.000 20.28
17 Polyethylene glycol 200 20.28 ± 0.09 1.115 1.108 1.125 1.124 22.61
18 Glycerol 20.31 ± 0.10 1.238 1.233 1.252 1.252 25.14
19 Silicone oil Siluron 5000 19.815 ± 0.000 0.926 0.916 0.930 0.932 18.349
20 Potassium Chloride 4.01% 20.28 ± 0.09 1.014 1.011 1.027 1.028 20.56
21 Potassium Chloride 7.71% 20.28 ± 0.09 1.025 1.027 1.043 1.044 20.79
22 Potassium Chloride 11.13% 20.28 ± 0.09 1.043 1.042 1.058 1.058 21.15
23 Potassium Chloride 20.03% 20.28 ± 0.09 1.084 1.086 1.102 1.104 21.98
24 Carbon graphite 12.03 ± 0.01 1.518 1.504 1.526 1.521 18.26
25 UHMWPE 18.18 ± 0.02 0.994 0.974 0.989 0.987 18.07
26 Polypropylene 18.962 ± 0.007 0.979 0.970 0.985 0.984 18.564
27 Nylon 6.6-101 15.96 ± 0.02 1.148 1.140 1.157 1.160 18.32
28 PMMA 15.94 ± 0.04 1.168 1.153 1.171 1.170 18.62
29 Polycarbonate 15.93 ± 0.02 1.140 1.130 1.147 1.145 18.10
30 Teflon 10.59 ± 0.03 1.788 1.811 1.838 1.841 18.94
31 Aluminium AlMgSi1 8.96 ± 0.01 2.129 2.087 2.119 2.123 19.08
32 Al2O3 99.7% 7.089 ± 0.001 3.198 3.185 3.233 3.238 22.67

Fig. 4. Relative difference between experimental RSPs and RSPs predicted by
the approximate Bethe-Bloch formula with 〈 〉Iw =69 eV and 78 eV, respectively
and predicted from Geant4 simulations with 〈 〉Iw =78 eV.
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elemental 〈 〉I -values based on matching experimental and calculated
stopping powers for 11 Gammex tissue substitute materials. Using these
optimize values and the Bragg additivity rule yields 〈 〉Iw =73.9 eV
which is in close agreement with the value 〈 〉Iw =73.2 eV we deduce for
an unbiased calculated data set based on 32 materials.

The energy dependence of the RSPs relative to their RSP value at
149MeV is plotted for five materials in Fig. 5 both for RSPs predicted
from the Bethe-Bloch formula and the materials composition and for
experimental RSPs. The figure shows that within the uncertainties the
predicted curves and the experimental data agree and in all cases the
predicted upward or downward trend with decreasing energy is con-
sistent with the experimental values. The energy dependence of the
RSPs is smaller than 0.5% and can be neglected in the current clinical
practice where uncertainties due to translation of single energy CT in-
formation to stopping powers are larger than 1% [40]. However, in the
development of high accuracy RSP prediction using dual energy CT
[4–10] and/or proton radiography or proton CT [41] the accuracy of
the RSP estimation may reach the subpercent level and then the energy
dependence should be accounted for.

3.4. Comparison with other experimental setups

Different methods to measure relative stopping powers have been
presented in literature. Schaffner and Pedroni [2] measured depth dose
profiles using range shifter plates to degrade the proton beam energy.
The water equivalent thickness of the range shifter plates was 2.3 mm
which limits the spacing of the Bragg curve measurements. With this
setup they expected an accuracy of the measured range shift of± 0.1
range shifter plate corresponding to an accuracy of 0.2% in the RSP
measurement for 10 cm thick tissue samples. For samples with a
thickness of 2 cm this accuracy would amount to about 1%. Witt et al.
[42] have employed the PTW Peakfinder (PTW, Freiburg, Germany) for

residual range measurements with a specified uncertainty in the re-
sidual range measurement of 50 µm. For 7 cm thick samples they esti-
mated the uncertainty in the measured RSP to be< 0.3%. Jäkel et al.
[43] and Hünemohr et al. [10] have used a slightly different design of
the PTW Peakfinder and reported an accuracy in the measured relative
water equivalent shifts of Bragg peak positions for samples between 1
and 3.5%. Recently, Möhler et al. [44] presented a RSP measurement
method with 0.1% or better accuracy for 1.78 cm thick biological ma-
terials in a 3D printed container with equal sized sample compartments.
This method uses that the container is very precisely printed and the
thicknesses of both the sample and the water and air references can be
assumed identical and cancel in the RSP calculation. In fact, the 3D
printer used in their study (Objet30 Pro) only has an accuracy of
100 µm [45], however, the precision of 3D printing centimetre sized
PMMA objects is approximately 0.2% [46] which seems the limiting
factor in the accuracy of the method. This is reflected by the fact that
for a single sample measurement (instead of averaging over 5 samples)
the accuracy would be of the order of 0.2% (√ 5 times 0.1%). This
makes the method of Möhler et al. for single sample measurements
slightly better than our method, however, in case the accuracy of our
sample thickness definition is improved by a factor of two both methods
have comparable accuracy.

The accuracy in determining relative proton stopping powers from
residual range measurements achieved with our water phantom (un-
certainty< 0.4% for samples with 2 cm water equivalent thickness) is
better or comparable to most of the other presented systems. The large
sample thicknesses (about 10 cm) used in the studies of Schaffner and
Pedroni [2] and Witt et al. [42] strongly reduce their uncertainty in the
relative stopping power measurements but have disadvantages con-
cerning energy definition and multiple coulomb scattering (see Section
4.2).

4. Conclusions

We have developed a water phantom for accurate depth dose
measurements. The uncertainty associated with the reproducibility of
the measured range in water is determined by the energy stability of the
proton beam. The instrument allows relative proton stopping powers to
be measured with accuracy better than 0.4% by measuring range dif-
ferences in water for samples with a water equivalent thickness of about
2 cm. This achieved accuracy is sufficient for experimental validation of
relative stopping powers predicted by computed tomography or Monte
Carlo simulations for particle therapy.

With the water phantom RSPs of a large set of materials were ac-
curately measured. These experimental RSPs allowed us to conclude
that using in the Bethe Bloch equation for the mean excitation energy of
water 〈 〉Iw the value from Bragg’s additivity rule (〈 〉=Iw 69 eV) or the
updated ICRU 73 value (〈 〉=Iw 78 eV) leads to an underestimate and an
overestimate, respectively, with approximately 0.7%, of the experi-
mental values. Considering the value of 〈 〉Iw as the main source of this
bias we derived an optimized value of 〈 〉=Iw 73.2 eV from our data set.

In this study we found that, in the clinically relevant energy range,
the energy dependence of RSPs is smaller than 0.5% and can be ne-
glected in the current clinical practice where uncertainties in stopping
powers are larger than 1%. However, in case of improved accuracy of
RSP estimation, with e.g. combinations of photon and proton imaging,
taking the energy dependency into account may be required.
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Table 3
Mean and standard deviation (std) of the relative
difference of the BB, BB(78), Geant4 and BB
(73.2) RSP data sets with the experimental RSPs.

Data set mean ± std
RSP (%)

BB −0.7 ± 0.7
BB(78) 0.8 ± 0.7
Geant4 0.7 ± 0.8
BB(73.2) 0.0 ± 0.7

Fig. 5. Ratios of relative stopping powers at energy E and at energy 149MeV.
Lines and small symbols depict these ratios on basis of the approximate Bethe-
Bloch formula and the composition of the materials and the large symbols with
error bars reflect the measured ratios. The five materials in the figure are nr. 6,
8, 14, 19 and 23 in Tables 1 and 2.
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