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4C O M PA R I S O N O F B R A I N C O N N E C T I V I T Y
N E T W O R K S U S I N G L O C A L S T R U C T U R E A N A LY S I S

abstract

Object: In this study, we introduce a quantitative method for comparing
brain connectivity, which accounts for the connectivity, spatial charac-
ter and local structure simultaneously. Methods: In our approach, we
�rst detect the local structure, in terms of functional units, of EEG co-
herence networks. The EEG coherence networks are then compared
by employing the earth mover’s distance (EMD) which calculates the
cost of transforming the distribution of functional units in one network
into another one. In this work, �rst a toy example is provided to as-
sess its performance with an existing method, and then an application
example with real EEG data is provided to evaluate the variability of
brain connectivity for older and younger participants. Results: The pro-
posed method has a better performance compared with the existing one-
to-one matching method. The variability between EEG coherence net-
works obtained from di�erent participants is assessed, and the results
show that there is a higher variability for older participants compared
to the younger participants. Conclusion: We proposed a simple quanti-
tative method for comparing brain connectivity data. Signi�cance: The
proposed method has the potential to be used in comparisons of brain
connectivity which are not limited to EEG coherence networks.

4.1 introduction

Nowadays, many neuroimaging techniques are able to measure brain ac-
tivity, such as functional magnetic resonance imaging (fMRI), positron
emission tomography (PET), electroencephalography (EEG), or magneto-
encephalography (MEG). Brain connectivity datasets derived from
these neuroimaging techniques are usually represented as networks
in which nodes represent brain regions and links represent anatomical
tracts or functional associations [107]. Of particular interest is the com-
parison of brain networks, which is useful for exploring connectivity
relationships in individual subjects, or between groups of subjects under
di�erent conditions or with di�erent characteristics such as patients
and controls. Quantitative comparisons of brain networks between
participant populations allow researchers to study how much partici-
pants di�er from others. This comparison can be further used to reveal
presumed connectivity abnormalities in neurological and psychiatric
disorders.
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comparison of brain connectivity networks

Networks, often referred to as graphs in the mathematics literature,
are widely used to model complex objects and their relations. In this
study, we use the terms network and graph interchangeably. In graph
theory, researchers have developed methods to characterize graph prop-
erties [107]. These methods are either based on local vertex and edge
properties, such as degree and strength, or based on global features
of the graph, such as density and modularity [15, 23]. However, such
methods are not su�cient to compare brain networks. For example, two
graphs with connections between di�erent brain regions can have iden-
tical topological properties. In the context of brain networks, informa-
tion about the absolute and relative spatial location of the vertices (here:
electrodes) is a crucial factor for the analysis of brain connectivity. An-
other way of comparing graphs is based on graph matching, which is a
method to �nd a correspondence between the nodes of di�erent graphs
(graph isomorphism) based on the attributes of nodes and edges. Gener-
ally, this problem can be cast as a quadratic assignment problem. How-
ever, such graph matching approaches are very challenging since they
are NP-hard. Thus, approximate methods are used to �nd suboptimal
solutions to compare corresponding networks, for example, using the
features that describe or summarize the original networks.

In this chapter, we introduce an approach for comparing brain func-
tional networks using their local structure, and we focus on the analysis
of EEG coherence networks. An EEG coherence network is modelled as
a collection of vertices, representing electrodes, and a collection of links,
representing coherences between pairs of signals recorded by the cor-
responding electrodes. Among the many available brain mapping tech-
niques, the EEG method provides high-resolution temporal information
about brain activity [82].

EEG records the electrical potential of the brain from electrodes at-
tached to the scalp of a subject at multiple positions. Synchronous elec-
trical activity in brain regions is generally assumed to imply functional
integration. Many methods have been proposed to measure the syn-
chrony between pairs of brain regions, and these measures are often
closely correlated [96]. EEG coherence is one of these measures, which
is calculated between pairs of electrode signals as a function of fre-
quency [53, 86].

In this chapter, we propose an extension of the earth mover’s distance
(EMD) to compare EEG coherence networks quantitatively by the dis-
tribution of data-driven regions of interest (ROIs), called functional unit
(FU) maps. An FU of an EEG coherence network is a collection of nodes
which are spatially connected and where each pair of nodes is signi�-
cantly connected because of volume conduction e�ects; see [20, 74]. The
FUs of the network are displayed in a so-called FU map, in which the
distribution of FUs can be easily observed; see Section 4.3.1.1 for precise
de�nitions. Therefore, the spatial structure and connectivity features of
the network are well represented by the FU-map distribution. Given
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4.2 related work

two EEG coherence networks, the EMD concept is used to assess their
(dis)similarity based on their FU representations. The dissimilarity is
calculated as the total cost that is needed to turn the FU representation
of one network into that of the other one [108]. The EMD method to
measure the network dissimilarity also considers the cross-FU informa-
tion instead of using a simple one-to-one mapping among the FUs of
two coherence networks.

The performance of the proposed method is compared with an exist-
ing method using synthetic coherence networks. A case study is then
presented where the method is applied to brain networks obtained from
an oddball experiment for analyzing inter-subject variability.
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Figure 1: Example of an FU map [?] as obtained during an oddball task. Spatial groups
of similarly colored (in gray scale) cells correspond to FUs with a size of at least four,
while white cells are part of smaller FUs. Circles overlaid on the cells represent the
barycenters of the FUs and are connected by lines whose color reflects the average
coherence between all electrodes of the respective FUs (see color bar).
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Figure 4.1: Example of an FU map [18] as obtained during an oddball task. Spa-
tial groups of similarly colored (in gray scale) cells correspond to FUs
with a size of at least four, while white cells are part of smaller FUs.
Circles overlaid on the cells represent the barycenters of the FUs and
are connected by lines whose color re�ects the average coherence be-
tween all electrodes of the respective FUs (see color bar).

4.2 related work

A large number of measures has been introduced that can be used for
network comparison [107]. An individual network measure may char-
acterize one or several aspects of local and global network connectivity,
and these methods can therefore be divided into two categories [87]:
one is related to local properties, such as vertex degree, strength and
centrality; the other one is related to the global features of the graph,
such as density and modularity. However, such methods are not suitable
to compare brain networks since they ignore the spatial information; for
example, two graphs with connections between di�erent brain regions
can have identical graph properties.

Another way of comparing graphs is by graph matching, where the
problem is to �nd a correspondence between nodes of di�erent graphs
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comparison of brain connectivity networks

[21]. From the literature, two main categories can be identi�ed: exact
and inexact graph matching [79]. Exact matching aims for a graph iso-
morphism, which is characterized by the fact that the mapping between
the nodes of two graphs must be edge-preserving and, in the case of la-
belled graphs (which have labels associated with each node or edge),
the labels of the vertices and edges should also be preserved. However,
the majority of graphs in real-world applications are not isomorphic.
For this case, one has to resort to inexact or error-tolerant graph match-
ing. Among this, the most widely used methods are based on the graph
edit distance (GED), which counts the costs that are involved in trans-
forming one graph to another one [45]. Many formulations of the graph
matching problem are cast as an assignment problem. However, graph
matching is an NP-complete problem which has no known polynomial-
time solution. Therefore, some approximate methods with polynomial
time requirements are often accepted to �nd suboptimal solutions.

Inspired by image retrieval methods, feature-based graph similarity
models have been proposed to compare graphs. They �rst derive struc-
ture information described by features from the graphs, then measure
the similarity of graphs based on these features. In [85], the authors
transform the structure information into a triple of features: leadership,
bonding, and diversity. Leadership is used to measure how the edge con-
nectivity of a graph is dominated by a single vertex; bonding is used to
measure triadic closure in a graph (meaning that if among three nodes
a, b, c , the nodes a and b as well as the nodes a and c are connected,
then also b and c must be connected); and diversity is a measure based
on the number of edges that share no common end points, and hence
are disjoint. In terms of connectivity information along paths in graphs,
Wichterich et al. proposed a method where the feature representation
encodes which kinds of vertices are connected within a graph and how
frequently this coupling occurs [121]. Then, EMD is applied to calculate
the dissimilarity between graphs based on their derived features. How-
ever, no spatial information is taken into account in these methods for
comparing networks.

4.3 methods

To compare EEG coherence networks quantitatively, the data model and
corresponding FU representation are presented in the Section 4.3.1. The
dissimilarity of two coherence networks based on FU representations
and EMD is described in the Section 4.3.2. Finally, the performance of
the method is studied in the Section 4.3.3.
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4.3 methods

4.3.1 Data Model

A network or graph is denoted by G=(V,E) with a node set V =

{v1, ...,vn} and an edge set E ∈ V × V , where n = |V | is the num-
ber of nodes. For the case of an EEG coherence network, the node or
vertex set is equal to the set of electrode positions (see Figure 4.2), and
the edges represent coherence between any pair of signals recorded by
corresponding electrodes. Generally, the number and position of the
electrodes on the scalp is �xed for all subjects.

For a 2D visualization of the nodes, planar projections are used for the
3D electrode locations on the surface of the head for preserving the spa-
tial structure, and nodes are usually mapped to a top view of the head.
To determine the spatial relationships between electrodes, a Voronoi di-
agram is employed, which partitions the plane into regions of the same
nearest vertex [20]. The nodes are referred to as (Voronoi) centers, and
the region boundaries as (Voronoi) polygons. The area enclosed by a
polygon is called a (Voronoi) cell. Vertices, nodes, and electrodes are
used interchangeably in this chapter.

Figure 1: Example of a Voronoi diagram with electrode labels in the corresponding cells
(top view of the head, nose at the top). To each electrode a ’Voronoi cell’ is associated,
consisting of all points that are nearest to that electrode.

1

Figure 4.2: Example of a Voronoi diagram with electrode labels in the correspond-
ing cells (top view of the head, nose at the top). To each electrode a
‘Voronoi cell’ is associated, consisting of all points that are nearest to
that electrode.

4.3.1.1 FU Representation

Under the assumption that multiple electrodes can record the same
signal source, a spatially connected set of electrodes recording sim-
ilar signals is considered as a data-driven region of interest (ROI).
Ten Caat et al. have proposed methods to detect such ROIs, referred to
as functional units (FUs) [20]. An FU of an EEG coherence network is
a spatially connected maximal clique (a clique is a vertex set in which
any pair of vertices is connected by an edge). The FUs of a coherence
network can be detected by the maximal clique based (MCB) method.
In an EEG coherence network, a larger FU is assumed to correspond to
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comparison of brain connectivity networks

stronger source signals and is considered to be more interesting. The
FUs of the network are displayed in a so-called FU map, where the
barycenter of each FU is the average location of the vertices in this FU
(see Figure 4.1).

The FU map is used to illustrate the distribution of FUs, capturing
the topology and spatial structure of the coherence networks visually.
It partitions the whole electrode set into several FUs. Each FU is a col-
lection of connected polygons (Voronoi cells). The shape of FUs is not
regular and the number of electrodes in an FU is also not �xed since
the local connectivity is distinct for di�erent regions; for example, in
Figure 4.1 we illustrate that the number of electrodes in the FUs can be
di�erent. Di�erent FUs represent distinct regions with associated par-
ticular connectivity properties.

Given an EEG coherence networkG = (V ,E), an FU is a set of signif-
icantly connected nodes C = {v1,v2, ...,vm} ⊆ V , where m = |C | is the
number of nodes included inC . Since each electrode has a unique x- and
y-coordinate, the FU can also be represented by a collection of 2D co-
ordinates: C = {(xv1 ,yv1 ), (xv2 ,yv2 ), ..., (xvm ,yvm )}, where xvi and yvi
are the x- and y-coordinate of the i-th electrode in C , respectively. The
barycentermC of C is calculated asmC =

1
|C | (

∑
vi ∈C xvi ,

∑
vi ∈C yvi ).

The FU map F of an EEG coherence networkG is a set F = {C1,C2, ...,Cl }

of FUs, where l is the number of FUs in G.

4.3.1.2 Distance Between FUs

In FU maps, using only the barycenter of FUs to compute the distance
between FUs is not su�cient since the shape of FUs is not regular. For
example, any two FUs could have the same barycenter even though
their components are totally di�erent. Here, we de�ne the distance
f d(C1,C2) between FUs C1 and C2 as the sum of the spatial distance
D(C1,C2) and the weighted Jaccard distance J (C1,C2):

f d(C1,C2) = D(C1,C2) + λJ (C1,C2). (4.1)

Here, the spatial distance D(C1,C2) is de�ned as the 2D Euclidean dis-
tance between the barycenters of C1 and C2, and the Jaccard distance
is de�ned as one minus the cardinality of their intersection |C1 ∩ C2 |

over the cardinality of their union |C1 ∪ C2|: J (C1,C2) = 1 − |C1∩C2 |
|C1∪C2 | .

Note that this 2D Euclidean distance is normalized to the interval [0, 1]
by scaling it to the maximum possible distance MaxDist in an FU map:
D(C1,C2) =

| |mC1−mC2 | |

MaxDist . The parameter λ in Eq. (4.1) de�nes the rela-
tive importance of the overlap between FUs; when λ = 0 the distance
between FUs only takes Euclidean distance into account.
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4.3 methods

4.3.2 Distance between Coherence Networks

Functional units, encoding the topology and geometry of local connec-
tivity, capture the local structure of EEG coherence networks. The FU
representation of a network describes the distribution of FUs and thus
the spatial structure of the original network. Therefore, the comparison
of coherence networks can be done in terms of their FU representations.
We here propose to de�ne the dissimilarity between two EEG coherence
networks as the earth mover’s distance (EMD) between the correspond-
ing FU representations using Eq. (4.1) as the ground distance between
FUs. For this purpose, we �rst introduce the concept of EMD, and then
model the feature signatures of EEG coherence networks used as input
for the EMD.

4.3.2.1 The Earth Mover’s Distance

The EMD has been used originally to measure the similarity of two dis-
tributions. Intuitively, one distribution can be seen as a mass of earth
properly spread in space, the other as a collection of holes in that same
space. The EMD then measures the minimum work needed to �ll the
holes with earth. Here, a unit of work corresponds to transporting a
unit of earth by a unit of ground distance.

In [108], the Earth Mover’s Distance (EMD) was used to compute the
similarity of signatures derived from images. Here a signature is a repre-
sentation {mj ,w j } of a set of clusters, where each cluster is represented
by its mean mj (the cluster center) in feature space and by the number
w j of points (pixels) in that cluster. The EMD can be computed by solv-
ing the well-known transportation problem, which is concerned with
�nding the minimum cost of transporting a single commodity from a
given number of sources to a given number of destinations [28]. The
main idea is that a destination can receive its demand from more than
one source, and a source can provide commodity for more than one
destination. An illustration of the transportation model is shown in Fig-
ure 4.3.

4.3.2.2 Coherence Network Distance

Here, we extend the EMD method to compare coherence networks with
associated FU representations which are compatible with the feature
signatures in the EMD.

Given an EEG coherence networkG = (V ,EG ), the corresponding sig-
nature can be represented as PG = {(CG

1 ,w
G
1 ), (C

G
2 ,w

G
2 ), ..., (C

G
m ,w

G
m)},

whereCG
i is the i-th FU of the EEG coherence networkG andwG

i =
|CG
i |

|V |
is the relative weight of the corresponding FUCG

i ; |CG
i | is the number of

electrodes in FU CG
i , and |V | is the number of electrodes for coherence
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Figure 1: Transportation model with 4 sources and 6 destinations. Each source or
destination is represented by a circle, and a blue circle represents a source while a
black circle represents a destination. The route between a source and a destination is
represented by an edge joining the two circles. The amount of supply available at source
i is ai, and the demand required at destination j is b j. The cost of transporting one unit
between source i and destination j is ci j.

1

Figure 4.3: Transportation model with 4 sources and 6 destinations. Each source
or destination is represented by a circle; a blue circle represents a
source while a black circle represents a destination. The route between
a source and a destination is represented by an edge joining the two
circles. The amount of supply available at source i is ai , and the de-
mand required at destination j is bj . The cost of transporting one unit
between source i and destination j is ci j .
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4.3 methods

networkG. Note that |V | is the same for every EEG coherence network
considered in this chapter since the number of electrodes is �xed.

The di�erence between two networks G1 and G2 is then de�ned as
the minimal cost for transforming the signature PG1 into the signature
PG2 where Eq. (4.1) determines the cost of transforming a unit of mass
from an FU of the �rst signature to an FU of the second signature. Lin-
ear constraints on the movement of mass describe the set of feasible
combinations of transformations. This can be formalized as the follows.
Given two signatures PG1 and PG2 and a ground distance f d(Ci ,Cj ), the
EMD between PG1 and PG2 is de�ned as the minimum over all feasible
transformations f ∈ |PG1 |× |PG2 |, where |PG1 | and |PG2 | are the number
of clusters in PG1 and PG2 , respectively, and f (i, j) is the �ow between
CG1
i and CG2

j :

EMD(PG1 , PG2 ) = min
f

{ 1
w̃

m∑
i=1

n∑
j=1

f d(CG1
i ,C

G2
j )f (i, j)

}
, (4.2)

subject to the following constraints:

f (i, j) ≥ 0 1 ≤ i ≤ m, 1 ≤ j ≤ n (4.3)

n∑
j=1

f (i, j) ≤ wG1
i 1 ≤ i ≤ m (4.4)

m∑
i=1

f (i, j) ≤ wG2
j 1 ≤ j ≤ n (4.5)

m∑
i=1

n∑
j=1

f (i, j) := w̃ =min
{ m∑
i=1

wG1
i ,

n∑
j=1

wG2
j

}
. (4.6)

Constraint 4.3 ensures that the mass of FU is only moved from PG1 to
PG2 and not vice versa. Constraints 4.4 and 4.5 ensure that no more
mass of FUs is removed from or moved to the FUs than their weights.
Constraint 4.6 ensures that in total as much mass as possible is moved.
The normalization factor w̃ (the minimum of the total weights) can be
determined before solving Eq. 4.2. The minimization problem in Eq. 4.2
can be solved by the linear programming method (linprog() function)
available in one of the MATLAB toolboxes.

4.3.3 Performance

The performance of the new method is �rst illustrated on simple syn-
thetic coherence networks. In this toy example, we generated six FU
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comparison of brain connectivity networks

maps (see Figure 4.4). Because larger FUs are more interesting as they
capture dominant features of coherence networks, we only analyze FUs
whose size is larger than four in this synthetic test set.

In the example, FUs in FU maps a,b, and c are all located at the frontal
part of the brain, which means that the frontal part shows more coher-
ent activity for these three participants. Compared to FU maps a, b and
c , the FUs of FU map e are only located left and right frontally. In con-
trast, FUs in FU map d are all located posteriorly, which means that
for FU map d the more coherent activity is located at the back of the
head. For FU map f , there are two FUs, one mid-frontally and one right-
posteriorly. In addition, FU 2 in FU map c is split into FUs 2 and 3 in FU
map b, and FU 2 of FU map b is identical to FU 1 of FU map f .

4.3.3.1 The In�uence of λ on EMD

One issue in computing the EMD is what value of λ (in Eq. (4.1))
to choose. To investigate how the choice of λ impacts the �nal earth
mover’s distance, values of λ in the range [0, 1] were considered, in steps
of 0.1, and the results of the EMD between the FU maps in Figure 4.4
are shown in Figure 4.5.

From the results it can be observed that with increasing values of λ,
which means that the Jaccard distance becomes more and more impor-
tant in computing the distance between FUs, the EMD between every
pair of FU maps is also increasing. This can be easily understood since
the Jaccard distance appearing in the right-hand-side of Eq. (4.1) is non-
negative. However, the gain in the EMDs for di�erent pairs of FU maps
is di�erent. In Figure 4.5, the top three similar pairs of FU maps are
(b, c), (a, c), (a,b), and the last seven similar pairs are (a, f ), (d, f ), (e, f ),
(d, e), (b,d), (c,d), (a,d), no matter how λ varies. This is obvious, since
D(Ci ,Cj ) and J (Ci ,Cj ) are constant for every FU pair Ci ,Cj .

However, the order of the EMD-valuesEMD(b, e),EMD(c, e),EMD(a, e),
EMD(b, f ), and EMD(c, f ) changes with increasing λ: the increase rate
of EMD(b, e), EMD(c, e), EMD(a, e) is similar while EMD(b, f ) has the
smallest increase rate. This can be understood as follows. When λ = 0,
only the Euclidean distance between the barycenters of FUs matters for
calculating the EMD between FU maps, and the most similar pair of the
�ve is (b, e), followed by (c, e), (a, e), (b, f ), and (c, f ). This is because
FUs of FU maps a, b, c and e are all located frontally while the FUs of
FU map f are located posteriorly; hence the distance between FU maps
a, b, c and e is less than that between FU maps a, b, c and f . However,
when λ = 0.4, the pair (b, f ) has the least EMD among these �ve EMDs
even though one FU of FU map f is far from the FUs of FU map b,
followed by (b, e), (c, e), (c, f ), and (a, e). This is because when λ > 0
the overlap between FUs is also taken into account. Since the overlaps
(Jaccard distances) between (b, e), (c, e) and (a, e) are larger than those
between (b, f ) and (c, f ), the gains in the corresponding EMDs for in-

66



4.3 methods

No. FUs: 1

11

(a)

No. FUs: 3

1

23

1

23

(b)
No. FUs: 2

1

2

1

2

(c)

No. FUs: 2

1
2

1
2

(d)
No. FUs: 2

1
2

1
2

(e)

No. FUs: 2

1

2

1

2

(f)

Figure 1: Six simulated FU maps a, b, c, d, e, and f . For each FU map, every FU has a
unique colour for distinguishing different FUs. The number within a circle is located at
the barycenter of the corresponding FU for reference.
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Figure 4.4: Six simulated FU maps a, b, c , d , e , and f . For each FU map, every
FU has a unique colour for distinguishing di�erent FUs. The number
within a circle is located at the barycenter of the corresponding FU for
reference.
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Figure 4.5: EMD distance between the FU maps shown in Figure 4.4 for values of
λ in the range [0, 1].

creasing λ are larger as well, since λ is simply a factor multiplying the
Jaccard distance in the formula for the EMD.

In summary, the values of λ in the range [0, 1] do in�uence the rel-
ative order of the earth mover’s distance between FU maps. How to
determine the value of λ depends on the situation. When the spatial
distance is more important, then λ can be set to a small value. In con-
trast, when we consider the overlap of FUs to be more important, then
λ should be set to a larger value.

4.3.3.2 Comparison with the Inexact Graph Matching Method

To demonstrate that the EMD distance measure produces intuitively
plausible results, we compare our results with the existing method pro-
posed by [26] which is based on inexact graph matching.

Given two graphs G1 = (V1,E1) and G2 = (V2,E2), the method can be
represented in terms of a bipartite graphG = (V ,E), in which the vertex
set V can be partitioned into two sets A = V1 and B = V2 such that no
edge in E has both endpoints in the same set. The weight of the edges
inV represents the cost of transforming one node ofA to one node of B.
A matching M ⊆ E is a collection of edges such that every vertex ofV is
incident to at most one edge of M . The method then consist of �nding
a one-to-one correspondence between nodes of the two graphs such
that they “look most similar” when the vertices are labelled according
to such a correspondence. If a vertex v has no edge of M incident to
it then v is said to be unmatched. In some cases, the dummy vertex
concept is used when two graphs have distinct numbers of vertices. An
optimal matching M∗ is the cheapest matching (lowest total cost) with
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Figure 1: Illustration of the assignment problem. There are four vertices in set A (blue
circles) , and six in B (black circles). Each node is represented by a circle. The cost
for transforming one node in set A to another in B is ci j. The red edges are an optimal
matching M∗. There are no matched nodes in A for 3 and 5 of set B.

1

Figure 4.6: Illustration of the assignment problem. There are four vertices in set
A (blue circles), and six in B (black circles). Each node is represented
by a circle. The cost for transforming one node in setA to another one
in B is ci j . The red edges are an optimal matching M∗. There are no
matched nodes in A for 3 and 5 of set B.

the minimum sum of edge weights [26]. The formulation of this problem
can be cast as an assignment problem which is illustrated in Figure 4.6.

We applied both the proposed EMD method and the inexact graph
matching method to the FU maps of Figure 4.4. We set λ = 1 in Eq. (4.1),
so that the Jaccard distance and the Euclidean distance are equally im-
portant. Tables 1 and 2 give the earth mover’s distance and dissimilar-
ity calculated by the inexact graph matching method between the FU
maps shown in Figure 4.4. Note that for both for the dissimilarity and
the EMD, the lower the values, the more similar the corresponding FU
maps are.

It can be observed from Table 1 that in the proposed method the FU
mapd is the least similar with the others. It has a high EMD compared to
the other FU maps, since the FUs of FU map d are located left and right-
posteriorly, while the FUs of the other FU maps are located frontally,
except for FU map f in which one FU is located right-posteriorly and
one is located mid-frontally. However, in the inexact graph matching
method (Table 2), FU map b is the least similar to the others since b
has three FUs while each of the remaining FU maps only has two FUs,
except for FU map a which only has one FU. This method only con-
siders one-to-one matching, which overestimates the dissimilarity be-
tween FU maps with a di�erent number of FUs, in which neighbouring
FUs are not considered if they are not matched, even though they have
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Table 1: Earth Mover’s Distance between the FU maps shown in Figure 4.4 with
λ = 1. The EMDs in ascending order are as follows: EMD(b, c), EMD(a, c),
EMD(a,b), EMD(b, f ), EMD(b, e), EMD(c, f ), EMD(c, e), EMD(a, e),
EMD(a, f ), EMD(d, f ), EMD(e, f ), EMD(d, e), EMD(b,d), EMD(c,d),
EMD(a,d).

a b c d e f
a 0 0.3369 0.3000 0.9332 0.6294 0.6483
b 0 0.1451 0.8732 0.5216 0.4033
c 0 0.8970 0.5713 0.5346
d 0 0.8584 0.6576
e 0 0.7686
f 0

some overlap or are spatially close. In contrast, for the EMD method
information across FUs is taken into account to compute the distance.

Since one-to-one matching only considers the correspondence be-
tween matched FUs and does not use across-FU information, it partially
ignores the (spatial) structure of EEG coherence networks. However, in
brain connectivity networks the location and number of nodes are �xed
for every network, so that the �nal detected FUs in distinct FU maps are
not absolutely di�erent even if they are not matched in the one-to-one
matching method. As an example, the two most similar FU maps are
(c, e) as detected by the method of Crippa et al. and (b, e) as calculated
by the EMD method. However, from Figure 4.4, FUs 2 and 3 of FU map
b when merged together exactly coincide with FU 2 of FU map c .

Table 2: Dissimilarity, proposed by [26], between the FU maps shown in Fig-
ure 4.4. The dissimilarities in ascending order are as follows: dis(c, e),
dis(c, f ), dis(d, f ), dis(a, c), dis(b, c), dis(a, f ), dis(a, e), dis(e, f ),
dis(d, e), dis(c,d), dis(a,d), dis(b, f ), dis(b, e), dis(a,b), dis(b,d).

a b c d e f
a 0 2.2449 1.2449 1.9269 1.5741 1.4327
b 0 1.2487 2.7070 1.9972 1.9679
c 0 1.8255 1.1426 1.2166
d 0 1.7168 1.2419
e 0 1.6368
f 0

Finally, compared to the assignment problem for graph matching,
solving the transportation problem has several advantages. For exam-
ple, the cost of moving “earth” re�ects the notion of nearness prop-

70



4.4 case study

erly: items from neighbouring bins now contribute similar costs, and
the EMD allows for partial matching in a very natural way. For exam-
ple, in the proposed method (a, c) is more similar than (c, e) but in the
inexact graph matching method the opposite is the case.

4.4 case study

We applied the proposed method on EEG coherence networks obtained
from 12 subjects (6 young and 6 old) performing a so-called oddball
experiment. The median age for the young participants was 29 years
(range 25-34 years), and the median age for the old participants was
63.5 years (range 55-67 years).

4.4.1 Experimental Setup

Brain responses were recorded during an auditory oddball detection
experiment, in which all participants were instructed to count target
tones. After the experiment, each participant had to report the number
of perceived target tones. For a detailed description of the experiment,
please refer to [86].

In the present study we do not consider ongoing EEG but the event-
related potential (ERP) which is an EEG recording of the brain response
to a sensory stimulus. To calculate the coherence for an ERP with L
repetitive stimuli, the EEG data can be separated into L segments of 1
second each, sampled at 256 Hz. Coherences were calculated between
pairs of electrode signals. A signi�cance threshold for the estimated co-
herence is given by [53]:

θ = 1 − p1/(L−1), (4.7)

where p is a probability value associated with a con�dence level α , such
that p = 1 − α .

Throughout this section, we use p = 0.01, and L = 13 segments. In
addition, we set λ = 1 in Eq. (4.1).

4.4.2 Experimental Results

We computed the EMD between all FU maps of Figure 4.7 to investi-
gate the inter-subject variability in three frequency bands. Results are
presented in Figure 4.8.

The results in general show that similarities between FU maps de-
crease with increasing frequency band. The EMDs between young par-
ticipants usually have smaller values across frequency bands than old
participants, which means the FU maps of young participants are more
similar than those of old participants. High EMD values usually occur
between young and old participants. The highest EMD value (0.5333)
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Figure 1: FU-maps for the young and old participants computed for three frequency
bands.

1

Figure 4.7: FU-maps for the young and old participants computed for three fre-
quency bands.

occurs between participants P6 and P8 for the frequency band [1, 3]Hz
(Figure 4.8(a)). In addition, the results show a higher inter-group vari-
ability than within-group inter-subject variability of young and old par-
ticipants across frequency bands. The inter-group variability between
FU maps also increases with increasing frequency band.

Young participants have smaller EMDs for the frequency band [4,
7]Hz than for the other two frequency bands. It also can be seen from
Figure 4.8(b) that the values of EMDs among P1, P2, P3, and P4 are small,
which means their FU maps are more similar. The smallest EMD value
(0.1454) occurs between participants P2 and P4 for the frequency band
[4, 7]Hz (Figure 4.8(b)). In addition, the inter-subject variability within
the young group for the frequency band [8, 12]Hz is higher than for the
other two frequency bands (Figure 4.8(c)). Participant P6 has the high-
est EMDs compared to other young participants across the frequency
bands.

For the old participants, EMDs between FU maps also increase with
increasing frequency. There is a lower inter-subject variability for the
frequency band [1, 3]Hz than for the other two frequency bands (Fig-
ure 4.8(a)). Participant P8 generally has higher EMD values to other old
participants across frequency bands, especially for the frequency band
[1, 3]Hz.

In general we observe more variability in measures obtained from
older than from younger participants, due to the di�erent ageing trajec-
tories people experience, i.e., some people age faster than others.
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(a) EMDs between FU maps for [1, 3]Hz (b) EMDs between FU maps for [4, 7]Hz

(c) EMDs between FU maps for [8, 12]Hz

Figure 1:

1

Figure 4.8: Inter-subject variability based on earth mover’s distance between FU
maps of Figure 4.7: (a) EMD between FU maps for [1, 3]Hz; (b) EMD
between FUmaps for [4, 7]Hz; (c) EMD between FUmaps for [8, 12]Hz.
The color of cells encodes the value of EMDs for the corresponding FU
maps. The number at the left and bottom for each triangle is the index
of the participants: 1 to 6 for young participants, and 7 to 12 for old
participants. Square A of (c) represents the inter-subject variability for
the young participants while B is for the old participants, and C is the
inter-group variability.
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4.5 conclusions and future work

The key contribution of this chapter is the introduction of a method for
comparing EEG coherence networks using local structure. It compares
EEG coherence networks using the earth mover’s distance (EMD) be-
tween their FU representations. This FU representation of a coherence
network accounts for connectivity and physical location of the vertices.
It thus captures the local spatial structure of coherence networks. The
performance of the proposed method on synthetic examples showed a
higher ability than the method of [26] which is based on inexact graph
matching. Also, our new method showed a high capacity to detect inter-
subject variability among functional brain networks obtained from a so-
called oddball experiment in which the participants performed a task
involving the recognition of target tones.

Currently, our method has a number of limitations. First, the method
is proposed as a preliminary step towards a complete quantitative com-
parison, and its real bene�ts, including the statistical signi�cance of
the network comparisons, still have to be assessed. Second, regarding
the application to brain networks, the distance between FUs was as-
sumed to be a combination of spatial (Euclidean) distance and Jaccard
distance (accounting for overlap). However, this distance does not �t
perfectly since the coherence between electrodes of the same FU is vary-
ing. Therefore, other ground distances that take the detailed connec-
tivity within an FU into account may present opportunities to further
improve the technique.

Another area for future work is to apply the method for comparison
between groups of brain connectivity graphs obtained under di�erent
stimulus conditions. The proposed method might help to assess brain
activity categorization.

Finally, our method is not limited to EEG coherence networks, but
can be extended to other functional networks where the preservation
of spatial information is important.
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