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On the new notion of Input-to-State Safety

Muhammad Zakiyullah Romdlony and Bayu Jayawardhana

Abstract— In this paper, we study robustness analysis of
systems’ safety with respect to external input (or disturbance)
signals. To this end, we introduce a new notion of input-to-state
safety (ISSf) which allows us to quantify the systems’ safety
robustness, in the same way as the application of input-to-
state stability (ISS) notion for analyzing robustness of systems’
stability. In particular, ISSf prescribes the relationship between
the evolution of state distance to the unsafe set with the initial
conditions and the bounded external input signals. Finally, we
discuss how to combine this notion with ISS for analyzing the
robustness of both systems’ stability and safety.

I. INTRODUCTION

With the advent of complex cyber-physical systems (CPS)
and industrial internet-of-thing, the safety of the integrated
cyber-physical systems has become an important design
feature that must be incorporated in all software levels [3]. In
particular, this feature must also be present in the low-level
control systems where both aspects of safety and stability
are integrated in the control design.

For the past few years, a number of control design methods
has been proposed in literature on the design of feedback
controller that can guarantee both the safety and stability,
simultaneously. To name a few, we refer interested readers
to [1], [20], [15] and [16]. In [1] and [20], the authors
proposed an optimization problem, in the form of a quadratic
programming, where both control Lyapunov and control
Barrier inequalities are formulated in the constraints. The
proposed method generalizes the well-known pointwise min-
norm control method for designing a control law using
control Lyapunov functions via an optimization problem
[13]. It has been successfully implemented in the cruise
control of autonomous vehicle as reported in [10]. Another
direct approach is pursued in [14], [16] which is based on
the direct merging of control Lyapunov function and control
Barrier function. The merging process results in a control
Lyapunov-Barrier function which can be used to stabilize
the system with guaranteed safety by using the Sontag’s
universal control law.

Despite the appealing idea in the aforementioned works
for guaranteeing stability and safety, it remains unclear on
how to analyze the robustness of the closed-loop system in
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the presence of external (disturbance) input signals. There are
many tools available for analyzing the robustness of systems’
stability, including, H∞ and L2-stability theories [17], [6], ab-
solute stability theory [8], input-to-state stability (ISS) theory
[19] and many others. However, analogous tools for systems’
safety are still minimal in literature which makes it difficult
to carry out robustness analysis to the aforementioned works
that deal with the problem of stabilization with guaranteed
safety.

The seminal work in [18], [19] on the characterization of
input-to-state stability has been one of the most important
tools in the stability analysis of nonlinear systems. It has
allowed us to study stability of interconnected systems,
to quantify systems’ robustness with respect to external
disturbances and to provide means for constructing a robustly
stabilizing control law. The use of ISS Lyapunov function is
crucial in all of these applications. In the following decade,
the concept of ISS has been used and/or generalized in
various direction with a commonality on the robustness
analysis of systems’ stability. Safety and constraint aspects
have not been considered in this framework. By considering
the complement of the set of unsafe state, one might consider
to apply recent generalization of ISS to the stability of
invariant sets as in [2]. But it may not give an insightful
detail on the influence of external disturbance signals to the
state of safety of the system. In this case, the resulting ISS
inequality will only provide us information on the effect of
external input to the systems’ trajectory with respect to the
complement set of unsafe state, but not on how far it is from
being unsafe.

In this paper, we present a preliminary work on the
adaptation of ISS inequality to the systems’ safety case. In
particular, instead of the usual ISS inequality where the state
trajectory x(t) of the system can be bounded from above by a
term that depends on initial condition and decay to zero and
another term that depends on the L∞-norm of the external
input signal u(t), we look at the following inequality

|x(t)|D ≥ α (|x(0)|D , t)−φ (‖u‖L∞ , t) (1)

where D is the set of unsafe state, |x|D denotes the distance
of x to D , the functions α and φ are strictly increasing
function in both arguments with φ as the gain function that
is dependent on input u, akin to the ISS case. As will be
discussed later in Section III, the above inequality will be
called input-to-state safety (ISSf) inequality.

Roughly speaking, this inequality can be interpreted as
follows. When there is no external input signal u, then the
state trajectory will never gets closer to D . If there is an
external input signal then it may jeopardize the systems’



safety when the input signal u is taken sufficiently large. This
interpretation serves very well with what we can expect in
real systems where external disturbance input can potentially
bring the system into the unsafe state. Xu etal. in [20]
has presented also a preliminary study on the robustness
aspect for systems’ safety where they provide an indirect
relationship between the external input norm to the admissi-
ble initial conditions such that the system remains safe. This
relationship is also captured in (1) where if the bound on
the input signal is known then the inequality (1) will make
sense only if the initial conditions are bounded away from
D by a constant that depends on the input norm.

Complement to the work of Xu etal. in [20], we adapt
the ISS framework a’la Sontag to the systems’ safety case
through the use of ISSf barrier function which implies
(1). For simplicity of presentation, we will consider the
exponential convergence case and the extension of the work
will be reported elsewhere. An application of our ISSf barrier
function has been used in [4].

This paper is organized as follows. In Section II, we briefly
recall the notion of stabilization with guaranteed safety, of
ISS and of barrier certificate. In Section III, we introduce
formally the notion of input-to-state safety and the characteri-
zation using ISSf barrier function. A small academic example
is presented in this section. In Section IV, we combine both
concepts of ISS and ISSf in order to provide a robustness
analysis tool for stability with guaranteed safety. In Section
V, we provide a numerical example of the aforementioned
results for a simple mobile robot navigation system.

II. PRELIMINARIES

Notation. Throughout this paper, we consider an affine
non-linear system described by

ẋ = f (x)+g(x)u, x(0) = x0, (2)

where x(t) ∈Rn denotes a state vector, u(t) ∈Rm denote an
(external) input or disturbance to the system. The functions
f (x) and g(x) are C 1 where the space C 1(Rl ,Rm) consists
of all continuously differentiable functions F : Rl → Rm.

For a given signal x : R+→ Rn, its Lp norm is given by
‖x‖Lp := (

∫
∞

0 ‖x(t)‖pdt)1/p for p = [1,∞) and its L∞ norm is
defined by ‖x‖L∞ := (ess) supt(‖x(t)‖). For a given bounded
set M ⊂X ⊂Rn, we define the distance of a point ξ ∈Rn

with respect to M by |ξ |M := mina∈M ‖ξ −a‖ where ‖ · ‖
is a metric norm. We define an open ball centered at a point
a ∈ Rn with radius r > 0 by Br(a) := {ξ ∈ Rn|‖ξ −a‖< r}
and its closure is denoted by Br(a).

We define the class of continuous strictly increasing func-
tions α : R+ → R+ by P and denote by K all functions
α ∈P which satisfy α(0) = 0. Moreover K∞ denotes all
functions α ∈K which satisfy α(r)→∞ as r→∞. By K L
we denote all functions β :R+×R+→R+ such that β (·, t)∈
K for a fixed t ≥ 0 and and β (s, ·) is strictly decreasing and
converging to zero for a fixed s ≥ 0. Correspondingly, we
also denote by K K all functions γ : R+×R+→ R+ such
that γ(·, t) ∈K for a fixed t ≥ 0 and similarly, γ(s, ·) ∈K
for a fixed s≥ 0.

Let X0 ⊂ Rn be the set of initial conditions and let an
open and bounded set D ⊂ Rn be the set of unsafe states,
where we assume that D ∩X0 = /0. Since we consider also a
stabilization problem of the origin, we assume that 0 ∈X0.
For a given set D ⊂ Rn, we denote the boundary of D by
∂D and the closure of D by D .

Following definition in [16], the (autonomous) system (2)
with u = 0 is called safe if for all x0 ∈ X0 and for all
t ∈ R+, x(t) /∈ D . Additionally, (2) with u = 0 is called
(asymptotically) stable with guaranteed safety if it is both
(asymptotically) stable and safe. Based on these notions,
the problem of stabilization with guaranteed safety has been
investigated in [16] where the control problem is to design
a feedback law u = k(x) such that the closed loop system is
safe and asymptotically stable, i.e. for all x0 ∈X0, we have
that x(t) /∈ D for all t and lim

t→∞
‖x(t)‖= 0. Moreover, when

X0 = Rn \D the problem is called the global stabilization
with guaranteed safety.

As discussed briefly in the Introduction, analyzing the ro-
bustness of systems stability in the presence of an (external)
input signal can be done using the input-to-state stability
(ISS) framework [18], [19]. Let us briefly recall the ISS
concept from [19].

The system (2) is called input-to-state stable if there exist
a β ∈K L and γ ∈K such that for any u∈ L∞ and x0 ∈X0,
the following inequality holds for all t:

‖x(t)‖ ≤ β (‖x0‖, t)+ γ(‖u‖L∞). (3)

In this notion, the functions β and γ in (3) describe the
decaying effect from a non-zero initial condition x0 and the
influence of a bounded input signal u to the state trajectory x,
respectively. The Lyapunov characterization of ISS systems
is provided in the following well-known theorem from [18],
[19].

Theorem 1: The system (2) is ISS if and only if there
exists a smooth V : Rn→R+, functions α1,α2,α3 ∈K∞ and
a function γ ∈K such that

α1(‖ξ‖)≤V (ξ )≤ α2(‖ξ‖) (4)

and
∂V (ξ )

∂ξ
( f (ξ )+g(ξ )v)≤−α3(‖ξ‖)+ γ(‖v‖) (5)

hold for all ξ ∈ Rn and for all v ∈ Rm.
The notion of ISS and its Lyapunov characterization as

above has been seminal in the study of nonlinear systems
robustness with respect to the uncertainties in the initial
conditions and to the external disturbance signals. For in-
stance, a well-known nonlinear small-gain theorem in [9]
is based on the use of β and γ . The study of convergence
input convergence state property as in [7] is based on the
use of ISS Lyapunov function. However, as mentioned in
the Introduction, existing results on robustness have focused
on the systems’ stability and there is not many attention on
the robustness analysis on systems’ safety.

Let us recall few main results in literature on safety
analysis. In order to verify the safety of system (2) with



respect to a given unsafe set D , a Lyapunov-like function
which is called barrier certificate has been introduced in
[12] where the safety of the system can be verified through
the satisfaction of a Lyapunov-like inequality without having
to explicitly evaluate all possible systems’ trajectories. It is
summarized in following theorem.

Theorem 2: Consider the (autonomous) system (2) with
u = 0, i.e., ẋ = f (x), with a given unsafe set D and set
of initial conditions X0. Assume that there exists a barrier
certificate B : X → R where X ⊂ Rn satisfying

B(ξ )> 0 ∀ξ ∈D (6)
B(ξ )≤ 0 ∀ξ ∈X0 (7)

∂B(ξ )
∂ξ

f (ξ )≤ 0 ∀ξ ∈X such that B(ξ ) = 0. (8)

Then the system is safe.

The proof of this theorem is based on the fact that the
evolution of B starts from a non-positive value (c.f. (7)) and
together with (8), B will never cross the zero level set, i.e.,
the state trajectory will always be safe according to (6).

Although the safety result as in Theorem 2 is formulated
only for autonomous systems, an extension to the non-
autonomous case has also been presented in [12]. For the
case where an external input u is considered, e.g., the
complete system as in (2), the safety condition (8) becomes

∂B(ξ )
∂ξ

( f (ξ )+g(ξ )v)≤ 0 ∀(ξ ,v) ∈X ×U (9)

where U ⊂Rm denotes the admissible set of input. However,
the condition (9) is a very restrictive assumption since it must
hold for all u(t) ∈ U including the case when the initial
condition x(0) is very close to D . It means that when we
start very close to the unsafe state, the system will always
remain safe for whatever type of input signals u as long as it
has values in U . In this case, we can say that such system is
very robust with respect to bounded external input signals. In
practice, we should expect a certain degree of fragility in the
system, in the sense that, if we start very close to the unsafe
state, a small external input signal can already jeopardize the
systems’ safety; a feature that is not captured in (9).

Instead of considering the inequality (9), we will consider
a less restrictive condition on B for our main results later,
where the non-increasing assumption of B as in (8) is
replaced by a strict inequality as follows

∂B(ξ )
∂ξ

f (ξ )≤−α(|x|D ) (10)

where α is a K function.
In [16], [21], the use of such barrier function B for control

design that guarantees safety has been presented. It is shown
in these works that the standard Lyapunov-based control
design can directly be extended to solving the safety problem
by replacing the Lyapunov function with the barrier one.
Interested readers are referred to [16] for control design
methods that solve the stabilization with guaranteed safety
by merging the control Lyapunov function with the control
barrier function.

III. INPUT-TO-STATE SAFETY

In this section, we will explore a new notion of input-to-
state safety as a tool to analyze the robustness of systems’
safety. In particular, we focus our study on extending existing
results on barrier certificate to the input-to-state safety frame-
work; akin to the role of Lyapunov function in the input-to-
state stability results.

Definition 1: The system (2) is called practically input-
to-state safe (pISSf) with respect to the set of unsafe state
D if there exist α,φ ∈K K and γ ∈P such that

|x(t)|D ≥ α(|x0|D , t)−φ (‖u‖L∞ , t)− γ(t) (11)

holds for all t. Furthermore, if γ = 0 then it is called input-
to-state safe (ISSf).

There are implicit assumptions on α,φ and γ which will
be evident later in this section.

Note that in this definition, we implicitly assume that the
system (2) can be brought to unsafe state if the L∞-norm of
u is sufficiently large such that the RHS of (11) is negative.
Hence one can quantify the robustness of the system’s safety
with respect to an external input signal using this notion of
input-to-state safety.

For instance, if the initial condition x0 is in the neighbor-
hood of the boundary of unsafe state D then (11) shows that
a small external input signal u can steer the state trajectory
to enter D ; even when the autonomous case is safe. Since
the first element on the RHS of (11) is a K K function, it
implies that the distance between x(t) and D grows. As the
distance increases with time, (11) means that the system can
withstand larger input signal.

Another possible application of the input-to-state safety
inequality (11) is as follows. If u is considered to be a
disturbance signal with known magnitude, e.g., ‖u‖L∞ ≤ κ

with κ > 0, then (11) provides us with information on the
admissible x0 such that the RHS of (11) remains positive so
that the system under such external disturbance will remain
safe.

In view of this remark, we implicitly assume following
conditions on α,φ and γ for the pISSf inequality (11) is
well-posed

(I) For every ε > 0 there exists δ > 0 such that
α(δ , t)−φ(ε, t)− γ(t)≥ 0 for all t.

Assumption (I) ensures that for any given bounded input sig-
nal u there always exists an admissible initial condition in the
pISSf inequality (11). This can have another interpretation
as follows. For any given initial x(0) there is an upper bound
on the allowable bounded input u to guarantee the systems’
safety.

In the rest of this paper, we will consider a particular case
of exponential rate for α,φ and γ where in this case (11)
becomes

|x(t)|D ≥ k1eλ1t |x0|D − k2eλ2t‖u‖L∞ − k3eλ3t (12)

where k1,k2,k3,λ1,λ2,λ3 > 0. In order to satisfy (I), it is
implicitly assumed that λ1 ≥max{λ2,λ3}.



|x(t)|D

(k1|x0|D − k2‖u‖L∞)eλ1t

k1e
λ1t|x0|D

|x0|D

k1|x0|D − k2‖u‖L∞

k1|x0|D

time

magnitude

Fig. 1. An illustration of the ISSf-inequality (11) for the exponential rate
case as presented in Proposition (1) with κ = 0. The dotted-line describes
the lower-bound of distance to unsafe set that is due to the initial conditions
(e.g., the first term on RHS of (11)) while the dashed-line shows the
influence of the bounded external input in decreasing this lower-bound. The
solid-line shows a possible time evolution of the distance to the unsafe set
following (11). If the dashed-line crosses the zero line then the system may
enter the unsafe set.

Figure 1 shows an illustration of the ISSf-inequality with
an exponential rate as in (12) and k3 = 0, i.e., the case
of input-to-state safe. In this figure, the evolution of state
distance to the unsafe set is always lower-bounded by
k1eλ1t |x0|D −k2eλ2‖u‖L∞ . When the lower bound crosses the
zero line (for instance, if the input is sufficiently large or the
initial distance to the unsafe set is very small) then safety of
the system is no longer guaranteed for such input and initial
state setting.

In the following proposition, we show a barrier function
characterization that gives rise to the input-to-state safety
inequality (12).

Proposition 1: Consider the nonlinear system in (2) that
is forward complete and let the set of unsafe state be given
by a compact set D ⊂ Rn. Suppose that there exist an ISSf
barrier function B : Rn→ R satisfying

−c1|ξ |pD −κ ≤ B(ξ )≤−c2|ξ |pD (13)
∂B(ξ )

∂ξ
( f (ξ )+g(ξ )v)≤−c3|ξ |pD + c4‖v‖q (14)

where ci > 0, i = 1,2,3,4 and κ ≥ 0. Then the system
is practically input-to-state safe w.r.t. D where α(s, t) =
c2
c1

e
c3
c1

tsp, φ(s, t) = c4
c3

e
c3
c1

tsq and γ(t) = κ

c1
e

c3
c1

t .

Proof : Let x(t) be the solution of (2). Evaluating the time
derivative of B(x(t)) along the trajectory of x, it follows from
(13) and (14) that

Ḃ(x)≤ c3

c1
B(x)+

κc3

c1
+ c4‖u‖q.

By the standard application of comparison lemma, the above
differential inequality implies immediately that

B(x(t))≤ e
c3
c1

tB(x(0))

+
∫ t

0
e

c3
c1
(t−τ)

(
κc3

c1
+ c4‖u(τ)‖q

)
dτ.

x

B(x)

D

−c2|x|2D −c2|x|2D−c1|x|2D − κ −c1|x|2D − κ

−κ

0

Fig. 2. An illustration of a practical ISSf barrier function which takes the
form of a quadratic function, e.g., B(x) = −(x− x∗)T P(x− x∗)+ c where
P is a positive definite matrix, x∗ is the centroid of the unsafe set D and
c is a constant that is chosen such that the zero level of B is equal to the
boundary of D . The solid red-line is the plot of B and the dashed-line shows
the possible lower and upper bound of B using the set distance function |x|D
and a bias constant κ > 0 as used in Proposition (1), c.f., (13).

Following a routine computation on the RHS of this inequal-
ity, we get

B(x(t))≤ e
c3
c1

tB(x(0))

+

(
κc3

c1
+ c4‖u‖q

L∞

)∫ t

0
e

c3
c1
(t−τ)dτ

= e
c3
c1

tB(x(0))+
(

κ +
c4c1

c3
‖u‖q

L∞

)(
e

c3
c1

t −1
)

By using the lower bound of B(x(t)) in (13) into the above
inequality, it is easy to see that

−c1|x(t)|pD −κ ≤ e
c3
c1

tB(x(0))

+

(
κ +

c4c1

c3
‖u‖q

L∞

)(
e

c3
c1

t −1
)

⇒−c1|x(t)|pD ≤−c2e
c3
c1

t |x(0)|pD
+

c4c1

c3
‖u‖q

L∞

(
e

c3
c1

t −1
)
+κe

c3
c1

t

⇒ |x(t)|pD ≥
c2

c1
e

c3
c1

t |x(0)|pD −
c4

c3
‖u‖q

L∞(e
c3
c1

t −1)

− κ

c1
e

c3
c1

t

≥ c2

c1
e

c3
c1

t |x(0)|pD −
c4

c3
‖u‖q

L∞e
c3
c1

t − κ

c1
e

c3
c1

t
.

�

As shown in Proposition (1), a practical input-to-state
safety can be shown if there exists B such that the inequalities
(13) and (14) holds. When κ = 0 then (13) & (14) ⇒ the
system (2) is input-to-state safe. In the following, we define
the function B satisfying (13) and (14) as pISSf barrier
function. Moreover, if κ = 0 then it is called ISSf barrier
function.

The constant κ is introduced in (13) to accomodate a
polynomial function B of x as typically considered in the



x
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Fig. 3. The plot of an ISSf barrier function B(x) =−c|x|2D with c > 0.

construction of a barrier certificate via sum-of-squares pro-
gramming (for the safety analysis of an autonomous system).
The gradient of such function B on the boundary of D may
be non-zero. For example, in Figure 2, the red-line depicts
a quadratic function B that has values larger than zero in
the unsafe set D and is less than zero otherwise. Since the
gradient of B on ∂D is non-zero, it cannot be lower bounded
only by using −c1|x|D whose gradient on ∂D is equal to
zero. In this case, by taking an arbitrary small κ > 0, we can
find a sufficiently large c1 > 0 such that the lower bound
in (13) holds. Note that an arbitrary large c1 will give us a
conservative estimate in the growth of the bound in the ISSf
inequality.

An example of an ISSf barrier function that satisfies (13)
with κ = 0 is shown in Figure (3). In this figure, the ISSf
barrier function is constructed directly using the set distance
function |x|D .

One can observe that in the standard barrier certificate
result as given in Theorem 2, the condition (8) is imposed
so that the barrier certificate B is non-increasing along the
trajectory of x(t) which is similar to the Lyapunov stability
analysis. However, we cannot use such B as an ISSf barrier
function for the non-autonomous system (2). If we consider a
barrier certificate B which satisfies (10) instead, then we may
be able to use it as a candidate for an ISSf barrier function.

Corollary 1: Consider a forward complete system (2) with
bounded g and let the set of unsafe state be given by a
compact set D ⊂ Rn. Suppose that there exists a barrier
certificate B : Rn→ R such that

−c1|ξ |pD −κ ≤ B(ξ )≤−c2|ξ |pD (15)
∂B(ξ )

∂ξ
f (ξ )≤−c3|ξ |pD (16)∥∥∥∥∂B(ξ )

∂ξ

∥∥∥∥≤ c4‖ξ‖q (17)

where ci > 0, i = 1,2,3,4 and κ ≥ 0. Then the system is
practically input-to-state safe w.r.t. D with an exponential
rate.

The proof of this corollary is straightforward and is
therefore omitted.

Similar to this corollary, one can also easily show that if
the system admits a control barrier function B with the strict
version of the Artstein’s like condition, e.g.,

∂B(ξ )
∂ξ

f (ξ )≤−c|ξ |pD ∀ξ s.t. LgB(ξ ) = 0,

then we may use B to design a control law (for instance, via
the Sontag’s universal control law) such that the closed-loop
system is pISSf or ISSf which depends on (13).

IV. INPUT-TO-STATE STABILITY WITH GUARANTEED
SAFETY

Equip with the result on input-to-state safety from the
previous section, we can now combine the notion of input-
to-state stability and that of input-to-state safety that allows
us to study the robustness of a stable and safe system with
respect to external input u.

Definition 2: System (2) is called ISS with guaranteed
safety (ISS-GS) with respect to D if it is both input-to-state
stable and input-to-state safe with respect to D .

Since ISS is a global property, combining both notions of
ISS and ISSf can be counteractive. For instance, consider
again the exponential rate case for both ISS and ISSf. The
ISS notion implies that the state trajectories will converge to
a ball close to the origin where the ball size is determined
by the input. Since the distance between the origin and D is
finite, it follows then that the evolution of distance to D will
also converge to a finite value which contradicts the ISSf
inequality in (12). Thus, one needs to either impose ISSf
only locally or to allow the K K functions α,φ and γ in
(11) to have a bounded range or saturation.

It is trivial to show that if there exist both a quadratic
ISS Lyapunov function V satisfying (4)–(5) and an ISSf
barrier function B satisfying (13)–(14) locally on Ξ ⊂ Rn

with κ = 0 and D ⊂Ξ then the system is input-to-state stable
with guaranteed safety. Instead of considering two separate
functions V and B as suggested before, we can also consider
combining the ISS Lyapunov inequality (5) and ISSf barrier
inequality (14) as given in the following proposition.

Proposition 2: Suppose that there exists W : Rn→ R and
D ⊂ Ξ⊂ Rn such that

c1‖ξ‖p ≤W (ξ )≤ c2‖ξ‖p ∀ξ ∈ Rn (18)
−c3|ξ |pD −κ ≤W (ξ )≤−c4|ξ |pD ∀ξ ∈ Ξ (19)
∂B(ξ )

∂ξ
( f (ξ )+g(ξ )v)≤−c5‖ξ‖p− c6χΞ(ξ )|ξ |pD + c7‖v‖q

(20)

where χΞ is an indicator function for Ξ, the constants ci >
0, i = 1,2, .. and κ > 0. Then it is ISS with guaranteed
safety with respect to D .

Proof : It is trivial to check that W (x) qualifies as an ISS
Lyapunov function satisfying (4)–(5) and as an ISSf barrier
function satisfying (13)–(14) locally in X . Indeed, from
(20), we have that

Ẇ (x(t))≤−c5‖x(t)‖p + c7‖u(t)‖q.



Using a standard result from ISS and using (18), it follows
immediately that

‖x(t)‖p ≤ c2

c1
e−

c5
c1

t‖x0‖p +
c7

c5
‖u‖q

L∞

which shows the robustness of systems’ stability. On the
other hand, from (20), it follows that in Ξ

Ẇ (x(t))≤−c6‖x(t)‖p
D + c7‖u(t)‖q.

Hence, as shown before, together with (19) it implies that

|x(t)|pD ≥
c4

c3
e

c6
c3

t |x(0)|pD −
c7

c6
‖u‖q

L∞e
c6
c3

t − κ

c3
e

c6
c3

t

holds for all x(t) ∈ Ξ, i.e., it is safe. �

V. SIMULATION RESULT ON MOBILE ROBOT NAVIGATION

In these section, we consider an example of a simple
mobile robot navigation described by the following equations

ẋ1 = v1 +u1

ẋ2 = v2 +u2 (21)

where x = [x1,x2]
T is the position in a 2D plane, v = [v1,v2]

T

is its velocity which is used as a feedback control input, and
u = [u1,u2]

T ∈ L∞ is external disturbance signal.

Example 1: (Input-to-state safety). Consider system (21)
with a given unsafe set D := {x ∈R2|(x1−4)2+(x2−6)2 <
4}. We can construct an ISSf barrier function B(x) =−(x1−
4)2−(x2−6)2+4. Consider a gradient-based control law for
(21) using B(x), i.e., [ v1

v2 ] =−∇xB(x) =− ∂ T B
∂x .

It can be checked that this ISSf barrier function B fulfills
all hypotheses in Proposition 1. In this example, the function
B(x) can be lower-bounded by −c1|x|2D − κ , with c1 =
1.2,κ = 0.1 and can be upper-bounded by −c2|x|2D , with
c2 = 0.8. Thus it satisfies (13). It remains for us to check
whether (14) holds. A routine computation shows that

Ḃ =
∂B
∂x

(−∂ T B
∂x

+u) (22)

≤−
∥∥∥∥∂B

∂x

∥∥∥∥2

+

∥∥∥∥∂B
∂x

∥∥∥∥‖u‖ (23)

≤−c3|x|2D + c4‖u‖2. (24)

with c3 = 2, and c4 = 0.5 which satisfies (14).
Figure 4 shows the time plots of ‖x(t)‖ and |x(t)|2D started

from an initial condition x0 = (2,2). The infinity norm of
disturbance u(t) is given by ‖u‖L∞ = 2.5112. The dashed
curve shows c2

c1
e

c3
c1

t |x0|2D − c4
c3
‖u‖2

L∞e
c3
c1

t − κ

c1
e

c3
c1

t , which is
the lower-bound of |x(t)|2D such that the safety of (21) still
preserved in the presence of disturbance.

Example 2: (Input-to-state stability with guaranteed
safety)

Let us consider the same system (21) and the same unsafe
set as in Example 1. We consider a disturbance signal u
whose norm is given by ‖u‖L∞ = 2.6638. In addition to
ensuring the safety of the system, we also consider now the

stabilization problem of the origin. The system (21) admits
a ISS Lyapunov function V (x) = x2

1 + x1x2 + x2
2 that can be

lower-bounded and upper-bounded by 0.5‖x‖2 and 2‖x‖2

respectively, so that (19) holds. As discussed in Proposition
2, we need to define ISSf barrier function locally in B(0)0.5
neighborhood of unsafe state D , i.e., X := D +B(0)0.5 =
{x ∈ R2|(x1 − 4)2 + (x2 − 6)2 < 9}. Since the ISSf barrier
function B(x) discussed in Example 1 is not lower-bounded
so we can not define it locally, we can construct a lower-
bounded one B̃(x) by following construction procedure in
[16] instead. The lower-bounded ISSf barrier function is
given as follows

B̃(x) = B(ω)+
∮
Γ

0.5
(

cos
(

π

δ
B(σ)

)
+1
)

∂B(σ)

∂x
dσ

∀x ∈X

where ω ∈ ∂D is any point in the boundary of D , Γ is any
path from point ω to any point φ ∈X , and δ =−B(∂X ) =
5. For x ∈ R2 \X , B̃(x) is defined as negative constant, i.e.
−δ =−5.

Following the same procedure discussed in [16] for achiev-
ing the stability and the safety of a system simultaneously, we
then merge the ISS Lyapunov function and the ISSf barrier
function into V (x)+ k1B̃(x)+ k2, with k1 = 100, k2 = −10
such that the equations (18)-(20) are satisfied.

In this example, we use also the gradient of W (x) as a
control law for (21), i.e., v =−∇xW (x) =− ∂ T W

∂x . An explicit
form of this gradient-based control law is given by

v =
{
−∇xV (x)− k1∇xB̃(x) ∀x ∈X
−∇xV (x) ∀x ∈ R2 \X .

(25)

Figure 5 shows the evolution of state x1 and x2 starting
from four different initial conditions. Under the influence of
bounded disturbance, the state trajectories converge to origin
and avoid the unsafe state. Thus the system is input-to-state
stable with guaranteed safety.

Figure 6 shows the time plots of ‖x(t)‖ and |x(t)|D started
from x0 = (5,8). From the figure we can conclude that
the system is robustly stable and safe with respect to the
disturbance u(t).

VI. CONCLUSION

In this paper, we have presented a novel notion of input-
to-state safety which can be a complementary to the well-
known input-to-state stability notion. The new notion has
allowed us to characterize the evolution of the state distance
to the set of unsafe state whose lower bound depends on the
initial condition and the external input signal. It can be used
for the robustness analysis of systems’ safety. The use of an
ISSf barrier function is also presented, which is analogous to
the use of ISS Lyapunov function for ISS. The applicability
of the new notion has been shown as well through numerical
simulation.
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of |x(t)|2D such that the safety of (21) is still preserved in the presence of
disturbance u.
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Fig. 5. State trajectories x(t) discussed in Example 2, starting from four
different initial conditions. The set of unsafe state D is shown in red area,
and the boundary of X is shown by dashed line.
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