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Sub-LET Threshold SEE Cross Section Dependency
With Ion Energy

Rubén García Alía, Cristina Bahamonde, Sytze Brandenburg, Markus Brugger, Eamonn Daly,
Véronique Ferlet-Cavrois, Rémi Gaillard, Stefan Hoeffgen, Alessandra Menicucci, Stefan Metzger, Ali Zadeh,

Michele Muschitiello, Emil Noordeh, and Giovanni Santin

Abstract—This study focuses on the ion species and energy
dependence of the heavy ion SEE cross section in the sub-LET
threshold region through a set of experimental data. In addition,
a Monte Carlo based model is introduced and applied, showing a
good agreement with the data in the several hundred MeV/n range
while evidencing large discrepancies with the measurements in the
10-30 MeV/n interval, notably for the Ne ion. Such discrepancies
are carefully analyzed and discussed.
Index Terms—FLUKA, indirect ionization, Monte Carlo

methods, nuclear reactions, single-event burnout (SEB),
single-event upset (SEU).

I. INTRODUCTION

S IMILARLY to protons and neutrons, heavy ions have long
been known capable of inducing Single Event Effects

(SEEs) through indirect energy deposition events [1]. These
events, product of nuclear reactions, are experimentally visible
in the so-called sub-Linear Energy Transfer (LET) threshold
region, in which the primary ions have LET values too low to
induce SEEs through direct ionization. In fact, as was predicted
through calculations in [2], [3] and measured in-orbit in [4], the
contribution from heavy ion induced nuclear reactions can be
dominant (by over two orders of magnitude) for an interplan-
etary environment and a radiation hardened component with
respect to the traditional, direct ionization based prediction
methods.
Quantifying the nuclear reaction contribution is therefore es-

sential in order to obtain realistic in-orbit SEE rate calculations,
notably for components hardened by design or commercial de-
vices intrinsically having a large LET threshold value. How-
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ever, provided the very broad range of ion species and energies
present in the Galactic Cosmic Rays (GCR) it is not feasible
to experimentally characterize components in the full relevant
phase space, and therefore alternative methods of estimating the
on-board failure rate need to be investigated. One of the possible
solutions is to perform calculations using Monte Carlo simula-
tions that account for the transport and interaction of the ions
through matter based on the respective physical laws. However,
the authors of [4] point out that, in the sub-LET threshold do-
main (in which indirect energy deposition events are responsible
for SEEs), simulation tools provide less accurate results than in
the above-threshold region. In particular, a very large discrep-
ancy is reported for one SRAM and a MeV/n ion in
TAMU at Texas A&M [5], for which the simulated sub-LET
threshold cross section value was roughly two orders of magni-
tude below the experimental result.
Therefore, the aim of the present study is to analyze the de-

pendency of the Single Event Upset (SEU) cross section with
the ion species and energy in the sub-LET threshold region and
evaluate the potential discrepancy between experimental data
and simulations. The analysis is first based on test results on
one component (the European Space Agency (ESA) SEUMon-
itor) in five different test facilities, and adds to previous work
by including experimental and simulated results of (i) sub-LET
threshold measurements at energies up to GeV/n and (ii) the
recently available KVI Heavy Ion (HI) facility in the University
of Groningen, the Netherlands, covering a similar energy range
as TAMU.
Simulations are performed using the Monte Carlo

code [6]–[8] and considering an IRPP-based model. In addition,
sub-LET threshold experimental results are also shown for
Single Event Burnout (SEB) in a power MOSFET. This case is
of particular relevance for hardness assurance of components
to be flown in space as (i) it involves a potentially destructive
failure and (ii) the LET threshold for the device and failure is
such that nuclear reactions could have a very strong contribu-
tion to the overall failure rate.

II. HEAVY ION MEASUREMENTS

The ESA SEUMonitor is an SRAM-based radiation detector
which has been characterized in a broad range of facilities and
can therefore be used as a so-called golden chip in order to mea-
sure the beam intensity and homogeneity in an experimental
context [9]–[12]. HI tests were performed by ESA on the SEU
Monitor in five different test facilities covering an LET range
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Fig. 1. Heavy ion test data as a function of LET.

of MeV cm mg and an energy range of
MeV/n. Details about the measurements are provided in

[13], [14]. The facilities used were RADEF, UCL, TAMU, GSI
and KVI and the set of cross section measurements as a function
of LET is shown in Fig. 1 per facility, only including data taken
at normal incidence. An LET threshold of MeV cm mg is
considered as we will later justify.
As can be seen, data points above MeV cm mg

clearly follow the same trend regardless of the test facility, as ex-
pected for processes where LET is representative of SEU prob-
ability. The region near threshold ( MeV cm mg)
exhibits an abrupt decrease with LET while showing a signifi-
cant spread among different facilities. As is shown in detail in
[14], this spread is also observed among data corresponding to
the same facility and different individual components (which
are merged here for simplification) and is therefore mainly
attributed to the spread in the sensitivity of the different com-
ponents tested. The uncertainty on the actual LET value when
the ions reach the SV might also play an important role. Due
to the very strong dependency of the cross section with LET
in this interval, small changes in these values can lead to very
large variations in the experimental cross section. Finally, in the
sub-LET threshold region ( MeV cm mg) differences
of up to three orders of magnitude can be noticed for ions with
the same (or very similar) LET values but corresponding to
different facilities and thus ions and energies. As we will show
later, the same two data sets that showed large discrepancies
for the same (or very similar) ion and energy at GSI in the
near-threshold region are fully consistent in the sub-LET
threshold range, thus strengthening the arguments linking the
observed spread amongst the data to the difference in the actual
LET threshold of individual components, and which has a
negligible impact on the sub-LET threshold results.
As has been broadly discussed in the past ([3] and references

therein), SEUs in the sub-LET threshold region are by definition
not induced through direct ionization of the incident ion, but are
rather attributed to nuclear fragments from its interactions with
the nuclei in the Sensitive Volume (SV) and its surroundings.
Therefore, LET is no longer a relevant quantity to describe the
SEU probability in this region, and the ion energy per nucleon
is used instead provided the reaction probability has a relatively
regular dependence on it. For this reason, the sub-LET threshold
experimental data considered in this work are detailed in Table I
in ascending energy per nucleon. Results are plotted in Fig. 2
also as a function of the energy per nucleon. It is to be noted

Fig. 2. Sub-threshold heavy ion test data as a function of energy per nucleon.

TABLE I
SUB-LET THRESHOLD ESA MONITOR SEU HEAVY ION DATA. MORE THAN

1000 SEUS WERE OBTAINED PER EXPERIMENTAL POINT, THEREFORE
STATISTICAL ERROR BARS ARE NOT CONSIDERED IN THE PLOTS

that, whereas the plot aims at highlighting the dependency of
the cross section with energy, the data points correspond to dif-
ferent data species as marked in the legend. Beams at KVI used
a primary beam of 30 MeV/n for Ne and 90 MeV/n for C, and
as will be shown in detail in Section VI were degraded down to
the energies reported in Table I.
As can be seen in Fig. 2, a significant cross section increase

with energy is observed in the 10-30 MeV/n range for the Ne
ion, in line with what was previously presented and discussed
in [15]. It is worth noting that data in this interval includes an
overlap between RADEF and UCL at around 10 MeV/n and
TAMU and KVI at around 25 MeV/n. In both cases, the re-
spective cross sections are fully compatible. In contrast, for the
C ion, the cross section decreases gradually between 10 and
80 MeV/n, thus exhibiting a clearly different behavior than Ne
while having similar atomic and mass numbers. Furthermore,
the cross section values in the 200-1500 MeV/n range are fairly
constant with energy at a value significantly lower than results
in the 10-30 MeV/n range for Ne, and compatible with the de-
creasing trend of the C ion. It is also worth noting that the

and data sets (not included in Fig. 1 in order to
avoid overloading the plot) correspond to two different DUTs
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which as was mentioned above showed significant discrepan-
cies in the LET threshold region, but are fully compatible in the
sub-LET threshold interval.

III. SEU MODEL CALIBRATION AND BENCHMARK

In order to further explore the energy and ion species depen-
dency in the sub-LET threshold region, we make use of the
FLUKA Monte Carlo simulation code [6]–[8] to calculate the
transport, interaction and energy deposition of the ions in the
device’s SV and its surroundings. For this purpose, we use tech-
nological information about the SRAM transistor technology in
order to define the surface sensitive to the charge collection as
that corresponding to an individual SRAM cell ( m ). As
to what regards the thickness of the SV, we consider m in
line with what has been published in studies on similar tech-
nologies [16]. As we will later quantify, the variations of this
parameter within reasonable margins do not have a significant
impact on the simulation outcome.
Once the SV is defined, we consider that the probability of in-

ducing an SEU does not directly depend on the energy deposited
in the SV but rather on the charge collected in the sensitive node.
The relationship between both can be described through the
charge collection efficiency (CCE), representing the proportion
of charge collected as a function of the path within the SRAM
cell [17]. The different CCE factors can be considered through
the definition of nested volumes with decreasing charge collec-
tion efficiencies as their distance to the sensitive drain increases
[18], [19]. In the present work however, we consider that the
probability of a certain energy deposition to lead to an SEU can
be described through the device’s heavy ion cross section as a
function of deposited energy in the range in which direct ion-
ization is the dominating effect (i.e. in the above-threshold re-
gion). This response function represents the probability that an
ion of a given LET will have a trajectory such that enough en-
ergy is collected in the sensitive node to generate the SEU, thus
effectively considering the CCE distribution represented by the
response function (i.e. in a similar way as performed in the in-
tegral rectangular parallelepiped (IRPP) analytic approach for
in-orbit SEE rate predictions [20]).
Instead of directly using the fit to the experimental SEU cross

section as the response function of the device, we use the SV in-
troduced above ( m m) together with its Back-End-
Of-Line (BEOL, m of aluminum and silicon dioxide layers
according to information provided by the SRAMmanufacturer)
to simulate the above-threshold experimental points shown in
Fig. 1. Only data up to MeV cm mg is considered, as the
behavior of the cross section above this LET is not compatible
with a saturatedWeibull function (see Fig. 1) and is therefore at-
tributed to the induction of Multiple Cell Upsets (MCUs) which
are not included in our model.We then find the best fit to the four
Weibull parameters in Eq. (1), where is the deposited energy,

is the saturation cross section, is the threshold energy
and and are the shape parameters.
The respective best-fit values are reported in Table II. Al-

though experimental cross section values are shown as a func-
tion of LET, simulations provide energy deposition distributions
as a result. These distributions are converted to LET through
the considered thickness (in this case, m). The resulting

Fig. 3. Response function that optimizes the fit of the simulated values to the
test data.

TABLE II
FIT PARAMETERS OF THE ESA SEU MONITOR RESPONSE CURVE

Weibull function that optimizes the fit between simulated and
experimental data is shown in Fig. 3 together with the two latter
values. The reason why the simulated data do not directly lie on
the response curve is that the simulated deposited energy is not
a unique value equal to the LET times the thickness but rather
follows a certain distribution which will depend on factors such
as the spread in the ion energy, fluctuations in the energy deposi-
tion, etc. Likewise, whereas LET considers the total energy loss
of the ion through ionization, the energy deposition accounts
only for the fraction of energy deposited within a certain volume

(1)

Once the heavy ion response function is calibrated, it can be
used to calculate the SEU cross section for indirect energy de-
position events by folding it with the respective energy depo-
sition distribution. An example of such a mechanism are SEUs
induced by protons, which for the technology here considered
can only be triggered through the products of their nuclear re-
actions with the SV and its surroundings. This formalism, while
analogous to that originally introduced in the SIMPA approach
[21], [22] or proposed by Barak and others [23], is based on
up-to-date nuclear interaction models and allows for a more
flexible definition of the SV dimensions and its surrounding ma-
terials.
As the ESA Monitor response to protons has been exten-

sively characterized, we use the Monte Carlo simulations of
the deposited energy distributions and the response function in-
troduced above to simulate the proton cross section as a func-
tion of energy and benchmark it against the measurements. As
is shown in Fig. 4, the model is highly successful in repro-
ducing the experimental proton data. It is important to note at
this stage that the model used, while being empirically cali-
brated to the above-threshold heavy ion data, is fully indepen-
dent of the proton data (i.e. no further parameter is adjusted to
it). Likewise, it is relevant to state that the dependence of the
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Fig. 4. Experimental and simulated ESA Monitor SEU proton cross section
data obtained at PSI and TRIUMF [25] for an SV thickness of m. The
output from the SIMPA model using the same response function and SV thick-
ness is also included.

model output on the assumed SV thickness is weak. For in-
stance, for 230 MeV protons, the simulated cross section dif-
ference between a 0.1 and m thickness is only around 10%
The model output does however strongly depend on the consid-
ered response function.
In addition, results from the SIMPA model available in the

OMERE online tool [24] are shown included in the plot for the
same HI cross section and SV thickness. As can be seen, the
SIMPA output underestimates that from and the experi-
mental data by a factor . In addition, and though not explic-
itly shown in the present work, SIMPA also fails to reproduce
the ESA Monitor SEU cross section increase in the 200 MeV
- 3 GeV energy range published in [25] and reproduced in the

model, as it only yields the proton cross section up to
an energy of 280 MeV. More generally, the SIMPA model does
not take the contribution of high-Zmaterials into account, which
can play a very strong role in the proton SEE cross section en-
ergy dependence in the several hundred MeV range [26], [27].

IV. APPLICATION TO SUB-LET THRESHOLD REGION

Applying the approach introduced above to the sub-LET
threshold region involves performing Monte Carlo simulations
that include nucleus-nucleus interactions. In , heavy ion
transport was developed and implemented in 1998 [6]. How-
ever, the increasing demand for extending the interaction
models to heavy ions resulted in the adaptation and interfacing
of the code [28] for describing nucleus-nucleus colli-
sions at accelerator and cosmic ray energies. is based
on the two component Dual Parton Model in connection with
the Glauber formalism. It is used in as nucleus-nucleus
event generator for energies above 5 GeV/n, with the evapora-
tion stage of excited residual nuclei performed in . For
energies below 5 GeV/n and above 100 MeV/n, relies
on a modified version of which is a Relativistic
QuantumMolecular Dynamic code [29]. Respective results can
be found in [30], [31]. At even lower energies ( MeV/n) a
treatment based on the Boltzmann Master Equation (BME) has
been implemented [32]. In this regime, reactions are dominated
by the fusion of the projectile and target ion, either through the
so-called complete fusion (involving full momentum transfer)
or break-up fusion, in which some part of the projectile and

Fig. 5. Simulated cross section as a function of the LET threshold for different
ions and energies per nucleon as simulated in using the model presented
in Section III.

target behaves as a spectator while the reminder fuses in a
composite system. In order to close the brief description of the
nucleus-nucleus reactions in , it is worth noting that a
model for electromagnetic dissociation of ions is implemented
since 2004 [33].
After having briefly described the ion-ion models, we apply

the simulation procedure introduced in Section III for protons
to HI in the sub-LET threshold region. The output of the cal-
culations are the event-by-event energy deposition distributions
which, if integrated as a function of the deposited energy yield
the SEU probability as a function of the threshold energy. As
shown in Fig. 3, we do not follow a pure threshold approach
(i.e. step-function response) but rather fold the differential en-
ergy deposition distribution with the calibrated response func-
tion. However, for illustration purposes, we show the results for
several of the simulated cases as the SEU cross section as a
function of the threshold LET (i.e. assuming a response func-
tion with an onset at the different LET values). The results for
three of the ions and energies considered are shown in Fig. 5,
covering an energy interval of 9.3 MeV/n - 1 GeV/n.
Reading the graph from left to right, for low LET threshold

values ( MeV cm mg) the simulated cross sections for all
ions correspond to the physical surface of the considered SV
( m ), consistent with the fact that all ions reaching the
surface deposit an energy above threshold. Between 1 and 2
MeV cm mg, there is a fall-off of several orders of magni-
tude related to the fact that the LET threshold becomes larger
than the LET of the ions and therefore only indirect energy de-
position events can lead to an SEU. Above MeV cm mg,
the respective cross sections correspond to events deriving from
nuclear reactions. In this region, it is observed that for LET
threshold values below MeV cm mg and the ions consid-
ered, the cross section is expected to decrease with increasing
ion energy. It is only in a narrow LET threshold window (

MeV cm mg) in which the 25 MeV/n ion shows a
larger cross section than the other two cases. It is worth re-
minding at this stage that, as shown in Fig. 5, the best fit of
the LET threshold to the experimental data for the ESA SEU
Monitor was MeV cm mg. Moreover, similar simulation
results showing that the cross section is not expected to increase
between 10 and 25 MeV/n are shown in [2].
The simulated cross section results using the response func-

tion described in Eq. (1) and Table II (i.e. same one as for the
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Fig. 6. Simulated SEU cross sections for Fe ions as a function of ion energy
compared to experimental results.

Fig. 7. Simulated SEU cross sections for C ions as a function of ion energy
compared to experimental results.

protons) are plotted in Figs. 6, 7 and 8 for Fe, C and Ne respec-
tively together with the experimental data. Error bars are not in-
cluded as both those associated with the measurements (count
error) and simulations (statistical uncertainty) are below 10%
and therefore significantly smaller than the differences we are
interested in analyzing. Both and CRÈMEMCwere used
as Monte Carlo simulation tools, however we first concentrate
our analysis on results from the former, which are represented
with red crossed in the plots.
As can be seen in Fig. 6, the high energy simulated Fe re-

sults ( MeV/n) are in relatively good agreement with
the data, with an underestimation of a factor . As to
what regards the C ion (Fig. 7), simulations underestimate the
measurements by a factor at 10 MeV/n with differences
gradually reducing until finding a suitable agreement for an en-
ergy of 80 MeV/n. Furthermore, in the case of Ne ( MeV/n

MeV/n, Fig. 8), the simulated results underestimate the
experimental results by a factor at 10 MeV/n and over a
factor 400 at 30 MeV/n, and fail to reproduce the strong exper-
imental cross section increase in this energy range. It is to be
underlined that a similar dependency has been previously iden-
tified for other components [15] and that a comparable under-
estimation for the 40 MeV/n Ar ion point was shown in [4] for
SRAM#3 at the TAMU facility. Several possible explanations
as to why simulations are not able to reproduce the HI exper-
imental data in this energy range are discussed in detail in the
following sections.
In addition to the simulation results presented, the

Geant4-based CRÈMEMC online tool [34] was used in an anal-
ogous way (i.e. to retrieve the energy deposition distributions
and fold them with the response function). The MRED version
employed was and at least primaries were

Fig. 8. Simulated SEU cross sections for Ne ions as a function of ion energy
compared to experimental results.

simulated for each ion using the simplified secondary electron
computation mode (recommended when the focus is on nuclear
reaction events) and enabling nuclear processes. In all cases,
a multiplicative factor of for enhancing hadronic cross
sections was automatically applied by the code. As can be no-
ticed, the simulated output for both codes is: (i) compatible in
the case of Ne (though the CRÈME MC result is factor
larger for 16 MeV/n); (ii) larger with by a factor 2-3 for
C; (iii) larger with CRÈME MC by a factor for Fe.
It is worth noting that CRÈMEMCwas also used to obtain the

expected proton SEU cross section in the 150-480 MeV range,
yielding results which were 20 - 30% lower than the respective

values shown in Fig. 4.

V. POSSIBLE SOURCES OF UNDERESTIMATION

In our attempt to determine the sources of discrepancy be-
tween simulated and experimental results, we first of all con-
centrate on the impact of the SEU model parameters on the cal-
culated cross sections. One of the simulation inputs to which
the cross section output could be sensitive to is the assumed SV
thickness. However, for protons of 230 MeV, of 10 MeV/n
and of 1 GeV/n, calculations we performed showed that
the cross section values in a thickness interval of m are
well within a factor 2, thus confirming the weak impact of this
parameter on the model output.
Moreover, when analyzing the reaction probability and frag-

ment production properties of the interactions relevant to this
study, it is worth noting that whereas the reaction cross section
in silicon for a given energy does not significantly increase with
the mass number (A) of the ion (being only several factors larger
than that of protons), the energy transferred to the fragment (and
accordingly their range) is significantly larger for higher A and
energy values [35]. Therefore, one of the possible explanations
to the underestimation is that the geometry considered does not
include elements that are still relevant in terms of fragment pro-
duction potentially reaching the SV. This first obvious element
is the air through which the ions travel before reaching the SV.
Experiments at RADEF and UCL are performed in vacuum,
however test setups at TAMU, GSI and KVI typically have a
certain thickness of air between the vacuum pipe and the De-
vice Under Test (DUT) [13]. For example, this distance corre-
sponded to 80 mm in the tests performed at KVI. In our cal-
culations however, no observable differences in the simulated
cross section for MeV/n ions were observed up to an
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air thickness of 10 cm. In contrast, a increase was cal-
culated with respect to the vacuum case for 30 mm of air and
the MeV/n ions. The analysis of the effect of fragments
generated in other elements such as degraders and the vacuum
exit window will be described in Section VI.
Likewise, the lateral size of the beam and the geometry sur-

rounding the SV can also have an impact on the results. The sim-
ulations presented here were performed with a lateral beam and
geometry size of m . Whereas smaller beam sizes re-
sult in reduced cross sections for the different ions (up to a factor

for m ) values for a surface of m are
equivalent within statistical precision to those corresponding to

m . Therefore, the size used in our simulations can
be considered as large enough to account for the effects of sec-
ondary particles reaching the SV from the sides.
As to what regards the materials surrounding the SV, only sil-

icon, aluminum and silicon dioxide were considered, according
to the BEOL information provided by the manufacturer. How-
ever, as has been previously shown [2], small tungsten elements
near the SV are capable of significantly increasing the deposited
energy through nuclear interactions, also in the case of heavy
ions. Therefore, we included a thin, 50 nm tungsten slab di-
rectly on top of the SV, which for a cell surface of m repre-
sents a tungsten volume of m , found to be representative
for several commercial SRAM components of the 180 nm tech-
nology node [36]. We found that, both for MeV/n and
GeV/n , tungsten only plays a role for LET thresholds

above MeV cm mg, and is therefore not relevant for the
ESA SEU Monitor case.
From an experimental point of view, pulse-hight measure-

ments were performed using in PIN diode under the different
test conditions evidencing that the heavy ion beams employed
did not have any visible contamination from other ion species
and energies. This is an important result as even a very small
fraction of contamination from an above-threshold ion could
have a significant impact on the sub-LET threshold measure-
ment.

VI. EFFECT OF BEAM ELEMENTS

The simulation model applied in Section IV considered the
interaction of the heavy ion beams directly with the memory
die, i.e. the only material included before the sensitive volume
was the SRAM’s BEOL ( m of Al and ). In this Section
we will evaluate the impact of fragments produced in beam line
elements such as the vacuum exit window, the air between it and
the DUT, and the degraders used to alter the beam’s energy and
LET.
Before presenting the results of this analysis, it is worth men-

tioning that the simulation approach used here differs slightly
from that introduced in Section III, in which the simulated cross
section was derived by folding the energy deposition distribu-
tion in an SV of micro-metric dimensions with the HI response
above the LET threshold. Proceeding analogously when beam
elements in the cm scale are included can be challenging from
a computational point of view, as the scoring region is orders of
magnitude smaller than the overall geometry, thus rendering the
simulation highly inefficient. For this reason, instead of scoring

the energy deposition in a comparatively very small region, the
approach we used was to score the LET of the particles on a
surface directly above the SVs and of dimensions comparable
to the full geometry considered. The resulting distribution was
found to be fully compatible with the one obtained by dividing
the energy deposition distribution by the SV depth. This fact evi-
dences that the energy deposition for the cases studied (Ne beam
between 15 and 29MeV/n) is dominated by fragments produced
outside the SV and for which the LET values do not signifi-
cantly change in the path through the volume and are therefore
representative of the energy deposition. It is to be noted that
in the case of protons or higher energy (several hundred MeV
range) heavy ions, we found the LET scoring approach sig-
nificantly underestimated the actual energy deposition distribu-
tion, evidencing that fragments and recoils produced in the ac-
tual SV played a much more important role. Therefore, in these
cases only results extracted from energy deposition distribution
scoring are considered. Moreover, the CPU efficiency of the
LET scoring approach is not only limited to the geometrical con-
sideration introduced above, but can also be further optimized
by (i) excluding the transport of the electromagnetic part (elec-
trons, positrons and photons) (ii) introducing biasing factors for
inelastic interactions, which is not an option directly available
in the customized routines we use for the event-by-event energy
deposition scoring.
The cases considered in order to quantify the analysis of the

beam elements on the SEU cross section were the following:
1) A MeV/n beam (i.e. same case as that in Sec-

tion IV but scoring LET instead of deposited energy);
2) A MeV/n beam traveling through m of

Aramica exit window and 80 mm of air and reaching the
DUT with an average energy of 29 MeV/n according to
the information provided by the facility;

3) A MeV/n beam traveling through m of
Aramica exit window, 65 mm of air and 300, 700 and

m of polyester degraders (density of g/cm ) and
another 15 mm of air, reaching the DUT with an average
energy of 25, 19 and 16 MeV/n respectively according to
the information provided by the facility.

The resulting cross section values are plotted in Fig. 9 to-
gether with those corresponding to the energy deposition ap-
proach (shown in Section IV and not considering the beam ele-
ments introduced here). As can be seen, the effect on the SEU
cross section of explicitly introducing the beam line elements
is that of increasing its value for decreasing beam energy (i.e.
increasing degrader thickness). This effect can be attributed to
(i) the generation of secondary fragments in the beam line ele-
ments and (ii) the slowing down of such fragments, resulting in
an increased LET. Therefore, it is important to note that, for the
ion and energy range considered and the sub-LET threshold re-
gion, the expected impact of the degraders is stronger due to the
fragment generation and slowing down than to the actual energy
change of the primary beam. However, the consideration of the
beam elements in the model geometry fails to explain the dis-
crepancy between simulated and experimental data, especially
at energies around 30 MeV/n.
For the C ion, the effect of the diffuser, exit window, air and

degraders was not analyzed through simulations, however it is

Authorized licensed use limited to: University of Groningen. Downloaded on October 02,2020 at 07:56:07 UTC from IEEE Xplore.  Restrictions apply. 



GARCÍA ALÍA et al.: SUB-LET THRESHOLD SEE CROSS SECTION DEPENDENCY WITH ION ENERGY 2803

Fig. 9. Simulated sub-LET threshold Ne SEU cross sections as a function of
ion energy compared to experimental results. Both a geometry including only
the BEOL of the component and full beam line geometry are considered in the
simulation.

worth noting that the following elements were present in the
beam line:
1) A 0.3 mm lead diffuser to increase the size of the beam;
2) the m Aramica exit window;
3) 3 m of air;
4) Aluminum degraders of 4.5 mm for 53 MeV/n, 6.5 mm for

33 MeV/n and 7.7 mm for 17 MeV/n.
According to the results for the Ne ion, it is reasonable to

expect that the beam elements introduced above could have a
significant impact on the simulated C ion data set, potentially
rendering it more compatible with the measured results (see
Fig. 7). However, it is also to be noted that the lowest energy
ion (10 MeV/n) corresponds to UCL and was taken in vacuum,
therefore in this case the beam elements are not expected to ac-
count for the simulation underestimation.

VII. SEB ENERGY DEPENDENCY IN POWER MOSFET

The ESA SEU Monitor is an attractive component for the
study of the energy dependency in the sub-LET threshold SEE
cross section owing to its simplicity and extended use in a broad
range of test facilities. However, the fact it has a relatively low
LET threshold ( MeV cm mg implies that first of all, the
LET region below threshold is only experimentally accessible
to a limited amount of ions and energies and secondly, the po-
tential effect of such interval will always be dominated by di-
rect ionization in an interplanetary environment. For this reason,
we have included a second component in our analysis, with the
main interest of having a much larger LET threshold and being
subject of an effect which is destructive and therefore critical
for space mission planning.
The concerned component is the SFRI130.5 Vertical Diffused

MOSFET (VDMOS) from Solid State Devices, Inc. (SSDI).
The component was initially tested at the Lawrence Berkeley
National Laboratory (LBNL) by a group from NASA [37]. The
part was biased up to V (maximum rating) and was
irradiated with 10 MeV/n argon and krypton ions. The part was
found to be immune to Single Event Gate Rupture (SEGR) but
suffered Single Event Burnout (SEB) before reaching a fluence
of ions/cm for both ion species. was incremented
in steps of 10 V and the last passing conditions were found to
be 60 V for the Ar ion ( MeV cm mg) and 40 V
for the Kr one ( MeV cm mg). These results were

Fig. 10. Heavy ion SEB data as a function of LET for the power MOSFET
biased at 45 V. All values were obtained with at least 50 events except for Fe,
for which no events were observed and corresponds to the two-sigma upper
limit.

found to be independent of , which was modified between
0 and -20 V.
In addition, measurements were performed on the same

component by a group from ESA at the KVI test facility in
Groningen, the Netherlands, as well as RADEF in Jyvaskyla,
Finland. Test results were collected for biases of 45, 60, 75
and 100 V, however our analysis concentrates on the two first
as they are the most revealing in terms of sub-LET threshold
behaviour. As we will later show, the LET threshold for such
conditions is estimated to be MeV cm mg for 60 V and

MeV cm mg for 45 V. This means that both values
are near the so-called iron knee, after which the GCR LET
spectrum decreases significantly. Therefore, SEBs deriving
from nuclear interactions can potentially have a large impact on
the in-flight failure rate, thus rendering the analysis particularly
relevant.
The SEB measurements were performed through a non-de-

structive approach in order to obtain statistically meaningful
count values for the cross section derivation. The resistance in
the drain path was set to k to avoid destructive burnout and
the transient voltage drops when SEBs occurred were measured
though a capacitor on the M input of an oscilloscope. Mea-
surements were carried out on two DUTs for each experimental
condition as a consistency check.
At both facilities (KVI and RADEF) degraders were used to

obtain a broader range of ion energies and LETs. The details of
such degraders are shown in Table III. The test results for both
biases considered are shown in Tables IV and V. The horizontal
line in the middle of the table represents the transition between
sub-LET and above-LET threshold cross sections. The former
results are ordered by energy per nucleon whereas the latter are
presented in increasing LET. Moreover, results are plotted in
Figs. 10 and 11 as a function of LET.
As was the case for the ESA Monitor results introduced in

Section II, the cross section points above the LET threshold
show a well-behaved trend regardless of the ion species and en-
ergy. Contrarily, below the threshold, LET is no longer a rele-
vant figure-of-merit to describe the SEE cross section.
In order to have a more direct insight of the energy and ion

species dependency of the SEB cross section in the sub-LET
threshold region, Figs. 12 and 13 show the corresponding values
as a function of ion energy for the 45 and 60 V bias respectively.
In the case of the first, there is a moderate increase with energy
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Fig. 11. Heavy ion SEB data as a function of LET for the power MOSFET
biased at 60 V. All values were obtained with at least 50 events except for Ar,
for which no events were observed and corresponds to the two-sigma upper
limit.

TABLE III
DEGRADER DETAILS FOR SEB TESTS AT RADEF AND KVI

TABLE IV
SEB HEAVY ION DATA FOR THE SSDI-SFRI130.5 POWER MOSFET BIASED

AT 45 V

TABLE V
SEB HEAVY ION DATA FOR THE SSDI-SFRI130.5 POWER MOSFET

BIASED AT 60 V

for the Kr ion, with the cross section augmenting a factor
between 13.5 and 26.6 MeV/n. This increase is comparable

(though weaker) than that observed for the ESA Monitor and

Fig. 12. Heavy ion SEB data in the sub-LET threshold region as a function
of energy for the power MOSFET biased at 45 V. All values were obtained
with at least 50 events except for Fe, for which no events were observed and
corresponds to the two-sigma upper limit.

Fig. 13. Heavy ion SEB data in the sub-LET threshold region as a function
of energy for the power MOSFET biased at 60 V. All values were obtained
with at least 50 events except for Ar, for which no events were observed and
corresponds to the two-sigma upper limit.

Ne ion between 16 and 29 MeV/n, also at KVI. Moreover, the
measurement with the Fe ion at an energy of 5.9 MeV/n only
provided an upper limit to the cross section, as no SEBs were
observed.
In the case of the 60 V, the cross section increase for Kr

between 18.5 and 26.6 is below a factor 2. Moreover, unlike
the case for the 45 V bias, Fe ions at RADEF were capable
of inducing SEBs, with comparable cross sections at 5.9 and
9.3 MeV/n. However, this should not be taken as a conclusive
result that the Fe sub-LET threshold cross section has a weak
dependency with energy in this range as (i) the 5.9 MeV/n has
an LET value very close to the estimated LET threshold, and
can therefore (at least partially) still be affected by direct ion-
ization from the primary beam (ii) fragments from the degrader
used to decrease the energy from 9.3 down to 5.9 MeV/n could
play a significant role on the measured cross section. In addi-
tion, the Ar measurement at 5.3 MeV/n only yielded an upper
limit to the cross section. However, it is to be noted at this point
that 60 V was the last value for which the same reference passed
the ion/cm test with the 10 MeV/n Ar beam at LBNL,
therefore it is likely that the part could also fail due to sub-LET
threshold Ar ions at a larger energy or fluence than those tested
for at KVI. Furthermore, despite the fact the Fe and Kr data do
not overlap in energy, the difference of over an order of magni-
tude between the results corresponding to each ion suggest that,
in addition to the energy dependence and as reported in [13],
the ion species also plays a very important role in the sub-LET
threshold cross section.

Authorized licensed use limited to: University of Groningen. Downloaded on October 02,2020 at 07:56:07 UTC from IEEE Xplore.  Restrictions apply. 



GARCÍA ALÍA et al.: SUB-LET THRESHOLD SEE CROSS SECTION DEPENDENCY WITH ION ENERGY 2805

VIII. CONCLUSIONS AND FUTURE WORK

From an experimental point of view, the three main conclu-
sions of the work we present here are:
(i) the confirmation through SEU and SEB measurements of

the sub-LET threshold cross section increase with energy
in the 10-30 MeV/n region for Ne and Kr ions respec-
tively, including measurements in the new HI facility at
KVI;

(ii) the observation of an opposite trend for C in the
10-80 MeV/n, with the cross section decreasing as a
function of increasing energy;

(iii) the significant decrease of the sub-LET threshold SEU
cross section between 30 and 200 MeV/n when consid-
ering the combined C and Fe results, and a relatively con-
stant behavior up to 1.5 GeV/n.

From a simulation standpoint, this work shows that Monte
Carlo simulations of the SEU cross section using a model cali-
brated to the above threshold heavy ion response is successful in
reproducing the proton and high energy ( MeV/n) HI test
data within a factor 3, but significantly underestimates the test
results in the 10-30MeV/n range for C and Ne. In the case of the
latter, the disagreement is particularly relevant, as while simula-
tions expect a relatively constant cross section in this range (or
even a decreasing one if the effect of the secondaries produced
in the degrader is explicitly considered) measurements at both
KVI and TAMU show an abrupt increase.
Different sources of discrepancy are explored related to the

parameters of the model, including the SV thickness, the ma-
terials through which the ions travel, the size of the beam and
geometry, and the impact of beam line elements. Results show
that the effect of such possible sources is limited when com-
pared to the differences between the simulated and experimental
cross section values (with the exception of the degrader impact
for Ne points near 15 MeV/n). Because Monte Carlo simulation
codes are an essential tool to estimate the contribution of the
sub-LET threshold region to the overall SEE rate, we consider it
is important to understand the source(s) of underestimation and
(if possible) correct it (them) in order to obtain realistic predic-
tions.
In addition, despite the mismatch between simulations and

experiments around 30 MeV/n, the fact that the simulated SEU
cross section for the MeV/n ion is a factor larger
when considering the actual transport and interaction of the
beam through the degrader suggests that elements of this type
should be carefully taken into account in Monte Carlo simula-
tions focused on the sub-LET threshold region. For this reason,
tests performed in vacuum and with a minimal amount of el-
ements in the trajectory of the beam are preferred for sub-LET
threshold analyses, as otherwise uncoupling the effect of the pri-
mary beam and fragment contribution can be challenging.
Moreover, with the purpose of extending the conclusions

on the impact of the ion species and energy in the sub-LET
threshold region, we intend to broaden the experimental re-
sult set to other components and SEE types. The enhanced
analysis will include components for which high-Z materials
have shown to play an important role for proton-induced SEE

cross sections [26], [36] and which are also expected to have
a significant impact in the case of heavy ions in the sub-LET
threshold region [2], [3], [15].
In parallel to the experimental line of research, efforts will be

devoted to investigate the discrepancy between measurements
and Monte Carlo based simulations, as the latter are an essential
ingredient to determine the impact of the sub-LET threshold re-
gion in a systematic manner. One of the points that will be inves-
tigated is the impact of the effective charge of the secondary ions
(typically considered as average values in Monte Carlo codes,
but actually following a distribution) on the event-by-event en-
ergy deposition distribution.
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