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Chapter 1
Introduction

The design of new (multi) functional materials is largely based on the knowledge
of the microscopic properties of these materials. These properties are largely de-
termined by the electronic structure: the electronic energy levels and associated
electronic distributions. Core spectroscopies are valuable tools for the accurate
determination of the electronic structure of atoms, molecules and solids.

In X-ray Photo-electron Spectroscopy (XPS) a high-energy, X-ray, photon is
absorbed, leading to core electron ionization. Already half a century ago, Sieg-
bahn and co-workers [1, 2] demonstrated that the core shell ionization energies
depend on the environment of the ionized atom and the technique is still one of
themost successful ones to characterize chemical compounds, for example on sur-
faces [3]. In chemistry, XPS is therefore also called Electron Spectroscopy for
Chemical Analysis (ESCA) [4]. In X-ray absorption spectroscopy (XAS) a high-
energy photon is absorbed, leading to excitation of a core electron rather than
ionization. In both types of spectroscopy, XPS and XAS, a photon is absorbed. In
contrast, Resonant Inelastic X-ray Scattering (RIXS) is a photon-in, photon-out
spectroscopy. High energy photons lose part of their energy, they are inelastically
scattered by the material. In Electron Energy Loss Spectroscopy (EELS) a mate-
rial is exposed to a beam of electrons instead of photons. Some of the electrons
undergo inelastic scattering, and the energy lost is, for example, used to ionize a
core electron. Nowadays often a combination of more than one spectroscopy is
used to characterize materials. For example, XPS and high resolution EELS have
been used to analyze thin films of a benzylic amide macrocycle on gold [5]. This
thesis focuses on core and deep valence excitation and ionization spectra by ab-
sorption of light, in particular on the analysis and prediction of XPS and XAS.

In XPS, the spectrum is obtained by irradiating the sample with a beam of
monochromatic X-rays andmeasuring the kinetic energies and number of ionized
electrons. The binding energy of an electron is the difference between the energy
of the incident X-ray and its kinetic energy. The magnitude of the binding energy
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of a core electron is largely determined by the energy needed to escape the electric
field of the nuclear charge of the atom towhich the electron is bound. Core binding
energies are therefore very specific for the element and as such XPS (or ESCA) can
be used in the analysis of the elemental composition of materials.

The binding energies do however change slightly, depending on the chemical
environment and electronic state of the atom. The chemical shift, i.e. the change
in binding energy compared to the free atom, gives detailed information about
the electronic structure in the vicinity of the atom. A simple case is the change
of the oxidation state of an atom: the binding energies of the core electrons of a
positively charged atom will be higher than those of the neutral species. This can
be explained by the different screening of the electric potential of the nucleus by
the electrons in the system. Since the positively charged species contains less elec-
trons, the screening will be lower, which results in an increased effective potential
at the core shell and hence a higher binding energy.

Such a simple screening model ignores the explicit interaction of the created
hole with the surrounding electrons. In most systems, a good description of these
effects is of great importance for a detailed understanding of the spectrum. Accu-
rate first-principles calculations can provide the important information of these
interactions and can assist in the interpretation of experimental spectra. The need
for accurate computational studies can be illustrated by an example [6]. It con-
cerns the 3s XPS of crystalline NiO and MnO. Both spectra show a secondary
peak at about 6 eV higher binding energy than the main peak. It is tempting
to assume that the secondary peaks have a common origin. However, ab initio
many-electron studies using embedded clusters revealed that in the case of NiO
both peaks are associatedwith high spin final states, which both have considerable
oxygen-to-metal charge transfer character, while in the case of MnO the contribu-
tion of charge transfer effects ismuch smaller and the secondary peak corresponds
to a lower spin final state [7, 8]. Clearly, to obtain information about the electronic
structures of transition metal oxides, XPS is a very powerful tool, especially when
combinedwith theoretical analysis. Another well known successful example is the
systematic analysis of the electronic structure of various iron-oxide films by Fe 2p
core-level and valence-band spectra [9].

In XAS, the spectrum is obtained by measuring the absorption of X-rays as a
function of wavelength. In contrast to XPS, the core electron is not ionized, but
excited. The structure in the XAS close to the absorption edge is referred to as X-
ray Absorption Near Edge Structure (XANES). The oscillatory structure at higher
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energies is referred to as Extended X-ray absorption Fine Structure (EXAFS) and
an alternative name for the lower energy structure is Near-Edge X-Ray Absorp-
tion Fine Structure (NEXAFS) [10]. This gives in general a richer spectrum than
XPS, since not only the core shell is probed, but also the valence shell electronic
structure. The interpretation of the XAS spectra may therefore be more difficult
than in XPS.

One might naively think that core excitation spectra give only information on
the excited states that are created in first instance. In reality, the spectra give also
information on states that arise in response to the initial excitation and, moreover,
on the unperturbed state that existed before the excitation. This can be nicely
illustrated by the spectroscopic analysis of low-spin to high-spin transitions in
particular iron coordination complexes, the so-called spin crossover complexes.
Spin-crossover materials are transition metal based molecular systems that can
remain for a long time in either one of two states, a low-spin and a high-spin state.
Transitions between the states can be induced by changing the pressure, by heat,
or by light. In order to spectroscopically analyse the spin crossover, use is made of
a time-resolved spectroscopic technique, in this case femtosecond X-ray Absorp-
tion Near Edge Spectroscopy (XANES). See for example the work of Bressler and
co-workers [11, 12]. The photo-ionization of an iron 1s electron by an intense hard
X-ray pulse of femtosecond duration leads to X-ray fluorescence originating from
the transition of a 3p electron to the 1s hole. The fluorescence of the sample is, with
femtosecond resolution, monitored as a function of the time after the light flash
and this gives direct information on the dynamics of the spin-crossover process.

The most accurate physical theory to describe systems on an atomic scale is
quantum mechanics. It is based on the observation that all particles (electrons,
nucleons, photons, etc.) exhibit both particle and wave properties (wave–particle
duality). A system of a number of particles may then be described by the wave
function Ψ(x, t), a function of the coordinates x of all particles and time t. The
time-dependent wave function is the solution to the equation1

ĤΨ = i
∂

∂t
Ψ, (1.1)

where Ĥ is the Hamiltonian of the system. Wemay assume that the system before
and after ionization or excitation is in a stationary state, such that the wave func-

1All equations in this thesis are in atomic units, i.e. the reduced Planck’s constant ℏ, the mass of
the electronme, the elementary charge e and Coulomb’s constant 1/(4πϵ0) are all equal to unity.
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tion may be separated into a time-dependent term and a term dependent only
on the coordinates, Ψ(x, t) = Ψ(x)f(t). This leads to the equation for the time-
independent wave function

ĤΨ(x) = EΨ(x), (1.2)

where E is the total energy of that state. Binding energies and excitation ener-
gies can be calculated by solving this equation for the initial state (before ioniza-
tion/excitation) and the final state (after ionization/excitation) and taking the dif-
ference of the total energies.

The Hamiltonian Ĥ contains all physical interactions in the system. When
describing the states of the atomic core electrons, the inclusion of the effects of
relativity in the Hamiltonian is mandatory, since relativity strongly modifies the
atomic wave function near the nucleus and introduces a substantial energy shift
into the electronic energy levels. It seems therefore natural to use the relativistic
formalism based on the Dirac equation [13] to accurately calculate the core spec-
tra [14, 15, 16, 17, 18, 19]. The four-component Dirac–Fock formalism [20, 21]
is however considerably more complicated than the quantum chemical methods
based on the non-relativistic formalism and can routinely be applied only to the
calculation of relatively small systems. To describe the core spectra of large sys-
tems one needs to employ quantum chemical methods which have computational
cost similar to the non-relativistic methods however provide accurate account of
the relativistic effects. An economic approach is to start with non-relativistic or-
bitals andwave functions and add scalar relativistic corrections (themass-velocity
and Darwin terms) by modifying the one-electron Hamiltonian, while spin-orbit
effects are included in a second step. These approximate approaches to include
relativistic effects have the important practical advantage that standard quantum
chemical program packages can be used.

In addition to relativity, electron–electron interactions also play an impor-
tant role in the core electron spectra. Especially so-called dynamical and non-
dynamical electron correlation effects complicate the theoretical treatment and
the interpretation of the spectra. Hence, the experimental spectra can be inter-
preted and modeled by theory only if both relativity and electron correlation are
accounted for. Moreover, to model the spectra, it is not sufficient to compute only
energies, also good estimates of the relative intensities are required.

The importance of many-electron theories for electronic transition processes
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in materials science has already been emphasized in a review by Adachi and Oga-
sawara [22]. A discussion using ab initio Green’s function results for the XPS
of several levels of atoms from calcium to uranium can be found in a review by
Ohno [23]. Quantum theoretical methods to compute XPS and XAS have due
to computational limitations mostly been limited to cases where the core hole is
localized on one single atom. Moore and co-workers [24, 25, 26] combined rela-
tivistic atomic many-electron calculations [27], theoretical spin-orbit sum rules
derived by Thole and Van der Laan [28, 29, 30, 31] with branching ratios ob-
served in XAS and EELS to obtain valence spin-orbit interactions in transition
metal, lanthanide and actinide materials. Bagus and co-workers carried out ab
initio quantum theoretical studies of XPS spectra of (cation) core levels in oxides
[14, 16, 32, 33, 34, 35, 36, 37] using clusters of atoms representing the bulk of
the solid. They also performed theoretical XPS surface and chemisorption stud-
ies using clusters of atoms representing the chemisorbed species and a (small)
portion of the substrate [38, 39, 40, 41, 42]. These studies use configuration in-
teraction (CI) wave functions to represent the many-electron effects, and the or-
bitals are determined in a Hartree-Fock calculation. For a recent review of the
concepts needed for the correct analysis of XPS features, see [43], where the sig-
nificance of combining theory and experiment is shown by discussions of the phys-
ical and chemical origins of the XPS features for a variety of molecular and con-
densed phase materials. Recently, Josefsson and co-workers [44, 45] presented
the results for L-edge XAS and RIXS spectra of an ab initio computational scheme
based on second order perturbation theory, RASPT2 with the orbitals obtained
from a Restricted Active Space Self Consistent Field (RASSCF) calculation. A
CI wave function was used in the semi-empirical methods based on the Ander-
son Model employed to describe XPS spectra [46, 47, 48]. It is also possible to
use Kohn–Sham DFT orbitals as a basis for the CI wave functions. Such calcula-
tions have been carried out for XAS of transition metal compounds by Ikeno et
al. [49, 50, 51]. Recently, Barysz and Syrocki [52] reported relativistic calcula-
tions to study the X-ray photoelectron spectra of noble gases, applying an infinite-
order two-component (IOTC) method for scalar relativistic effects [53], while ef-
fect of spin–orbit coupling was introduced via restricted active space interaction
(RASSI). For the deep core energies the discrepancies between the experimental
and calculated values were still found to be rather large, mainly due to quantum
electrodynamic effects.

In this thesis we develop an approach for the calculation of core spectra, which
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uses the normalized elimination of the small component (NESC) method [54].
When applied in the one-component form [55], this method enables one to treat
very large molecular systems. The one-component form is however missing the
important relativistic effect of spin–orbit coupling. Spin–orbit coupling is rein-
troduced in the formalism via the restricted active space state interaction (RASSI)
method [56], using the atomic mean-field SO integrals (AMFI) [57].

Chapter 2 of this thesis gives a detailed overview of the theory and the various
computationalmethods used to calculate initial and final states and their energies.
A high level treatment of both relativistic and electron correlation effects is real-
ized by combining the NESC method with the complete active space SCF method
(CASSCF) into many-electron wave functions. The binding/excitation energy of a
final state is however only one of the parameters used to model the spectra, the
other is the transition intensity, a measure of the height of the peaks in the spec-
trum. This is proportional to the probability that a transition can be made from
the initial state to the final state. For excitations, it is proportional to the transition
dipole moment between the initial and final state, as in other excitation spectro-
scopies. For ionizations, the intensity of the XPS spectral lines is treated within
the sudden approximation [58]. The sudden approximation is exact for infinitely
large photon energy and provides accurate relative intensities for photon energies
which are about 100–200 eV above the ionization threshold [59]. In the sudden
approximation the transition probability is related to the overlap of the final state
wave function with a ”frozen” final state wave function, i.e. the initial state wave
functionwith an electron removed from the core orbital of interest. The derivation
of the sudden approximation for CASSCF typewave functions and the algorithm to
compute overlaps between spin–orbit coupled wave functions is a very important
and time-consuming step in the development of our method for the calculation of
XPS spectra. An overview of X-ray absorption and photoelectron spectroscopy, in
particular how transition intensities are determined, is given in chapter 3.

In chapter 4 we benchmark the developed method in the calculation of the 4f
XPS of the U5+ ion. For this system, the results of accurate four-component cal-
culations are available to which the calculated binding energies and relative tran-
sition intensities are compared. We show how the final states can be interpreted
in terms of the balance between angular momentum coupling and spin–orbit cou-
pling. Also the effects of configuration interaction and orbital relaxation on the
binding energies and transition intensities is studied.

In chapter 5, we apply the method to the calculation of the 2p XAS of the
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Ti atom and the Ti+ and Ti+2 ions. The description of the dimer is of particu-
lar interest, since it involves the calculation of the core-excited states of a non-
centrosymmetric system. The consequences of the core excitation with respect to
the symmetry of the final state wave functions are explained in detail. The results
of these calculations are compared to the experimental 2p XAS of size-selected
titanium clusters [60]. The nature of the anomalous branching ratio — the devia-
tion from the statistical ratio between the intensities of the main peaks — is stud-
ied. This includes the variation of the speed of light in the calculation to enhance
relativistic effects.

The Yb 4p and 5p XPS spectra of ytterbium phosphide YbP are investigated
in chapter 6 using the developed method and compared to the experimental spec-
trum [61]. These calculations are performed in the embedded cluster approxima-
tion to describe the crystal environment. By explicitly including a shell of ligand
P atoms in the calculation, the importance of the inclusion of ligand–to–metal
charge transfer excitations in the calculations can be analyzed.





Chapter 2
Theory

2.1 Non-relativistic Theory

Any theory describing stationary quantum states in the non-relativistic limit is
based on the Schrödinger equation,

ĤΨ = EΨ. (2.1)

The Hamiltonian operator Ĥ contains information about all interactions in the
system. Usually the Born-Oppenheimer (BO) approximation is assumed, which
states that, since nuclei are a factor 103–105 heavier than electrons, the electrons
instantaneously adapt to any changes in nuclear positions. The BO electronic
Hamiltonian is

Ĥ = −
∑
i

1

2
∇2

i −
∑
µ,i

Zµ

|Rµ − ri|
+
∑
i<j

1

|ri − rj |
+
∑
µ<ν

ZµZν

|Rµ −Rν |
, (2.2)

and contains (from left to right) the electronic kinetic energy term, the electron–
nucleus, electron–electron and the nucleus–nucleus interactions. The electronic
wave functionΨ now depends not only on the electron coordinates, but also para-
metrically on the nuclear coordinates {Rµ}, which means that for every nuclear
configuration a new wave function has to be computed.

It can be shown that the expectation value of the energy for any wave function
is always higher than the lowest energyE0 of the exact solution of the Schrödinger
equation Ψ0, ⟨

Ψ
∣∣∣ Ĥ ∣∣∣Ψ⟩
⟨Ψ| Ψ⟩

> E0. (2.3)

Also, the closer the wave function is to the exact ground state wave function, the
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lower the energy expectation value is. The variational principle states that the
“best” wave function can be found by varying the wave function until the energy is
at a minimum.

2.1.1 Hartree-Fock theory

The many-body wave function must obey the Pauli principle, which states that it
must be anti-symmetric under the exchange of the coordinates of any two elec-
trons. A simple ansatz of an approximate wave function with this property can be
constructed by assuming that individual electrons are described by one-electron
wave functions ψ, called spin-orbitals. The spin-orbital occupied by electron i de-
pend on four coordinates, three spatial coordinates and one “coordinate” describ-
ing spin: ψ(ri, si). In the following we will use the shorthand notation ψ(xi). The
simplest anti-symmetric N-body wave function can then be written as a Slater
determinant,

Ψ(x1, . . . ,xN ) =
1√
N !

∣∣∣∣∣∣∣∣∣
ψ1(x1) ψ1(x2) · · · ψ1(xN )

ψ2(x1) ψ2(x2) · · · ψ2(xN )
...

...
. . .

...
ψN (x1) ψN (x2) · · · ψN (xN )

∣∣∣∣∣∣∣∣∣ , (2.4)

built from a set of N normalized and mutually orthogonal spin-orbitals ψ, with
⟨ψi| ψj⟩ = δij . Exchange of two particles is equivalent to the exchange of two
columns in the determinant and gives the original wave function with a minus
sign, which therefore obeys the Pauli principle.

Minimization of the energy expectation value with this choice of wave function
yields the general Hartree-Fock (HF) equations for the spin-orbitals

F̂ψi(x) =
∑
j

ϵijψj(x), (2.5)

where the summation runs over the ”occupied” spin-orbitals, i.e. the spin-orbitals
in the Slater determinant (Eq. 2.4) and the one-electron Fock operator F̂ is de-
fined as

F̂ = ĥ+ Ĵ − K̂. (2.6)

Here, the one-electron part of this effective one-electron Hamiltonian is denoted
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as ĥ. The Coulomb (Ĵ) and exchange (K̂) operators are defined by their action on
an arbitrary function of electron 1 as

Ĵf(x1) =
∑
i

[∫
ψ∗i (x2)ψi(x2)

r12
dx2

]
f(x1) (2.7)

K̂f(x1) =
∑
i

[∫
ψ∗i (x2)f(x2)

r12
dx2

]
ψi(x1), (2.8)

where the summations run over the occupied spin-orbitals. It can be seen that
Ĵ describes the classical Coulomb interaction with the electric field generated by
ρ =

∑
i ψ
∗
i ψi, the total electron density. The operator K̂ looks similar, except that

(in the right-hand side of Eq. 2.8) the coordinates of electron 1 and2 are exchanged
between ψi and f . This exchange interaction is a direct consequence of the anti-
symmetry of the many-electron wave function and has no classical analogue.

There is considerable freedom in the choice of spin-orbitals since any unitary
transformation of the spin-orbitals leaves the Slater determinant unchanged. There-
fore it is common to choose the spin-orbitals in such a way that the matrix of ϵij
becomes diagonal. This yields the canonical Hartree-Fock equations:

F̂ψi(x) = ϵiψi(x). (2.9)

The diagonal element ϵi is the orbital energy of ψi. The complicated many-body
Schrödinger equation is now reduced to a systemof one-electron equations, which
are coupled via the Coulomb and exchange operators. This systemhas to be solved
self-consistently, so that the solutions to the Hartree-Fock equations describe the
same (Coulomb, exchange) field as was used in the calculation. This method has
therefore been termed the Self-Consistent Field (SCF) method.

Generally, the spin-orbitals can be written as a product of a spatial part φ
(called an orbital) and a spin part,

ψk(x) = φk(r)α(s)
ψl(x) = φl(r)β(s), (2.10)

for a spin-up and spin-down electron, respectively. In closed shell molecules, the
electrons are paired with opposite spin in orbitals of the same spatial extent, i.e.
for these two paired spin-orbitals φk = φl. This property is used in Restricted
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Hartree-Fock (RHF), where the spatial part of pairs of spin-orbitals are restricted
to be the same.

In order to solve the system of equations, the orbitals are expanded in a set of
(usually) atom-centered basis functions, as

φi(r) =
∑
j

Cjiχj(r). (2.11)

Substitution into Eq. 2.9, premultiplying with χ∗k and integrating yields⟨
χk

∣∣∣∣∣∣ F̂
∣∣∣∣∣∣
∑
j

Cjiχj

⟩
=

⟨
χk

∣∣∣∣∣∣
∑
j

Cjiχj

⟩
ϵi (2.12)

∑
j

FkjCji =
∑
j

SkjCjiϵi (2.13)

FC = SCϵ (2.14)

This matrix equation is called the Roothaan-Hall equation [62, 63]. The matrix
representation of the the Fock operator F has elements Fkj =

⟨
χk

∣∣∣ F̂ ∣∣∣χj

⟩
. The

overlap matrix S has elements Skj = ⟨χk| χj⟩ equal to the overlap of basis func-
tions k and j. The vector ϵ contains all orbital energies ϵi. This equation can be
solved numerically for the coefficients and energies using matrix techniques.

2.1.2 Configuration interaction

The Hartree-Fock wave function is based on the mean field approximation. The
wave function ansatz implies that the electrons are moving in the field of the nu-
clei and the average field of the other electrons. The instantaneous reaction to the
motion of the other electrons is neglected, which is often called the neglect of elec-
tron correlation. Depending on the system, this may be a serious approximation,
leading even to qualitatively incorrect results.

The effects of electron correlation can be included, starting from the HF wave
function, by Configuration Interaction (CI). Instead of using a single Slater deter-
minant, the wave function is approximated by a linear combination of determi-
nants

Ψ = c0Ψ0 +
∑
ir

cirΨ
r
i +

∑
ijrs

cijrsΨ
rs
ij + . . . . (2.15)
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Here, the HF referenceΨ0 is complemented by a series of “excited” determinants.
The singly excited determinants Ψr

i are equal to the HF reference, but with an
electron excited from occupied orbital i to unoccupied, virtual, orbital r. Virtual
spin-orbitals are those spin-orbitals that form, together with the occupied spin-
orbitals, a complete orthonormal set. Doubly excited determinants Ψrs

ij involve
excitations from orbitals i to r and j to s.

The HF reference together with all possible (up to N-fold) excitations, con-
stitute a complete set. This means that every possible N-electron wave function
(within a certain basis set) can be written as the expansion in Eq. 2.15. This is
in particular the case for the exact ground state wave function. When all possible
excitations are taken into account, this is referred to as the Full CI limit.

For systemswithmore than a few electrons, the number of determinants grows
quickly out of hand. In practical calculations, theCI expansion is usually truncated
after e.g. all single and double excitations have been included. It may be tempting
to truncate the series after only the single excitations have been included. Bril-
louin’s theorem [64] states however that mixing singly excited determinants with
the HF determinant is equivalent to applying orbital rotations, hence no energy
lowering can occur compared to a fully optimized HF wave function. So in order
for CI to be useful, at least doubly excited determinants should be present in the
CI expansion.

Amajor problemwith such a truncatedCI expansion is however the lack of size-
extensivity, which means that the energy does not scale linearly with the number
of electrons in the system. There are several ways to truncate the CI expansion
in such a way as to keep the size-extensivity. An important one is Coupled Clus-
ter (CC) theory, where the wave function is defined as an exponential expansion,
instead of the linear expansion in CI. This allows for a truncation that is bothman-
ageable computationally and size-extensive. To use CC theory to calculate highly
excited states like those involved in core excitations is however not yet practical.

2.1.3 Multi-configurational self-consistent field methods

In Configuration Interaction, the orbitals which are used to define the Slater deter-
minants are the same as in the Hartree-Fock calculation. We can expand the for-
malism by allowing not only the CI coefficients (in Eq. 2.15) to be optimized, but
also the orbital coefficients (in Eq. 2.11). This is called the Multi-configurational
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Self-consistent field (MCSCF) method. Because of the increased freedom in the
definition of the wave function, the number of determinants in an MCSCF expan-
sion can be relatively small compared to CI.

A way to limit the number of determinants in the MCSCF expansion is to al-
low all excitations, but only in a subset of the orbitals. The orbitals are split into
three sets: the inactive orbitals are doubly occupied in all determinants, the ac-
tive orbitals (or active space) may have any occupation and the virtual orbitals
stay unoccupied in all determinants. A number of electrons (the active electrons)
are distributed over the active space in all possible ways. This is the Complete
Active Space SCF method (CASSCF).

It is possible to restrict the excitations which are included in the MCSCF ex-
pansion evenmore by splitting the active space into three spaces. The first (RAS1)
includes orbitals which are mostly doubly occupied, but may have a maximum
number of holes. The second (RAS2) is equivalent to the active space in CASSCF,
i.e. all occupations are allowed. The third space (RAS3) includes orbitals which
are mostly unoccupied, but may have a maximum number of electrons. This Re-
stricted Active Space SCF (RASSCF) method is very versatile, since the wave func-
tion expansion canbe equivalent to that of previouslymentionedmethods by choos-
ing the active space in specific ways.

In the specific case of core-excited or -ionized states, the RASSCF method is
especially useful. When the valence orbitals are put in the RAS2 space, the core
orbitals may then be chosen to belong to the RAS1 or RAS3 space. In general,
the best choice is to put the nc core orbitals in the RAS3 space and allow at most
2nc − 1 electrons in this space. This will ensure that the lowest states are those
states which have a single core-hole. A drawback is that all (up to 2nc-fold) exci-
tations from the core orbitals are included in the CI expansion and, even though
they contribute negligibly to the wave function, the number of determinants may
become too large. If that is the case, a better choice would be to put the core or-
bitals in the RAS1 space and allow up to one hole in this space. The disadvantage
is that the lowest states are states without a core-hole, which complicates the cal-
culations.

2.1.4 Multi-configurational perturbation theory

TheMCSCFmethodswere designed for those systemswhere a single-determinant
HF wave function gives a qualitatively wrong result. This is usually the case when
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there are excited configurations, with a comparable energy expectation value as
theHFground state energy, which can contribute to the ground stateMCSCFwave
function. This static electron correlation is accounted for by the MCSCFmethods,
but the remainder (i.e. dynamical electron correlation) is neglected because of
the truncation of the CI expansion. Part of the dynamical electron correlation can
be recovered by applying perturbation theory to the MCSCF wave function.

The assumptionmade in Rayleigh-Schrödinger perturbation theory is that the
exact Hamiltonian can be split into a zeroth order term and a small perturbation
with strength λ as

Ĥ = Ĥ0 + λĤ1. (2.16)

The wave function and energy are expanded in a similar way

Ψ = Ψ(0) + λΨ(1) + λ2Ψ(2) + . . . (2.17)

E = E(0) + λE(1) + λ2E(2) + . . . (2.18)

where it is assumed that the zeroth order wave functions and energies, the exact
solutions to the zeroth order Schrödinger equation,

Ĥ0Ψ
(0) = E(0)Ψ(0), (2.19)

can be computed. By solving the system of equations and collecting different pow-
ers of λ, we get, up to second order

Ĥ0

∣∣∣Ψ(0)
⟩
= E(0)

∣∣∣Ψ(0)
⟩
, (2.20)(

Ĥ0 − E(0)
) ∣∣∣Ψ(1)

⟩
=
(
E(1) − Ĥ1

) ∣∣∣Ψ(0)
⟩
, (2.21)(

Ĥ0 − E(0)
) ∣∣∣Ψ(2)

⟩
=
(
E(1) − Ĥ1

) ∣∣∣Ψ(1)
⟩
+ E(2)

∣∣∣Ψ(0)
⟩
. (2.22)

The set of eigenfunctions ofH0 (Ψ(0)
i ) form a complete orthogonal set and may be

used to expand the first order wave function as

Ψ
(1)
i =

∑
j

a
(1)
ji Ψ

(0)
j (2.23)

We derive the following expressions for the correction to the energy up to second
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order:

E(0) =
⟨
Ψ(0)

∣∣∣ Ĥ0

∣∣∣Ψ(0)
⟩
, (2.24)

E(1) =
⟨
Ψ(0)

∣∣∣ Ĥ1

∣∣∣Ψ(0)
⟩
, (2.25)

E(2) =
⟨
Ψ(0)

∣∣∣ Ĥ1

∣∣∣Ψ(1)
⟩
. (2.26)

The first order correction to the wave function is defined in terms of the expansion
coefficients as a(1)ii = 1 and for i ̸= j:

a
(1)
ji =

⟨
Ψ

(0)
j

∣∣∣ Ĥ1

∣∣∣Ψ(0)
i

⟩
E

(0)
j − E(0)

i

(2.27)

InMøller-Plesset perturbation theory, the zeroth order Hamiltonian is chosen
to be the sum of one-electron Fock operators

Ĥ0 =

N∑
i

F̂ (i) (2.28)

The ground stateHFwave function is then the reference function,Ψ(0)
0 . The ground

state energyE(0)
0 plus the first order energy correctionE(1)

0 sum up to the Hartree-
Fock energy in this case, so in order to get an improved description of electron cor-
relation, at least the second order energy correction needs to be calculated. The
first orderwave function can be expanded in terms of doubly excited determinants
(because of Brillouin’s theorem), compare Eq. 2.15, as

Ψ1 =
∑

i>j,a>b

CijabΨ
ab
ij , (2.29)

where i and j are occupied and a and b virtual spin-orbitals. The expansion coef-
ficients and the second order energy can be found following Eqs. 2.21 and 2.26
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as

Cijab = −

⟨
Ψ0

∣∣∣ Ĥ ∣∣∣Ψab
ij

⟩
ϵa + ϵb − ϵi − ϵj

(2.30)

E2 = −

∣∣∣⟨Ψ0

∣∣∣ Ĥ ∣∣∣Ψab
ij

⟩∣∣∣2
ϵa + ϵb − ϵi − ϵj

(2.31)

In CASPT2 theory, the reference wave function is chosen to be the CASSCF
wave function and the difference compared to the full CI wave function is consid-
ered a perturbation. The full CI configuration space can be decomposed into four
subspaces: the CASSCF reference (V0), the orthogonal complement to the CASSCF
reference in the same CAS space (VK), the space containing all single and double
excitations from the inactive and active space (of the reference wave function) to
the virtual space (VSD) and all higher order excitations (VX). The hamiltonian Ĥ0

is constructed in such a way that an eigenfunction is the CASSCF reference,

Ĥ0 = P̂0F̂ P̂0 + P̂K F̂ P̂K + P̂SDF̂ P̂SD + P̂X F̂ P̂X . (2.32)

The operator P̂S = (|ΨS⟩ ⟨ΨS |) is the projection operator onto subspace VS , i.e.
one of V0, VK , VSD or VX . The Fock operator (F̂ ) is defined, like HF theory (eq.
2.6), as a one-electron operator

F̂ =
∑
p,q

f̂pqÊpq, (2.33)

with Epq the spin-averaged excitation operator. The difference to the HF Fock
operator is that in general the matrix fpq is not diagonal, but has a 3 × 3 block
diagonal structure corresponding to the three orbital subspaces (inactive, active
and virtual). The matrix can be simplified by diagonalizing each block separately,
since the CAS CI space is invariant to such a transformation. However the con-
sequence is that the off-diagonal blocks are not zero anymore, i.e. the equation
f̂pq = ϵpδpq only holds when orbitals p and q belong to the same subspace. After
diagonalization, the Fock operator has the following form:

F̂ =
∑
p

ϵpÊpp +
∑
i,t

f̂it

(
Êit + Êti

)
+
∑
t,a

f̂ta

(
Êta + Êat

)
, (2.34)
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where the indices p run over all orbitals, i over the inactive orbitals, t over the
active orbitals and a over the virtual orbitals.

In order to construct the first-order wave function Ψ1, only those configura-
tions which interact directly with the reference CASSCF need to be included in
the expansion, i.e. only those that belong to the VSD space. The first order wave
function is then

Ψ1 =
∑

p,q,r,s

Cpqrs |pqrs⟩ (2.35)

|pqrs⟩ = ÊpqÊrs |Ψ0⟩ (2.36)

The expansion coefficients can be found by solving the matrix equation

(F− E0S)C = −V, (2.37)

where F is the matrix representation of the Fock operator in the VSD space, S
the corresponding overlap matrix, C the vector of coefficients Cpqrs and V the
vector representing the interaction between the reference function and VSD, with
elements Vpqrs =

⟨
Ψ0

∣∣∣ Ĥ ∣∣∣pqrs⟩.
This equation suffers from linear dependencies, which have to be removed be-

fore it can be solved. When the coefficients have been calculated, the second order
correction to the energy can easily be found, according to Eq. 2.26, by

E2 =
⟨
Ψ0

∣∣∣ Ĥ1

∣∣∣Ψ1

⟩
= V†C (2.38)

2.2 Relativistic theory

In the theory described so far, the effects of (special) relativity have been com-
pletely neglected. These effects are however important in the treatment of the
valence electronic structure of heavy elements, as well as the core electronic struc-
ture of practically all elements.

The effects of special relativity are included in the quantum theory by theDirac
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equation, which is for a single electron in a potential V

ĤDΨ = EΨ (2.39)

ĤD = βmc2 + cα · p + V. (2.40)

The factors β and α = (αx, αy, αz) are defined such that they anticommute with
each other. This is achieved by expressing them as 4× 4matrices.

β =

(
I2 02

02 −I2

)
(2.41)

α =

(
02 σ

σ 02

)
, (2.42)

with the Pauli matrices σ = (σx, σy, σz) defined as

σx =

(
0 1

1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0

0 −1

)
. (2.43)

This has the consequence thatΨmust be a four-component wave function, usually
grouped in two components as

Ψ =

(
ψL

ψS

)
. (2.44)

The energy spectrum of theDirac equationwith an attractive potential V has three
main features. The electronic solutions can be split into the bound states with
energies E < mc2 and a positive energy continuum at energies E > mc2. The
positronic solutions form a negative energy continuum at E < −mc2. The large
component of thewave functionψL is large, while the small componentψS is small
for electronic solutions. For positronic solutions ψL is small and ψS large.

The existence of the negative energy continuum may seem unphysical, since
an electron in any state could keep decaying and release an infinite number of
photons. It is therefore assumed that all negative energy states are filled and addi-
tional electrons may only occupy the positive energy states. The infinite negative
charge of the so-called Dirac sea of electrons is compensated by an equal posi-
tive charge. A hole in the negative energy states is then interpreted as a positron,
and electron-positron pairs can be formed by an excitation from a negative energy
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state to a positive energy state.
The restmass energy of the electron is usually subtracted in theDirac equation,(

V cσ · p
cσ · p V − 2mc2

)(
ψL

ψS

)
= E

(
ψL

ψS

)
(2.45)

2.2.1 Four-component methods

The inclusion of relativity has the largest effect on the one-electron part of the
interactions. The two-electron interactions are also modified by relativity, but
these effects are small and are often ignored. Therefore, as a start, we take the
same Coulomb term as in the non-relativistic theory to describe the two-electron
interaction. The Breit interaction may be added to include at least part of the
relativistic effects into the two-electron term,

B̂ij = −
1

2 |rij |

(
αi ·αj +

(αi · rij) (αj · rij)
|rij |2

)
, (2.46)

with rij = ri − rj . The Breit interaction includes an unretarded and a retarded
magnetic interaction. A large part of the Breit interaction can be included by tak-
ing just the unretarded magnetic interaction, i.e. the Gaunt interaction,

Gij = −
αi ·αj

|rij |
. (2.47)

This avoids having to calculate the complicated second term in the Breit interac-
tion.

The Dirac-Fock method combines the non-relativistic Hartree-Fock method
with the relativistic Dirac Hamiltonian. The wave function is again approximated
by a Slater determinant, now in a basis of four-component spin-orbitals. The large
and small components of the orbitals are expanded, each in their own basis set.

ψL
i =

∑
µ

Aµigµ ψS
i =

∑
µ

Bµifµ (2.48)

By just freely optimizing the wave function, the energy would drop into the nega-
tive energy continuum. This can be prevented by choosing the basis set in a proper
way, by the so-called restricted kinetic balance. The large component basis set
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{gµ} is chosen in a similarmanner as in the non-relativistic theory. For every large
component basis function, a small component basis function is then calculated by

fµ =
1

2mc
σ · pgµ. (2.49)

The restricted balance condition can be included in the formalism, leading to the
Dirac equation in matrix form(

V T
T W−T

)(
A
B

)
=

(
S 0

0 (2mc2)−1T

)(
A
B

)
E (2.50)

Here, we have used the identity (σ · p)(σ · p) = p2 = 2mT̂ , where T̂ is the non-
relativistic kinetic energy operator. The matrix W is the matrix representation of
(4m2c2)−1(σ · p)V (σ · p). This is the only matrix in the equation which is not a
diagonal 2 × 2 matrix. Therefore, all spin-dependence is due to this term. It can
be split into a spin-free and spin-dependent part using the Dirac relation

(σ · p)V (σ · p) = pV · p + iσ · (pV × p) . (2.51)

In order to get a spin-free formalism, the second term must be discarded. In that
case, spin-orbit effects are completely ignored. These can however be included
after the SCF part of the calculation, as we will discuss in section 2.2.3.

From equation (2.50), it is easy to take the non-relativistic limit. The second
row gives the relation between the coefficients of the small and large components:
A = B. Consequently the small component becomes zero, since the basis func-
tions of the small component tend to zero in the non-relativistic limit. The first
row reduces to the Schrödinger equation in matrix form, (V + T)A = SAE.

2.2.2 Two-component methods
The four-component methods, as described above, are computationally very ex-
pensive. Several attempts have been made to simplify the equations, the most
important ones of which we shall discuss here. The main problem in the four-
component methods is the calculation of the small component. When a basis set
in terms of contracted Gaussians is used, the number of primitive basis functions
for the small component as calculated from the restricted kinetic balance is about
twice the number for the large component. Since the small component is of minor
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importance compared to the large component, it makes sense to find approxima-
tions for it.

Starting from the (shifted) Dirac equation (2.45), an expression for the small
component can be extracted from the lower equation.

ψS =

(
1 +

E − V
2mc2

)−1
σ · p
2mc

ψL = K
σ · p
2mc

ψL, (2.52)

which is very similar to the expression of the restricted kinetic balance (2.49),
apart from the local multiplicative factorK. Substitution of ψS in the upper equa-
tion of (2.45), yields{

1

2m
(σ · p)K (σ · p) + V

}
ψL = EψL. (2.53)

This equation is known as the Unnormalized Elimination of the Small Component
(UESC) equation. Because the large component wave function is not normalized,
an extra normalization factor needs to be included in the wave function.

ψ = NψL (2.54)

N =

√
1 +

1

4m2c2
(σ · p)K2 (σ · p) (2.55)

The UESC equation is not a proper eigenvalue equation, since the factorK in-
cludes the energyE. We canhowevermake approximations toK. For small values
of E and V , it can be expanded in a series with (E − V )/2mc2 as the expansion
variable. The zeroth order term gives the non-relativistic Schrödinger equation.
The first order terms give the relativistic corrections: the Darwin, mass-velocity
and spin-orbit coupling operators.

In the case of a point charge nucleus, the potential V ∼ r−1 becomes infinite
at the nucleus and the approximation will break down. It is however possible to
writeK as

K =

(
1 +

E − V
2mc2

)−1
=

(
1− V

2mc2

)−1(
1 +

E

2mc2 − V

)−1
(2.56)

and use E/(2mc2 − V ) as the expansion parameter. Since the energy E is con-
stant and always much smaller than 2mc2 − V , this Regular Approximation (RA)
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is applicable everywhere, in particular near point nuclei. In calculations of valence
properties, the zeroth order approximation (ZORA) is often used,{

1

2m
(σ · p)

(
1− V

2mc2

)−1
(σ · p) + V

}
ψZORA = EψZORA. (2.57)

This is a proper eigenvalue equation with a Hamiltonian that is universal for all
eigenstates, in contrast to the UESC equation (2.53).

For core properties, the ZORA approach is too approximate. A major problem
with higher order regular approximations, or using UESC directly, is the depen-
dence of the Hamiltonian on the energy, making the formalism state-specific. We
can however perform a similar elimination of the small component, starting from
thematrix form of the Dirac equation (2.50) and expressing the coefficient matrix
of the small component in terms of that of the large component times a transfor-
mation matrix U.

B = UA (2.58)

We can extract an expression forU from the upper equation of (2.50), contrary to
the UESC method, which uses the lower equation,

U = T−1
[
SAEA−1 −V

]
. (2.59)

When we substitute for B (2.58) into (2.50), premultiply the lower equation with
U† and add it to the upper equation, we getTU + U†T−U†TU︸ ︷︷ ︸

T̃

+V + U†WU︸ ︷︷ ︸
Ṽ

A =

S +
1

2mc2
U†TU︸ ︷︷ ︸

S̃

AE (2.60)

L̃A = S̃AE. (2.61)

This equation looks similar to the Schrödinger equation, butwith amodifiedHamil-
tonian L̃, consisting of the modified kinetic energy T̃ and potential energy Ṽ, and
a modified metric S̃. It is constructed such that if the large component wave func-
tion is normalized on the modified metric (= relativistic metric), the original four-
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component wave function is also normalized.

A†S̃A = A†SA +
1

2mc2
A†U†TUA = A†SA +

1

2mc2
B†TB = 1 (2.62)

Therefore, Eq. (2.60) has been termed the Normalized Elimination of the Small
Component (NESC).

It must be noted that NESC is not the only way to perform the reduction from
a four-component to a two-component formalism. Some other two-component
approaches are, amongst others, the Douglas–Kroll–Hess (DKH)method [65, 66,
67], the X2C theory [68], an implementation formulated by Iliaš and Saue [69, 70]
and the infinite-order two-component (IOTC) method formulated by Baryzs and
Sadley [71, 72, 73, 53].

The transformation from four-component to two-component form is useful to
reduce the computational effort. Care must however be taken in the calculation
of observables, i.e. the expectation values of hermitian operators. In the four-
component Dirac picture, the expectation value of the 4× 4 operator X̂ is⟨

X̂
⟩
=
⟨
Ψ
∣∣∣ X̂ ∣∣∣Ψ⟩ . (2.63)

To get the expression in terms of the two-component NESCwave function, it helps
to picture the NESC wave function as the result of some unitary transformation of
the four-component wave function, such that the small component vanishes:

ÛΨ = Ψ̃ =

(
ψ̃L

0

)
(2.64)

The expectation value in the two-component picture is then⟨
X̂
⟩
=
⟨
Ψ
∣∣∣ Û†ÛX̂Û†Û ∣∣∣Ψ⟩

=
⟨
Ψ̃
∣∣∣ ÛX̂Û† ∣∣∣Ψ̃⟩

=
⟨
ψ̃L
∣∣∣ X̃LL

∣∣∣ψ̃L
⟩
, (2.65)

with X̃LL the top-left 2×2 block of the operator ÛX̂Û†. Thismeans that the expec-
tation values of these operators can be calculated from the two-component wave
function, as long as we also transform the operator using the same unitary trans-
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formation. This is however not very practical in general, and the untransformed
operator is used instead. Neglecting the transformation of these operators leads
to the picture change error (PCE), which may be large for operators which as-
sume large values in the vicinity of nuclei [74]. Since we are not calculating deep
core properties of very heavy nuclei, the PCEmay safely be ignored for the present
work.

2.2.3 Implementation of the Normalized Elimination of
the Small Component

In order to calculate the transformationmatrixU, we start from a suitable starting
guess based on the same approximation as ZORA (2.57), effectively neglecting the
energy-dependent term in Eq. (2.59),

U0 = (T−W)
−1 T (2.66)

When we substitute this expression forU in the NESC equation (2.60), we end up
with a formalism that is zeroth-order in the transformation matrix, but uses the
exact (“infinite-order”) relativisticmetric. This is contrary to the ZORA formalism,
which uses the non-relativisticmetric. Therefore thismethod has been termed the
Infinite Order Regular Approximation (IORA).

The IORAapproximation canbeused as a starting guess for an iterative scheme
to calculate the exactU. After substitution ofU0 into Eq. (2.60), we can diagonal-
ize it to obtain the diagonal energy matrix E, containing the energies of all states
expressible within the basis set. Then we substituteE into Eq. (2.59) to obtain the
next guess for U. This procedure is repeated until convergence has been reached,
i.e. the energies and transformation matrix do not change within some threshold.
In this way, a transformation matrix is constructed which is suitable for all eigen-
states, rather than a state-specific one.

It has been shown by Filatov and Dyall [75] that this scheme is not guaran-
teed to converge. Convergence is especially difficult when tight basis functions
are present, since these are not well suited to describe the weak singularity of the
wave function near a point nucleus. A major problem is that in a limited basis
IORA states of energies > 2mc2 arise, which are very artificial in nature. There-
fore it has been suggested to remove these erroneous solutions from the spectrum,
using a fuzzy cutoff condition. In order to do so, the defining equation ofU (2.59)
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has to be rewritten somewhat,

U = T−1
[
SAdA†L̃−V

]
. (2.67)

Here, the diagonal matrix d has been introduced, which filters the states included
in the optimization of U. Diagonal element dk is the weight of state k and is de-
pendent on the energy of that state Ek in the following way,

dk =

{
1 Ek ≤ 0(

1 + Ek

2mc2

)−1
Ek > 0

. (2.68)

This way all bound states are included in the optimization with the same weights
as before, while the unbound states get smaller weights the higher their energies
are.

The formalism described above provides the exact electronic solutions of the
four-component one-electron problem. To be able to use this solution and the
pertinent Hamiltonian operator L̃ (2.60) for the calculation of a many-electron
system using a standard non-relativistic quantum chemical code one can employ
the one-electron approximation [55] within which the NESC one-electron Hamil-
tonian renormalized on the non-relativistic metric

H1−e = S1/2S̃−1/2L̃S̃−1/2S1/2 (2.69)

is used in connectionwith thenon-relativisticmany-electron equations. We choose
to take the scalar formofNESC (i.e.W is thematrix representation of (4m2c2)−1×
pV p). The transformation matrix U is optimized using the bare nuclear poten-
tial, plus possibly the external potential. After optimization, this one-electron
Hamiltonian is used in place of the non-relativistic one-electron Hamiltonian in a
Hartree-Fock or RASSCF calculation, thereby incorporating the most important
scalar-relativistic effects. It however means that the same U is used for the one-
electron system as for the many-electron system, which is a slight approximation.
A more accurate approach would be to re-optimize U in every iteration of the
many-electron program. This is however computationally much more demand-
ing and we choose to use the one-electron U.

The incorporation of spin-orbit effect is done via the Spin-Orbit RAS State In-
teraction method (SO-RASSI). The method’s approach is to add the spin-orbit
operator to the Hamiltonian and diagonalize the resulting matrix in the basis of
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RASSCF wave functions, with elements

Hij =
⟨
Ψi

∣∣∣ ĤSF + ĤSO
∣∣∣Ψj

⟩
. (2.70)

Here ĤSF is the spin-free Hamiltonian, as was used in the preceding RASSCF cal-
culation. If the RASSCF states are all from a single (state averaged) RASSCF cal-
culation, the interaction comes purely from the spin-orbit interaction ĤSO.

From the Dirac-Coulomb-Breit Hamiltonian (2.46), the spin-orbit part can be
extracted, which has the following form:

ĤSO =
1

2m2c2

∑
iµ

Zµ
liµsi
r3iµ
−
∑
i ̸=j

lij(si + 2sj)
r3ij


=
∑
i

ĤSO(i) +
∑
ij

ĤSO(i, j) (2.71)

Especially the second (two-electron) term is very hard to compute, therefore we
make an approximation by transforming to an effective one-electron form. The
matrix element of this operator between Slater determinants which differ by a
single excitation i→ j is then

HSO
ij =

⟨
i
∣∣∣ ĤSO(1)

∣∣∣j⟩+
1

2

∑
k

nk

[⟨
ik
∣∣∣ ĤSO(1, 2)

∣∣∣jk⟩−⟨
ik
∣∣∣ ĤSO(1, 2)

∣∣∣kj⟩− ⟨ki∣∣∣ ĤSO(1, 2)
∣∣∣jk⟩] (2.72)

The mean field approximation is included by setting the occupation numbers nk
equal to the average occupation number of spin-orbital k. To reduce the compu-
tational effort even further also the one-center approximation is included, which
means that only integrals from basis functions which all belong to same atom are
included (the Atomic Mean Field Integrals (AMFI)) [57] (see also [76]). Using
these two approximations reduces the time needed for the SOC evaluation to a
negligible amount.

The default implementation of AMFI in Molcas [56] assumes that the atomic
orbitals used for the atomic mean field are the first basis functions in the basis
set. This is a valid assumption when using the atomic natural orbital (ANO) type
basis sets, which are included as the default basis sets in Molcas. However, when
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using an uncontracted basis set, as we did in most of our calculations, the default
implementation gives wildly inaccurate spin-orbit splittings. Therefore, we have
used a modified implementation of AMFI [77] (see also [78]), which performs a
relativistic atomic ground state calculation to yield the orbital coefficients to use
in the mean field definition.

2.3 The embedded cluster model
Calculations on crystalline solid state systems consisting of an enormous number
of atoms are computationally impossible with themethods described so far. There
are various options to describe this kind of systems. One is tomodel the system by
an infinite array of atoms and make use of the translational symmetry, leading to
the well-known band theory. A second option is tomodel the system by describing
only a small part of the system (the cluster) by quantum-chemical methods and
the rest by a more approximate level of theory. The latter is preferable, because
the effects of relaxation and correlation, which are very important for the descrip-
tion of core-ionizations and -excitations, can be easily included in the calculation.
These localized effects are very hard to describe well in band theory.

For ionic crystals, the simplest approximation to describe the remainder of the
crystal in the embedded clustermodel is by replacing the crystal atoms outside the
cluster by point charges qj equal to the corresponding formal charges. The static
Madelung potential generated by these charges,

V ′M (r) =
∑
j∈PC

qj
|rj − r| , (2.73)

is then added to the one-electron part of the cluster Hamiltonian. The prime in
V ′M indicates that those point charges which belong to cluster atoms have been
removed from the sum. The (infinite) sum over point charges is in general condi-
tionally convergent and care should be taken inwhich order the terms are summed
to get a convergent sum. Depending on the choice of unit cell, there may be an ar-
bitrary shift of theMadelung potential over the cluster, which is however constant
over the cluster and therefore physically insignificant. For finite sample sizes, the
Madelung potential is also dependent on the dipole moment, as well as the shape
of the sample [79].

In practice, the infinite sum over point charges is usually replaced by a sum
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over a limited number of point charges, which have been adapted to yield the same
Madelung potential in the cluster region as the infinite sum. This adaptation can
be done by fitting the charges to give the correct Madelung potential. For suffi-
ciently simple crystal structures, a more straightforward way to adapt the point
charges is by Evjen’s scheme [80]. In this scheme the point charges are limited to
a supercell composed of a fixed number of unit cells extending in each direction.
At the edges of this supercell, the charges are scaled down by a factor depending
on the position. For example for a cubic lattice, at the face of the supercell this
factor is 1/2, at the edge it is 1/4 and at a vertex it is 1/8.

2.3.1 Ab initio embedding model potentials

Modeling the crystal environment by point charges is very crude since it does
not take the shape of the electronic cloud around the surrounding atoms into ac-
count. Also, the charges produce a classical Coulomb potential and quantum ef-
fects (most notably the exchange interaction) are completely ignored. A better
approximation is to replace the point charges representing the embedding ions in
the near vicinity of the cluster by Ab InitioModel Potentials (AIMP’s). The Hamil-
tonian of the embedded cluster can then be written as

Ĥembedded cluster = Ĥisolated cluster +

cluster
electrons∑

i


embedding
ions∑
ξ

V̂ AIMP
ξ (i) + V ′′M (i)

 , (2.74)

where the double prime in V ′′M indicates that the nearest point charges, which are
now included in the sum over AIMP’s, have been removed from the Madelung
potential. The AIMP of embedding ion ξ is given by

V̂ AIMP
ξ (i) = − qξ

rξi
+

1

rξi

∑
p

Cξ
p exp

(
−αξ

pr
2
ξi

)
+

∑
p

∑
q

∣∣χξ
p

⟩
Aξ

pq

⟨
χξ
q

∣∣+∑
k

Bξ
k

∣∣∣ψξ
k

⟩⟨
ψξ
k

∣∣∣ . (2.75)

The first term is again the potential of a point charge with the formal charge qξ of
the embedding ion. The second term is a correction to the point charge that takes
into account the Coulombpotential of the electronic cloud, with sets of parameters
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Cξ
p and αξ

p fitted such that

1

rξi

∑
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Cξ
p exp

(
−αξ

pr
2
ξi

)
≈ −

Ne
ξ

rξi
+ 2

∑
k

fk

∫
ψξ∗
k (j)ψξ

k(j)

rij
dτj , (2.76)

with fk the fractional occupation number of the atomic orbital ψξ
k of ion ξ. The

third term in Eq. (2.75) describes the exchange interaction between the cluster
electrons and the embedding electrons, in terms of a set of auxiliar basis functions
χξ chosen to represent the orbitals of the embedding ion ξ. It has the form of a
spectral representation with

Aξ
pq = −

∑
r

∑
s

S−1pr

∑
k

nk

∫
χξ∗
r (i)ψξ∗

k (j)ψξ
k(i)χ

ξ
s(j)

rij
dτidτjS

−1
sq , (2.77)

with the overlap matrix Spq = ⟨χξ
p|χξ

q⟩.
The last term is the frozen-orbital shifting operator, which prevents the clus-

ter electrons to occupy orbitals on the embedding ions, thereby ensuring that the
Pauli principle is obeyed. The value ofBk has long been the subject of debate. The
first derivation [81] ofBk = −ϵk was later corrected [82] toBk = −2ϵk. It has been
shown by Pascual et al. [83] however that this value should be tuned when opti-
mizing the potential. The reason is the arbitrary shift in the electrostatic potential,
as discussed above, which may lead to a different set of orbital energies and there-
fore different values forBk. Problems also occur if occupied orbitals with positive
orbital energies are present, since this will lead to a negative Bk and therefore en-
force cluster electrons to occupy these embedding ion orbitals. The tuning proce-
dure is however quite demanding and, moreover, for our systems these problems
are not expected to occur, hence we stick to the “traditional” choice of Bk = −2ϵk.

All parameters are optimized in a self-consistent embedded ions (SCEI) cal-
culation. In this procedure, the AIMP’s of all elements present in the crystal are
optimized simultaneously. The first step is to calculate for each element the (SCF,
RASSCF) wave function of a single ion in the field of formal point charges describ-
ing the crystal. For each of these elements, the AIMP is calculated by fitting of Eq.
(2.76) and calculating the other necessary parameters. Then the point charges are
replaced by these AIMP’s and the procedure is repeated until the potentials do not
change significantly anymore. The auxiliar basis set {χξ} is optimized simultane-
ously, but an optimization step is only performed every couple of iterations.
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2.3.2 Extra-cluster relaxation
Upon a core excitation or ionization, the electronic density of the cluster may
change considerably and this induces a response in the remainder of the crystal.
The primary effect is the electronic response of the surroundings, which can fi-
nally lead to a structural effect: the formation of a polaron. In the embedded
cluster model discussed so far, the embedding potential remains static after opti-
mization for the ground state of the system. It is therefore unable to describe this
extra-cluster relaxation.

Extra-cluster relaxationmay be included by applying the discrete reaction field
(DRF) method, preferably in the self-consistent form [84]. In this method, an ex-
tra term describing the induced dipole is added to the AIMP’s of the embedding
ions. After the calculation with the static embedding, the induced dipoles are cal-
culated from tabulated values of the atomic polarizability. In this way a new em-
bedding potential is generated and again this proceduremay be repeated until the
energy of the cluster state of interest does not change anymore.

For our XPS calculations, the inclusion of these effects is important, since the
introduction of the extra +1 charge gives rise to a large response in the surround-
ings. We do however expect that the accompanied shift in energy is more or less
constant for all final states. It will therefore give rise to a rigid shift of the cal-
culated spectrum as compared to the experimental spectrum. Since we already
choose to shift the spectrum rigidly to match the experimental spectrum, we can
safely ignore the extra-cluster relaxation effects in our calculations. Also, in those
calculationswhere a comparison ismade to accurate four-component calculations,
the systems described should be the same, i.e. inmost cases a single atomwithout
any embedding.

In the case of XAS, the extra-cluster relaxation effects are less pronounced,
since the charge of the cluster does not change upon excitation. In our XAS calcu-
lations, a comparison is made to experimental results on small clusters which are
small enough to be modeled without the embedded cluster approximation.





Chapter 3

Theoretical Core Spectroscopy

Core spectroscopies like X-ray photoelectron spectroscopy (XPS) and X-ray ab-
sorption spectroscopy (XAS) are powerful techniques to study the electronic struc-
ture of matter. In XPS, an electron from a core shell is ionized by X-rays of known
energy and the kinetic energy of the electron is measured. The binding energy of
that electron is the difference of these energies. In XAS, the electron is excited
to the valence shell instead, and the absorption of the X-rays is measured. The
electron binding energies and the absorption energies, along with their relative
intensities, can give very detailed information on the electronic structure of the
system of interest. However, the interpretation of the resulting spectra is often
not straightforward, especially when systems containing open shell atoms or ions
are studied. In order to reproduce experimental spectra from theory, two quan-
tities should be calculated: the binding (XPS) or excitation (XAS) energies of the
electron(s) of interest and the transition probability.

A computational spectrum generated from energies and transition probabili-
ties consists of a collection of lines, whereas an experimental spectrum contains
peaks with a certain width. One aspect that needs to be pointed at is line broaden-
ing. Broadenings occur due to experimental conditions, such as the energy distri-
bution of the incoming photons, charging of the sample, and, for XPS, the resolu-
tion of the energy of the outgoing electrons. The broadening due to the first effect
may range from 0.25 eV to 1 eV full width at half maximum(FWHM) [85, 86, 87].
In addition, peaks may be broadened by inhomogeneous materials. An intrinsic
cause for broadening is the lifetime of the core-hole state [10]. Finally, vibrational
or Frank-Condon broadening [88], due to the vibrational motion, is important
[89]. Although vibrational broadening can be included from first principles in
computational spectra, these broadenings are often introduced a posteriori, via a
Lorentzian and/or Gaussian curve.
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3.1 Binding and excitation energies

The binding energy of an electron can be determined according to Koopmans’ the-
orem from the orbital energy of that electron in a restricted Hartree-Fock (RHF)
calculation. This ’Frozen Orbital’ approach gives quite accurate results for the
first ionization energy of many closed-shell systems. This is however due to the
fortunate cancellation of two effects which are not taken into account by this ap-
proximation. First, it is assumed that the orbitals do not change upon ionization.
Neglecting this orbital relaxation leads to an overestimation of the ionization en-
ergy. The second effect is that the RHF method does not include electron corre-
lation. Electron correlation always leads to an energy lowering, which depends
on the number of electrons in the system. In fact, the energy lowering is generally
greater for theN-electron system than for the (N-1)-electron system. It can be con-
cluded that neglecting electron correlation usually leads to an underestimation of
the ionization energy.

In the case of ionization of valence electrons, the relaxation energy in the final
state and the difference of correlation energies of initial and final state are of com-
parable magnitude. For core electrons this is not the case. The spatial extent of
the core orbitals is very small compared to the valence orbitals. When an electron
is removed from one of these core orbitals, the potential changes drastically. In
many cases it is even comparable to the change induced by increasing the nuclear
charge with +1.1 The remaining electrons are more attracted by the higher effec-
tive nuclear charge, screening the core hole, leading to a higher relaxation energy
than in the case of ionization of valence electrons. Therefore Koopmans’ theorem
gives a too high estimate of the binding energy.

The major problem with Koopmans’ theorem is that it only takes initial state
effects into account. Final state effects, like orbital relaxation, charge transfer and
angular momentum coupling are completely neglected. Applying the frozen or-
bital approach to compute excitation energies leads to similar problems. A more
accurate way to calculate binding energies and excitation energies is by using the
so-called ∆SCF procedure. This is done by performing calculations on the ini-
tial state and the final (ionized or excited) state separately, after which the bind-
ing/excitation energy can be determined as the difference in total energies. Since

1The equivalent core approximation [90] is based on this notion: the binding energy of a core elec-
tron may be found by approximating the wave function of the core-ionized atom with nuclear charge
Z, i.e. [Z]∗+, by the ground state wave function of [Z + 1]+.



3.2. Angular momentum coupling 35

we cannot depend on the fortunate cancellation of the correlation energy, we need
to take correlation effects into account explicitly using one of the methods as de-
scribed in Chapter 2.

3.2 Angular momentum coupling

An important final state effect is angularmomentum coupling. The interpretation
of angular momentum coupling in atoms is usually done in one of two schemes:
Russell-Saunders (LS) coupling and j-j coupling.

In Russell-Saunders coupling, the orbital momenta l of all electrons are first
coupled to a total L. For 2 electrons, the total L can have values

L = |l1 − l2|, |l1 − l2|+ 1, . . . , l1 + l2. (3.1)

More electrons can be coupled by repeatedly applying this rule. Using the same
rule, the spin momenta s of all electrons couple to a total S and the total orbital
momentum L and total spin momentum S couple to the total angular momentum
J . An electronic state with orbital, spin and total angular momenta L, S and J is
then denoted by its term symbol, 2S+1{L}J , where 2S + 1 is the spin multiplicity
of the state.

In the j-j coupling scheme, the orbital and spin momentum is first coupled to
a total momentum j for each electron separately

j = |l − s|, |l − s|+ 1, . . . , l + s, (3.2)

after which the momenta of all electrons couple to the total angular momentum
J . Both the LS and j-j coupling schemes are equally correct in the sense that they
give the same set of states as defined by their J-values. However, the grouping
into multiplets is different, and the choice of coupling scheme and its usefulness
in the interpretation of a core spectrum depends on the system of interest.

The applicability of a certain coupling scheme depends on the strength of spin-
orbit coupling. In the valence shell of light elements, where spin-orbit coupling is
weak, the RS coupling scheme gives the best insight. In case of strong spin-orbit
coupling, i.e. in the valence shell of heavy elements and the core shells of almost
all elements, the j-j coupling scheme is more insightful.

Insight in the spin-orbit and angular momentum coupling of the final states is
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very useful for the interpretation of core spectra. The main peaks in XPS spectra
can be assigned by looking at the total angular momentum before ionization, and
couple the angular momentum of the introduced core-hole to it. For example,
the 1s XPS of the open-shell K atom shows 2 peaks, coming from the coupling of
the 1s hole (l = 0, s = 1/2) to the ground state 2S1/2, leading to a 1S0 and a 3S1
final state, respectively. If a core-hole with l ≥ 1 is introduced, the spectrum is
usually dominated by the spin-orbit coupling in the core shell. This will give rise
to two main structures in the spectrum, coming from the coupling of either the
j = l − 1/2 or the j = l + 1/2 core-hole to the initial state. For example, the
2p XPS of the K atom shows in principle four peaks. Two peaks are originating
from the coupling of the 2p1/2 hole to the initial state 2S1/2, leading to J = 0 and
J = 1 states. Two more peaks originate from the coupling of the 2p3/2 hole to
the initial state, leading to J = 1 and J = 2 states. The energy splitting due to
this exchange coupling is however much smaller than the spin-orbit coupling in
the 2p shell, and these peaks may not be resolved in an experimental spectrum.
For similar systems where the spin-orbit coupling is weak in the initial state but
strong in the final states due to the introduction of a (l ≥ 1) core-hole, this mixed
coupling scheme is insightful.

Relativistic ab-initio calculations are able to treat the whole range between
weak and strong spin-orbit coupling, and those results are often said to be ob-
tained in intermediate coupling.

3.3 Transition probabilities

During the core excitation or ionization, the total angular momentum should be
conserved. The selection rules describing the possible transitions are based on
the fact that the photon itself has an angular momentum of 1. The computed
transition probabilities considered in this thesis are based on the dipole approxi-
mation while electric quadrupole and magnetic dipole contributions are ignored.
The question of validity of the dipole approximation for core p electron excitations
has been addressed in a number of recent publications. Saldin and Ueda [91]
discussed the validity of the dipole approximation in electron energy loss spec-
troscopy due to L-shell excitations for chemical elements with Z up to 50. They
found that the dipole approximation is likely to be good for primary energies of the
order of 100 keV for all the L edges of all elements studied. Nuroh [92] validated
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the conclusions arrived at by Saldin and Ueda that dipole transitions are the most
significant contributions in L-shell electron excitation spectra.

The possible contribution of quadrupolar contributions to metal K-edge ab-
sorption spectrum has been discussed for transition metal oxides metal [93]. For
TiO2 and V2O5 the interpretation of experimental spectra revealed a contribution
of quadrupole transitions to the pre-edge structures, although these are domi-
nated by dipole transitions [94, 95, 96]. Of course, non-dipole transitions may
become important when there aremany dipole-forbidden states in energy regions
where there are no dipole allowed transitions, but we will we will ignore these ef-
fects in the present work.

For excitations, the relative intensity in the dipole approximation of the tran-
sition of initial state ΨI to final state ΨF is proportional to the oscillator strength
between those states,

IrelF←I ∝
2

3
(EF − EI)

∣∣⟨ΨI
∣∣ r ∣∣ΨF

⟩∣∣2 . (3.3)

From symmetry arguments, it can be seen that in the absence of spin-orbit cou-
pling the probability is zero unless the transition changes the orbital angular mo-
mentum by∆L = ±1, while the spin angular momentum does not change (∆S =

0). In the presence of spin-orbit coupling, the only excitations which are allowed
are those which change the total angular momentum by∆J = ±1. For simple sys-
tems, the ratio of transition intensities is equal to the statistical ratio of the states
of interest. However, due to the angular momentum coupling in the valence shell,
external crystal and covalent effects these ratios may strongly deviate from the
statistical values.

In the case of core-ionization, the transition intensities can be found using the
sudden approximation (SA) [58]. In the sudden approximation, it is assumed that
the ionization from the core orbital and the associated change in Coulombic field
happens instantaneously, an assumption which is only valid when the energy of
the incident radiation is much greater than the binding energy of the emitted elec-
tron. Even though the ionization happens instanteneously, the time-dependent
wave function must still be a continuous function in time, which leads to the for-
mulation of the transition intensity. The relative intensity for the transition of
initial stateΨI to final stateΨF through the ionization from core orbital rmay be
approximated as

IrelF←I(r) ∝
∣∣⟨ârΨI

∣∣ ΨF
⟩∣∣2 . (3.4)
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The effect of the annihilator âr is that it removes one electron from orbital r of
the initial state. The physical interpretation is that at the moment of ionization
the core electron is suddenly removed and the system is in a superposition of fi-
nal states. Afterwards, the system can relax to one of the final states, with the
probability dependent on its overlap with the ”frozen” final state ârΨI .

In the present work, the complete active space SCF (CASSCF) method is used
for the calculation of the initial state ΨI of the target many-electron system. Be-
cause with the use of the Hamiltonian (2.69) only scalar relativistic effects are
taken into account, the RASSI approach [56] combined with the AMFI method
[57] is used to take the SO effects into account. The wave functionΨI of the initial
state of the system is then given by a linear combination of the spin-free states2 as
in Eq. (3.5),

ΨI
i =

∑
S

S∑
MS=−S

∑
j

CSO
ij (S,MS)

∑
k

CCI
jkΦk(S,MS) (3.5)

where CSO
ij are the expansion coefficients of the spin-orbit coupled state ΨI

i in
terms of spin-free CASSCF wave functions. The latter wave functions are expan-
ded in terms of the configuration state functions (CSFs) Φk(S,MS) with the CI
coefficients CCI

jk obtained in the CASSCF calculation.
The final states ΨF of the ionized system are calculated with the use of the

restricted active space SCF (RASSCF) formalism whereby the core orbitals from
which the ionization occurs are restricted to accommodate at least (or atmost) one
hole and the SO interaction is treated using the RASSI/AMFI approach. Equiva-
lent to the initial state wave function ΨI , the final state wave function ΨF is ex-
panded in terms of the spin-free CSFs as

ΨF
n =

∑
S′

S′∑
MS′=−S′

∑
m

CSO
nm(S′,MS′)

∑
l

CCI
mlΦl(S

′,MS′) (3.6)

where the summation with respect to the spin S′ runs over an extended range of
values due to the coupling of the spin of the hole with the spin of the valence shell
in the spin-free CSFs Φl(S

′,MS′).

2Note that by ”spin-free states” we mean eigenstates of the spin-free Hamiltonian, i.e. without
taking spin-orbit coupling into account. These states do have a spin associated with them, as given by
the quantum numbers S andMS .
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It can be seen that states of different spin symmetry (S,MS) canmix under the
influence of the spin-orbit Hamiltonian. For the initial state only those CASSCF
CSFs are included in the expansion that are expected to have a reasonable con-
tribution to the single initial state. After ionization, there are however a lot of
possible final states and the RASSCF CSF’s included in the expansion should be
able to describe all those final states.

Only the CSFs are affected by the annihilation operator in the frozen final state
(FFS) âΨI , the SO and CI coefficients are left unchanged. The orbitals used to
construct the FFS âΨI are identical to the orbitals of the initial state ΨI .

âΨI
i =

∑
S

S∑
MS=−S

∑
j

CSO
ij (S,MS)

∑
k

CCI
jk

{
âΦk(S,MS)

}
(3.7)

Annihilation of one electron in the initial state introduces an extra spin-1/2 in the
core orbital which can be coupled in two different ways with the open shell valence
electrons. Given that a CSF in the expansion of the initial state ΨI , Eq. (3.5) has
total spin S, the CSFs with the total spin S + 1/2 and S − 1/2 emerge in the FFS.
The contributions of the newCSFs into the FFSwave function can be derived using
the ”genealogical” construction [97], i.e. by successive coupling of the individual
spins in the open shell orbitals with the spin in the ionized orbital. When deriving
the FFS expansion in terms of CSFs, Eq. (3.8), both directions of the extra spin in
the ionized orbitals, α and β, were taken with equal weights.

âΨI
i =

∑
S

S∑
MS=−S

∑
j

CSO
ij (S,MS)

∑
k

CCI
jk×{√

S +MS + 1

4S + 2
Φk(S + 1/2,MS + 1/2)

+

√
S −MS + 1

4S + 2
Φk(S + 1/2,MS − 1/2)

−
√
S −MS

4S + 2
Φk(S − 1/2,MS + 1/2)

+

√
S +MS

4S + 2
Φk(S − 1/2,MS − 1/2)

}
(3.8)

Eq. (3.8) yields the expansion of the FFS in terms of the CSFs with the same to-
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tal spin S and projection of the spin MS as appear in the expansion of the final
state ΨF , Eq. (3.6). Therefore the relative intensities of the XPS spectral lines
can be calculated from the overlap integrals between the CSFs with the same spin
symmetry and the CI and SO expansion coefficients in Eqs. (3.8) and (3.6).

In the construction of the FFS, it should be noted that the coupling is in the
same order as the RAS spaces. Since the extra introduced spin is expected to cou-
ple lastly to the initial CSFs, the core orbital should be put in theRAS3 space. How-
ever, in the case of a single spin in RAS2 (i.e. an initial doublet state, S = 1/2) the
coupling may be defined in the reverse order with the same coefficients (times−1
for Φk(0, 0), i.e. with a change of sign for the last two terms of Eq. 3.8). This al-
lows the core orbital to be put in the RAS1 space, which is advantageous for those
systems where putting the core orbitals in the RAS3 space would yield a too high
number of CSFs. We use this approach, with the core orbitals in the RAS1 space,
in the calculations of the XPS of uranium in Chapter 4.

3.4 The computational algorithms

The methods described here provide the toolbox to calculate from first principles
the XAS and XPS spectra of many systems. We have used theMolcas 7.0 program
and implemented the important missing modules, namely the NESC algorithm to
take account of relativity and the Sudden Approximation for the transition inten-
sities of XPS. In this section we describe the program flow for calculating the XAS
and XPS of an open shell system.

The first step for both XAS and XPS is the calculation of the initial state wave
function. We select those spin-free states which are expected to have a contribu-
tion to the spin-orbit coupled initial state wave function. These states are calcu-
lated by CASSCF, with the orbitals of the open valence shell put in the active space.
The spin-free final states are calculated by RASSCF, with the valence shell orbitals
in RAS2 and the selected core orbital(s) in RAS3 (or RAS1, as explained in section
2.1.3), allowing at most 2nc − 1 electrons in the RAS3 space. Using the SUPSYM
keyword of the RASSCFmodule, the core orbitals are assigned a different symme-
try group than the other orbitals. In this way, orbital rotations between the core
orbitals of interest and the other orbitals are prevented and the wave function will
have the expected core-hole even after orbital optimization.

For theXAS calculations, we do a single SO-RASSI calculation to compute spin-
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orbit coupled states in the basis of both the spin-free initial states and the spin-free
final states. In the RASSI module in Molcas, also the oscillator strength between
all spin-orbit states is calculated. There will be an energy splitting in the initial
state because of SOC, and we could describe the initial situation as a Boltzmann
distribution over the lowest states. However, in the systems studied so far, the
splitting was either very small so that the Boltzmann distribution (for any reason-
able temperature) corresponds to a uniform distribution over all initial states, or
very high such that only the lowest SO state was occupied.

For the XPS calculations, we do separate SO-RASSI calculations for the ini-
tial state and the final states. The binding energies are calculated as the differ-
ence of the initial state energy and the final state energies. For the computation
of the transition intensities, we have developed two extra modules as part of the
present project to be used in the Molcas calculations, namely SUDDEN and SO-
OVERLAP.

The spin-free frozen final state is constructed using the module SUDDEN. In
this module, the FFS CSF’s are constructed by combining the orbitals of the initial
state with the spin-structure of the final state CSF’s, taking into account the map-
ping of IS CSF’s to FS CSF’s (Eq. 3.8). The order of the frozen final state CSF’s
is taken directly from the final state RASSCF calculation, so that it was not neces-
sary to generate in our code the CSF’s in the order expected by the other modules
in Molcas. It is only necessary to locate, for every core orbital, the four matching
CSF’s in the set of CSF’s generated for the final state. The FFS orbitals are then
combined with the CI coefficients from the initial state CASSCF calculation to get
the spin-free FFS.

The RASSI module is used again, be it now without the SO operator, to cal-
culate the overlap between the spin-free frozen final states and the spin-free op-
timized final states. Finally, the overlap matrix is multiplied by the matrices of
SO coefficients of the initial and final states (in the module SO-OVERLAP) to get
the transition intensities for the SO states. The flow chart of the calculation of the
XPS spectrum is depicted in Figure 3.1.
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Figure 3.1: This diagram shows the data flow within a Molcas calculation of an XPS
spectrum. The binding energies, calculated as the difference of final state and initial state
energies, are available from the standardMolcas modules RASSCF and RASSI. The SUD-
DEN and SO-OVERLAP modules, which are essential for the calculation of the transition
intensities, were developed as part of this work.



Chapter 4
Benchmark calculations on atomic

uranium1

In order to assess the quality of the developed formalism compared to the full four-
component (4C) formalism, we calculate the 4f XPS spectrum of the uranium(V)
ion. The 4f XPS of U5+ is interesting from a theoretical viewpoint, since, even
for a qualitatively correct description of the initial and final states, it is essential
to incorporate the effects of relativity and electronic correlation to a high degree.
The initial ground state has a [Rn] 5f1, which is split due to the relativistic effects
of spin-orbit coupling. For the final states, a hole is introduced into the 4f shell,
which is subject to an even stronger spin-orbit coupling compared to the 5f shell.
The angular momentum of the introduced hole couples to that of the 5f electron,
resulting in a number of final states of different energy.

The method described in the previous chapters is designed to take all these
effects into account. In our computation of the 4f XPS of U5+, the result is a spec-
trum with two main structures coming from the ionization of the two spin-orbit
split 4f subshells. Each structure consists of several peaks from the various ways
of angular momentum coupling of the hole to the valence electron.

Our results are compared to the accurate four-component results on the bind-
ing energies and relative intensities, which are available from the work of Bagus
and Ilton [16, 17].

4.1 Details of calculations

The calculations employ the ANO-RCC-VQZP quadruple-zeta basis set with polar-
ization functions [99]. The initial electronic configuration of U5+ is [Rn] 5f1. This

1Parts of this chapter have been published in R. Klooster, R. Broer and M. Filatov Chem. Phys.
2012, 395 [98]
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is described in the calculation by a state-averaged CASSCF calculation, with the
single valence electron occupying the seven 5f orbitals in all possible ways. The
orbitals are optimized to minimize the average energy of the seven possible dou-
blet states. Spin-orbit interaction is included in the subsequent SO-RASSI in the
basis of all CASSCF states, leading to two multiplets with J = 5/2 and J = 7/2.

The final states are constructed by distributing the valence electron in all pos-
sible ways over the 5f orbitals and the core hole in all possible ways over the 4f
orbitals. This is done in the RASSCF calculations, where the 5f orbitals are put in
the RAS2 space and the 4f orbitals in the RAS1 space, with a maximum of 1 hole,
and a total of 14 active electrons. The 4f core orbitals are kept frozen in all calcula-
tions, whereas all other orbitals are either frozen or allowed to relax, correspond-
ing to the two varieties of 4C calculations of Bagus and Ilton. Two state-averaged
RASSCF calculations are done, one for the singlet states and one for the triplet
states. In the singlet calculation, the lowest state does not include a core hole, and
is given a weight close to zero2. All final singlet and triplet RASSCF states with a
single core hole are then used as a basis in the final state SO-RASSI calculation.

Note that this is an example where it is better to put the core orbitals in the
RAS1 space instead of the RAS3 space. If we would put the 4f orbitals in the RAS3
space, we would need to allow up to 13-fold excitations from RAS2 to RAS3. This
prevents the (single) configuration without the core hole from entering the calcu-
lation, but the configurations with a double, triple, etc. up to 13-tuple core holes
are all included. The number of configurations (≈ 107), in combination with the
reasonably large number of possible final states (≈ 50), is simply too high to al-
low the computation to be done. In contrast, the number of configurations in the
performed calculations is equal to the number of states (50 and 49 for singlet and
triplet, respectively).

Putting the core orbitals in the RAS1 space has an effect on the order of spin-
coupling in theCSF’s describing the frozen final state in the sudden approximation
(Eq. 3.8). Because there is only one electron in the RAS2 space, this only involves
a change of sign in the coefficients, as explained in section 3.3.

2Not exactly zero, since that would prevent the calculation to converge.
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4.2 Results and discussion

The initial state of theU5+ ion has the single valence electron distributed over all 5f
orbitals, which gives a 2F multiplet. When we include SO coupling, this multiplet
splits into a 2F5/2 ground state and a 2F7/2 excited state separated by 1.0 eV. This
splitting is large enough to assume that the system is completely in the ground
state at room temperature.

The singlet statewith lowest energy in the calculation corresponds to the ground
state of closed shell U6+ (1S). The orbitals are optimized to minimize the average
energy of all singlet states except this closed shell state. In the triplet case, all
states are included in the orbital optimization. The 4f orbitals are kept frozen in
both singlet and triplet calculations to prevent collapse to 5p-ionized states. The
resulting Russel-Saunders terms are 1,3S, 1,3P, 1,3D, 1,3F, 1,3G, 1,3H and 1,3I. After-
wards, the SO-split states are calculated in the samemanner as for the initial state,
yielding states of J = 0, . . . , 7.

The relative ionization intensities are calculated from the sudden approxima-
tion. The spin-free frozen final states are linear combinations of singlet and triplet
states, with relative weights 1/4 and 3/4 respectively. If we would have consid-
ered SO coupling from the start, the initial state has a valence orbital occupation
of 5f15/2 and the only XPS allowed final state configurations are 4f

−1
7/25f

1
5/2 and

4f−15/25f
1
5/2. These can couple to a total J = 1, 2, 3, 4, 5, 6 for the first configuration,

and J = 0, 1, 2, 3, 4, 5 for the second. In our calculation, also the configurations
4f−17/25f

1
7/2 and 4f

−1
5/25f

1
7/2 are included, because in the spin-free calculation all 5f

orbitals are equivalent. These configurations do not carry any intensity, but can
still mix with the allowed configurations in the CI procedure, as long as the total
J is the same as the XPS allowed configurations. This leads to “intensity stealing”,
i.e. the states which have predominant 5f15/2 character will lose some intensity by
mixing in 5f17/2 configurations, and the states which have predominant 5f17/2 char-
acter will gain some intensity by mixing in 5f15/2 configurations. The J = 7 level,
which arises from the coupling of the 4f7/2 hole to the 5f7/2 electron (in LS terms,
from 3I), is the only XPS forbidden level and hence has an intensity equal to zero.
Indeed the contributions of the spin-free intensities to this SO level cancel.

For the final states, two types of calculations have been performed. In the first
type, the orbitals of the final state were kept identical to the IS and only the CI
coefficients were optimized. The results for the most important peaks are sum-
marized in Table 4.1. In the second type, all orbitals, except the 4f orbitals from



J Erel/∆Erel(eV) E4C
rel/∆E

4C
rel (eV) Irel lost I(%) I4Crel lost I(%)

4f−17/2

1 0 0 2.66 11.3 2.78 7.4
2 0.92 0.93 4.58 8.4 4.70 6.0
6 0.95 0.94 12.79 1.6 12.85 1.2
3 1.50 1.52 6.44 8.0 6.68 4.5
4 1.91 1.91 8.79 2.4 8.87 1.4
5 1.95 1.96 10.99 0.1 10.99 0.1

4f−15/2

1 10.94/0 11.83/0 2.44 18.7 2.70 10.0
5 11.39/0.45 12.24/0.40 10.79 1.9 10.84 1.4
3 12.22/1.29 13.08/1.25 6.87 1.9 6.94 0.9
2 12.31/1.37 13.18/1.35 4.57 8.5 4.91 1.8
4 12.56/1.62 13.42/1.58 9.00 0.0 9.00 0.0
0 25.23/14.29 26.13/14.30 0.68 32.3 0.69 31.0

Table 4.1: Relative binding energies and relative intensities for the main peaks of the 4f XPS of U5+ using
NESC/RASSI/AMFI compared to the full 4 component DCI results of Bagus et al. [16]. The orbitals of the final state
were kept identical to the initial state. For the 4f5/2 peaks, also the energy relative to the first 4f5/2 peak is given. The
relative intensities are summed over allMJ states. The percentage of intensity lost to satellites is also given.



J Erel/∆Erel(eV) E4C
rel/∆E

4C
rel (eV) Irel lost I(%) I4Crel lost I(%)

4f−17/2

1 0 0 2.50 16.7 2.67 11.1
2 1.10 1.08 4.30 14.0 4.58 8.3
6 1.15 1.11 12.00 7.69 12.80 1.5
3 1.78 1.75 6.07 13.3 6.44 8.0
4 2.25 2.22 8.25 8.3 8.79 2.3
5 2.29 2.26 10.30 6.4 10.99 0.1

4f−15/2

1 11.06/0 11.63/0 2.32 22.7 2.48 17.4
5 11.56/0.50 12.13/0.50 10.11 8.1 10.80 1.9
3 12.54/1.48 13.09/1.46 6.46 7.7 6.88 1.8
2 12.68/1.62 13.21/1.58 4.44 11.2 4.64 7.2
4 12.94/1.88 13.48/1.85 8.43 6.3 8.99 0.0
0 28.74/17.68 28.38/16.75 0.59 41.0 0.66 34.2

Table 4.2: Relative binding energies and relative intensities for the main peaks of the 4f XPS of U5+ using
NESC/RASSI/AMFI compared to the full 4 component DF-SCF results of Bagus et al. [17]. The difference with respect to
the results in Table 4.1 is that the orbitals of the final state were allowed to relax in the presence of the frozen core hole.
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which the ionization takes place, were allowed to relax (Table 4.2). This allows us
to estimate the effects due to orbital relaxation in the final state. We also include
the results of the full four-component (4C) DCI and DF-SCF methods by Bagus
and Ilton [17] for comparison.

The intensity of a level is summed over allMJ states. Therefore the maximum
intensity of a given level is equal to its multiplicity (2J + 1). The intensity lost to
satellites due to configuration mixing and orbital relaxation is given in the tables.

Both types of calculations show two dominant structures coming from the ion-
ization from either the 4f7/2 (0 – 3 eV) or the 4f5/2 orbital (10 – 29 eV). There is
excellent agreement in relative energies between the NESC/RASSI/AMFI results
and the 4C results within the 4f−17/2 and 4f

−1
5/2 structures, but the splitting between

the two structures is 5 – 8% lower in our results: 0.9 eV without orbital relaxation
and 0.5 eV with orbital relaxation. The relative intensities of the shownmultiplets
is lower in our results compared to the 4C results, which suggests more intensity
“stealing” in our calculations.

Orbital relaxation has an effect on both the relative binding energies as well as
the relative intensities. The splitting within both the 4f5/2 and the 4f7/2 structures
increases. This is caused by the reduced shielding of the nuclear charge in the final
state, which makes the 5f orbitals more compact, the 4f-5f Coulomb interactions
larger, leading to larger splittings. There is also an overall decrease in intensity of
the peaks, since orbital relaxation allows intensity “stealing” by satellites.

The differences in both the binding energies and intensities between our re-
sults and the 4C results can be attributed to two effects. The first is that the Gaunt
interaction is included in an approximate way through the AMFI spin-orbit inter-
action. In a separate 4C calculation, we found that the inclusion of the Gaunt term
in the 4C calculations reduces the splitting between the 4f−17/2 and 4f

−1
5/2 structures

by ≈ 0.4 eV.
The second is the fact that the spatial dependence of the f5/2 and f7/2 orbitals

is the same in NESC/RASSI/AMFI. In the 4C calculations these orbitals are opti-
mized with the spin-orbit interaction included in the Hamiltonian, therefore the
spatial dependence is different. In our results, the 4f orbitals have approximately
the spatial dependence of the average of the 4f5/2 and 4f7/2 orbitals. These or-
bitals are more similar to the 4f7/2 orbitals, because they contribute more to the
average. This means that the effect of orbital relaxation is greater for the 4f5/2
orbitals, which results in a larger SO splitting. The difference in intensities can
be explained by the similar spatial dependence of the 5f orbitals, which makes
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the mixing of the 5f15/2 and 5f17/2 configurations more efficient in our calculations.
Therefore more intensity is lost to satellites of 5f7/2 character, compared to the
full 4C calculations.

4.3 Conclusions
The developed approach, as outlined in the previous chapters of this thesis, was
benchmarked in the calculation of the 4f XPS spectra of U5+ cation for which the
results of full four-component relativistic calculations are available [16, 17]. The
multiplet splittings and the relative intensities of the 4f XPS spectra of U5+ calcu-
lated using the NESC/RASSI/AMFI approach are in a generally excellent agree-
ment with the results of four-component calculations. A slight underestimation
(ca. 10 %) of the magnitude of the splitting between the 4f5/2 and 4f7/2 states
can be partly attributed to the inclusion of the Gaunt term in the AMFI method.
The rest is attributed to the fact that the orbital optimization is being done in
the presence of the spin-free Hamiltonian, which is an approximation. It may
be surprising that the core spin-orbit splitting is actually so well reproduced in
the RASSI/AMFI approach, which was designed to treat the SO splittings in the
valence shells of compounds of heavy elements [56]. However the 4f shell is not a
very deep core shell, and the approximations used in AMFI are still applicable to
this sub-valence shell.

The relative intensities are well reproduced compared to the 4C computations,
but our intensities are generally slightly lower. More intensity was lost due to the
more effective mixing in of 5f17/2 configurations into the final states.





Chapter 5
Theoretical description of L2,3 X-ray

absorption in small titanium clusters

The experimental X-ray absorption spectra at theL2,3 edge of size-selected Ti clus-
ters have been investigated by Lau et al. [60]. The spectrum of bulk Ti shows two
broad lines, which are attributed to excitations from the 2p3/2 and the 2p1/2 shells,
(the L3 and L2 edge, respectively). Spectra of small clusters, consisting of three Ti
atoms or more, show the same characteristics. The spectra of the single atom and
dimer show however a much richer structure, and the assignment of peaks is not
straightforward.

We have calculated the 2p XAS of the Ti+2 and Ti+ ions. For comparison, we
have also calculated the spectrum of a neutral Ti atom, which is very similar to the
spectrum of the monomer cation, and compared it to the experimental spectrum
of Ref. [100].

5.1 Computational details

The calculations of the XAS spectra were performed in the NESC / RASSI / AMFI
framework, with a relativistic Atomic Natural Orbital (ANO) basis set. For the
atomic calculations, a basis set of valence double zeta quality was chosen (ANO-
RCC-VDZ).

The ground state of the Ti+ ion was described by a CASSCF calculation, in
which the three active electrons were distributed over the 3d and 4s orbitals, with
their spins coupled to a total S = 3/2. The excited states were calculated using
RASSCF, where the active space consisted of the 2p orbitals in the RAS3 space
and the 4s and 3d orbitals in the RAS2 space. A total of 9 active electrons were in-
cluded and at most 5 ”excitations” from the RAS2 to the RAS3 space were allowed.
For various spin symmetries (S=1/2, 3/2 or 5/2), a state average calculation was
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performed over all 630, 360 or 45 states, respectively. The various RASCF states
were subsequently mixed under the influence of the spin-orbit (SO) operator in
the RAS State Interactionmethod, resulting in the spin-orbit states along with the
transition intensities from the initial states. It was necessary to include all three
2p orbitals in the active space, in order to reproduce the SO splitting between the
2p1/2 and 2p3/2 orbitals.

For the ground state of the neutral Ti atom we chose to keep the 4s orbital
inactive. The two remaining active valence electrons were distributed over the 3d
orbitals, coupled to a total spin S = 1. The excited states were calculated using
RASSCF, where the active space consisted of the 2p orbitals in the RAS3 space
and the 3d orbitals in the RAS2 space. Three separate state average calculations of
different spinmultiplicities were performed, inwhich 120 (S=0), 150 (S=1) and 30
(S=2) states were included. Again, the spin-orbit states and transition intensities
were obtained from the subsequent RASSI calculation.

For the calculations on the Ti+2 dimer we chose the valence triple zeta qual-
ity basis set ANO-RCC-VTZ. In order to find the ground state of the dimer, cal-
culations on the potential energy surfaces of various low-lying states have been
performed using the CASSCF method, in which the seven valence electrons were
distributed over bonding and anti-bonding combinations of the 3d, 4s and 4p or-
bitals (18 orbitals total, i.e. (7,18)CASSCF). No relativistic effects were included
and the orbitals were optimized for each state separately. Since the results of the
CASSCF calculations were not conclusive about the identification of the ground
state, also CASPT2 calculations on selected states were performed. The previous
CASSCF wave functions were used as a basis in these CASPT2 calculations. We
have included as a perturbation not only configurations involving excitations from
the valence shell to the previously unoccupied orbitals, but also those involving ex-
citations from the 3s and 3p orbitals.

Tomake the calculations of theXASof the dimer feasible, the number of config-
urations had to be drastically reduced. In the initial state, we chose to include only
the main configuration of the ground state 6Σg (σg(3d)1πu(3d)2δg(3d)2σg(4s)2).
Keeping the σg(4s) orbital inactive, this is denoted as (5,5)CASSCF. For the fi-
nal states, the 2p orbitals of atom A were included in the RAS1 space, occupied
with at least 5 electrons, while the RAS2 space remained the same as in the initial
state, i.e. (11,8)RASSCF. Spin-orbit states and transition intensities were again
obtained from the subsequent RASSI calculation.
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5.2 Atomic titanium

The valence configuration of the ground state of the neutral Ti atom is correctly
deduced fromMadelungs n+l rule [101] as 4s23d2, which gives rise to a 3F ground
state. This rule is only applicable to neutral atoms [102], and in fact the ground
state of the atomic cation Ti+ has a double open shell 4s13d2 valence configuration,
giving rise to a 4F ground state. The 2pXAS spectra of the neutral atom [100] and
the cation [60] are very similar, with some minor differences in the structure of
the peaks. This suggests that the different 4s occupations have little effect on the
2p XAS.

In our CASSCF calculation of the Ti+ ion, we distribute 3 electrons, coupled to
a total S = 3/2, in all possible ways over the 4s and 3d orbitals. This includes the
4s03d3 configurations, but their contributions to the ground state were negligible.
For the final states, amaximumof 5 electrons were distributed over the 2p orbitals
as well as 4 electrons over the 4s and 3d orbitals. The possible configurations are
2p54s03d4, 2p54s13d3 and 2p54s23d2, as well as several configurations with fewer
electrons in the 2p shell. The configurations with 0-4 electrons in the 2p shell con-
tribute negligibly to the states of interest, but cannot be excluded due to the way
the RASSCF wave function is defined. As a first approximation the absorption is
a one-electron process, which would mean that, due to the Laporte selection rules
[103], only the transitions to 2p54s13d3 and 2p54s23d2 will have any appreciable
intensity. However, for these highly excited states there may be a large amount of
configurationmixing, whichmakes it important to include all these configurations
in the wave function expansion.

The calculation of the neutral Ti atom is computationally less demanding, since
we can keep the 4s orbital inactive (i.e. doubly occupied in all configurations). The
configuration is thus 3d2 for the initial state and 2p53d3 for the final states.

In the spectra, it is hard to assess whether peaks originate from excitations
from the 2p1/2 or the 2p3/2 orbital. The reason is twofold: first of all, the spin-
orbit coupled wave function is defined in terms of spin-free many-electron wave
functions and therefore the spin-orbit coupled orbitals are not defined in the cal-
culation. Secondly, the spin-orbit splitting of the 2p orbitals is of similar size as the
valence splitting in the 3d shell. The spin-orbit splitting is however very sensitive
to changes in the speed of light c, contrary to the valence splitting. For reasons
of analysis, a series of calculations was performed with decreasing values of c, to
amplify relativistic effects like the spin-orbit coupling resulting in pulling apart
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contributions from the different j-levels of the 2p orbitals.

5.3 Ti+2 molecule

The electronic structure of the ground state of transition metal dimers in general
can only be described by methods with a high level treatment of electron correla-
tion. A reason is that the bond is dominated by the 4s-4s interaction, which leads
to a bonding σg and an anti-bonding σu molecular orbital. The 3d orbitals can
also form bonding and anti-bonding combinations (σg, πu, δg and σu, πg, δu, re-
spectively), but the interaction is much weaker than between the 4s orbitals. Con-
sequently, there are numerous states with different 3d occupations which are very
close in energy and it may be difficult to assess which of the states is actually the
ground state. Configurations with different 3d occupations may also mix, which
makes a multi-configurational approach a necessity.

When we consider the interaction of two Ti atoms in their ground state (3F ,
3d24s2), they will form a weakly bound system. There is however a low-lying 5F

state (3d34s1) at 0.81 eV above the ground state [104], to which one or both atoms
may be excited. The interaction of 3F–5F and/or 5F–5F atomic states may con-
tribute to the bonding, leading to a more strongly bound system.

It has been shown by Bauschlicher et al. [105] that, in the Multi-Reference
CI framework, the ground state of neutral Ti2 is 3∆g, with a bond length of 1.95
Å. This state arises mainly from the 5F–5F interaction of the Ti atoms and it has
a leading valence configuration σg(3d)1πu(3d)4δg(3d)1σg(4s)2. From the Aufbau
principle, it would be expected that the electronic configuration of the+1 charged
species is similar to that of the neutral Ti2, with one electron removed from either
the σg(3d) or δg(3d) orbital. This would lead to a 2∆g or 2Σg state, respectively. It
has been suggested by Gutsev et al. that in the DFT framework [106] the ground
state of Ti+2 is indeed a 2∆g state, with a bond length of 1.78 Å. In their work, it
was however assumed that the spin multiplicity of the neutral molecule and the
cation may only differ by 1 (the ±1 rule). This means that no major redistribu-
tion of valence electrons over different 3d orbitals was possible, which is a serious
approximation for a system with such a dense 3dmanifold.

In our CASSCF calculation for Ti+2 , the valence 4s and 3d orbitals were included
in the active space as well as the 4p orbitals, giving a total of 18 active orbitals. The
resulting CASSCF potential energy surfaces of the lowest states of different (spin)
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symmetry are shown in Fig. 5.1. The ground state according to these results is
the 6∆g state, with a bond length of 3.4 Å. This state has a σg(4s)2σu(4s)1 occu-
pation, with the remaining 4 electrons occupying various almost degenerate com-
binations of the 3d orbitals. The long bond length is due to the occupation of the
anti-bonding σu(4s) orbital. There are however various low-lying excited states
within 0.2 eV above the ground state. Since the effects of dynamical correlation
are underestimated in this CASSCF calculation, we need to go to a higher level of
theory to be able to find the true ground state of the system.
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Figure 5.1: The potential energy surface of the various low-lying states of the Ti+2 dimer,
calculated using 7-in-18 CASSCF.

We include a large part of the dynamical correlation by the CASPT2 method.
It has been shown that the inclusion of the sub-valence 3s and 3p orbitals in the
correlation treatment is important for the Ti dimer [107]. Starting from the CAS-
SCF wave function (7 electrons in the valence 4s / 3d / 4p space), excitations from
the valence space to the virtual space (5s and higher lying orbitals) and from the
sub-valence (3s / 3p) to the valence and virtual space are included in the CASPT2
calculation.

From the CASPT2 results in Fig. 5.2, it can be seen that the inclusion of dy-
namic correlation has a different effect on the various states in the calculations.
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The energetic effect is larger for the states with short bond lengths (< 3.0 Å), com-
pared to the states with longer bond lengths (> 3.0 Å). The reason is that states
with a long bond length have a singly occupied anti-bonding 4s orbital, at the cost
of one less electron in the 3dmanifold. Excitations from and to this more diffuse
4s orbital contribute less to the correlation energy than a similar 3d orbital. Also
due to the extended bond length, the electrons are on average further apart, which
reduces the amount of dynamical correlation. This is reflected in the higherweight
of the CASSCF reference in the perturbedwave function (≈ 0.89, versus 0.85– 0.88

for the states with lower bond length).
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Figure 5.2: The potential energy surface of the various low-lying states of the Ti+2 dimer,
calculated using the CASPT2 correction to the results of Fig. 5.1.

Among the states with lower bond lengths, the 6Σg and the first 2∆g are stabi-
lizedmore than the 2Σg, 4Σg and second 2∆g states. The reason for this is difficult
to assess. It should be noted that the differences between states, on the order of
0.5 eV, is very small compared to the total dynamical correlation energies, which
is about 18-20 eV. Nevertheless, experience has shown that energy differences of
the order 0.5 eV are significant.

In both calculations, there is an interesting double well structure in the 2∆g
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state. This is actually a combination of two states with a different electronic con-
figuration, but the same spatial and spin symmetry, each with their own local min-
imum. These states cross at around 2.0 Å.

The ground state of the system was identified as the 6Σg state with a bond
length of 2.44 Å. The first excited state 6∆u lies 0.52 eV higher in energy and is
almost degenerate with the 2Σg state at 0.56 eV. The supposed ground state, 2∆g,
from previous DFT results [106] is actually the third excited state in our CASPT2
calculations. In the DFT study, the sextet states were left uninvestigated. The
reason is that these results were based on the assumption that the ionization of
the dimer is a one-electron process and that the spin multiplicity of the neutral
and charged species may only differ by ±1. This assumption is false, since the
ionization process does not generally result in the ground state of the ionized sys-
tem. Our results show that the ground state of the cation is indeed reached by a
redistribution of the valence electrons after ionization. The main configuration in
the neutral species is σg(3d)1 πu(3d)4 δg(3d)1 σg(4s)2, which changes to σg(3d)1
πu(3d)

2 δg(3d)
2 σg(4s)

2 (all bonding 3d orbitals singly occupied) for the charged
species.

5.3.1 Symmetry breaking and localization

Some remarks about the treatment of symmetry in our calculations are in place.
The wave functions transform according to the irreducible representations of the
point group symmetry of the dimer, i.e. D∞h. However, especially in the descrip-
tion of core-hole states, a description in terms of symmetry-adapted molecular
orbitals leads to the correct results only if a large number of configurations is in-
cluded in the CI expansion [108]. A description in terms of localized, symmetry
broken, orbitals leads to a better result (i.e. to lower energy), while using fewer
configurations. In the case of the titanium dimer, the core-hole orbital may then
localize on the first atom (A), which gives rise to relaxation of the electron cloud to-
wards the increased effective charge which has been introduced on that atom. The
symmetry-brokenwave functions can be denoted asΨA for the core-hole localized
on atom A and, similarly, ΨB for atom B. Symmetry-adapted wave functions can
then be expressed as

Ψ =
1√

2± 2S

(
ΨA ±ΨB

)
, (5.1)
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with S the overlap between the two wave functions
⟨
ΨA
∣∣ ΨB

⟩
. The interaction

matrix element, as well as the overlap, between the symmetry-broken solutions
involving deep core excitations localized on different atoms is very small. Conse-
quently the plus/minus combinations of Eq. (5.1) are almost degenerate in our
system and a sufficiently accurate description of the core-excited states can be ob-
tained by the localized wave function.

A consequence is that we need to perform all calculations of the dimer in re-
duced symmetry, i.e. C2v, including the initial state. The search for the ground
state has been performed in the D2h subgroup of D∞h. The 6Σg ground state has
also been calculated in the C2v subgroup, which lacks the mirror plane connecting
both atoms. In this calculation the titanium atoms are thus not related by symme-
try and consequently the orbitals are not restricted to form strictly bonding and
anti-bonding combinations. It was found that the CASSCF energy was lowered by
0.41 eV compared to the D2h calculation. This stabilization was accompanied by
a localization of the two singly occupied orthogonal δg(3d) orbitals, each onto one
of the atoms. This left-right correlation has been taken into account in the D2h cal-
culation by inclusion of the anti-bonding δu(3d) into the active space. However, in
the C2v calculation an extra orbital shows up in the active space, since the left-right
correlation has already been taken into account at the orbital level. The extra lo-
calized 4d orbitals act as correlating orbitals for the 3d orbitals and it is this effect
that lowers the energy. Moreover, in the active space the anti-bonding 4p orbitals
turned out to be replaced by bonding σg(4d) and πu(4d) orbitals, which act as cor-
relating orbitals for the σg(3d) and πu(3d) orbitals. The CASPT2 energy obtained
in C2v symmetry was however increased by 0.63 eV compared to the D2h calcula-
tion. It is clear that the stabilizing effect of the lower symmetry is an artifact caused
by the increased freedom in choice of orbitals, especially the correlating orbitals.
Therefore, we can safely assume that the 6Σg state is indeed the true ground state
of the system.

In the XAS calculation, the active space of the initial state has to be a subset
(in our case, the valence orbitals) of the active space of the excited states in order
to make it possible for the transition intensities to be calculated. The number of
configurations of the excited states quickly grows out of hand when we increase
the number of valence orbitals. The preferred active space of all 3d orbitals in
RAS2 and the 2p orbitals of one of the atoms in RAS3 is too large to be computed.
Therefore we need to choose a subset of the valence orbitals to be kept in the ac-
tive space, while we keep the remainder of the valence space unoccupied. Since
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the main configuration of the 6Σg ground state is σg(3d)1πu(3d)2δg(3d)2σg(4s)2,
i.e. all bonding 3d orbitals singly occupied, we choose to keep only the bonding
combinations of the 3d orbitals in RAS2. Also, we put the 2p orbitals of one of the
Ti atoms in the RAS1 space and allow at most single excitations from the RAS1 to
the RAS2 space.

In C2v symmetry, localization of the two δg(3d) orbitals in the initial state oc-
curs also in this reduced active space. The original delocalized state may be con-
structed as a linear combination of the two localized states, similar to Eq. 5.1. The
two localized states are related by symmetry in two ways: by the σh mirror plane
as well as a rotation of 45 degrees around the interatomic axis. Since all 2p or-
bitals of one atom are active in our calculation, any rotation of the initial wave
function around the interatomic axis does not influence the relative intensities of
the final states. Therefore, we may assume that the impact of using the localized
initial wave function, instead of the delocalized one, on the final spectrum will be
negligible.

5.4 Results and discussion

In Figure 5.3 we show the calculated spectra of the neutral Ti atom for various
values of the speed of light, c. At the true speed of light (≈ 137 a.u.), the peaks
originating from excitations from the 2p1/2 (L2 edge) or the 2p3/2 (L3 edge) shells
are not very well distinguishable. At lower c, the relativistic effects are amplified,
which results in theL2 edge to shift towards higher energies and become separated
from theL3 edge, which shifts only very slightly towards higher energies. It is now
clear where the onset of the L2 edge is located, as can be seen from the guide lines
put on the first peak of significant intensity of the L2 edge.

We have analyzed the character of the major contributions to the peaks in the
spectra. The only possible final states for the neutral Ti atomare those correspond-
ing to the 3d ← 2p excitation, i.e. those with a 2p53d3 occupation. In terms of
the mixed coupling scheme, the final states are constructed by coupling the pos-
sible Russell-Saunders terms of the 3d3 configuration, which are 4F, 4P, 2H, 2G,
2F, 2 × 2D and 2P, to the core hole with J = 1/2 or J = 3/2. We have attempted
the assignment for the c = 100 calculation in Fig. 5.3 only, since there the L3

and L2 structures are well separated. After careful examination of the distribu-
tion and multiplicities of the final states, we can assign the most intense peaks to
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Figure 5.3: The dependence of the 2p XAS of the neutral Ti atom as a function of the
speed of light c. Spectral lines have been broadened by a 0.3 eV FWHM Lorentzian to
model the finite life-time of the excited states. At lower c, the distinction between the the
L3 and L2 edges becomes clearer. The grey lines have been placed as a guide to the eye to
show the onset of the L2 edge.

the 2G term, coupled to the 2p1/2 or 2p3/2 core hole. Other major contributions
are those originating from the coupling of the 2P and one of the 2D terms to the
core hole. The other terms give rise to the satellite peaks and broad shoulders
around the main peaks. Extrapolating these assignments to the c = 137 calcula-
tion is possible, but it should be noted that states of the same J-valuemaymix and
the assignment of peaks is less straightforward than in the c = 100 calculation.

From these results, the apparent spin-orbit splitting of the 2p shell is 3.1 eV,
which is about 0.5 eV smaller than the apparent spin-orbit splitting in the experi-
mental spectrum (Fig. 5.4). The branching ratio has been calculated as the ratio
of the sums of the calculated intensities of the L3 and L2 edges. The value of 1.09
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Figure 5.4: The calculated XAS spectra of the neutral atom (Ti), themono-atomic cation
(Ti+) and the diatomic cation (Ti+2 ). The spectrum of Ti+2 has been shifted rigidly towards
higher excitation energy by 3 eV to aid in the comparison. Spectral lines have been broad-
ened by a 0.3 eV FWHM Lorentzian to model the finite life-time of the excited states. In-
cluded are the experimental spectra of Ti from Ref. [100] and of Ti+ and Ti+2 from Ref.
[60]. The experimental spectra have been shifted rigidly such that the most intense peaks
are aligned with respect to the computed spectra.

deviates strongly from the statistical value of 2, which would be expected from
the initial occupation numbers of the 2p orbitals (n = 4 and 2 for j = 3/2 and
1/2, respectively). There are two reasons for this deviation. Firstly, the L3 and L2

structures are overlapping slightly, and some states belonging to the L3 edge are
wrongly attributed to the L2 edge. The most important reason is however a many-
electron effect. There is significant configuration mixing in the final states, such
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that states cannot be described as pure 2p1/2 or 2p3/2 hole states. The branching
ratio of the c = 100 calculation is 1.47, and the deviation from 2 results almost
purely from this configuration mixing effect.

In Figure 5.4 we show the calculated 2pXAS spectra of the neutral Ti atom, Ti+
ion and Ti+2 ion. The experimental spectra [60, 100] are included for comparison.
The computed spectra of Ti+ and neutral Ti look almost identical, other than some
slight changes in intensities. The excitation energies of Ti+ are however ≈ 0.4 eV
higher than those of the neutral atom. There is very good agreement between the
computed and experimental spectra of Ti and Ti+, except that theL2 edge appears
slightly broader in the computed spectra. Also, in the experimental spectrum of
Ti+ there is an intense peak at 460 eV (shifted to 464.5 eV in the figure), which is
not well reproduced in the calculation. This peak actually consists of several peaks
that are strongly overlapping in the experimental spectrum, while they are more
separate in the computed spectrum.

The spectrum of the Ti+2 dimer has been shifted towards higher excitation en-
ergy by 3 eV to aid in the comparison to the Ti+ spectrum. The peaks in the spec-
trum of Ti+2 appear broader compared to those of the Ti+ spectrum. This is due
to the larger number of valence shell states of similar energy. This broadening is
underestimated when compared to the experimental spectrum, which is to be ex-
pected since we have only included a (small) subset of the valence space. For the
same reason, some peaks at lower excitation energies do not appear in the calcu-
lated spectrum. The apparent spin-orbit splitting is about equal to the splitting in
the Ti+ spectrum, which is also the case in the experimental spectra.

5.5 Conclusions

We have shown the first results of ab-initio calculations of the X-ray absorption
spectra of Ti clusters. The computed 2p XAS of the Ti atom is in very good agree-
ment with the experimental spectra. In order to interpret the computational spec-
tra, a computational experiment was performed by varying the speed of light. By
lowering the speed of light in the calculation (Fig. 5.3), the relativistic effects, most
prominently the spin-orbit splitting of the 2p shell, are amplified. The L2 and L3

structures are pulled apart to aid in the identification of the peaks in the spectrum.
Even though this computational experiment is completely unphysical and cannot
be performed in the real world, it is nevertheless very helpful in determining the
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apparent spin-orbit coupling and L2,3 branching ratio of the spectrum at the true
speed of light.

The analysis revealed that the major peaks in the spectrum arise from the 2G
state, coupled to the 2p1/2 and 2p3/2 core holes. Other large peaks arise from
the 2P and one of the 2D states, coupled to the same core holes. The other states
contribute to the spectrum as shoulders of the main peaks and as satellite peaks.

In the experimental 2p XAS of Ti+ (Fig. 5.4), it seems that there are threema-
jor peaks, instead of the two which are expected from the SO splitting of the 2p
core shell. Two of the major peaks are well reproduced in our calculations, but
the intense peak at 460 eV in the experimental spectrum is not well reproduced.
It seems that this peak is actually the result of coincidentally overlapping peaks
of several transitions with comparable excitation energies. In the computed spec-
trum, these transitions are more apart in energy and hence appear more separate.

For the 2p XAS of the Ti+2 dimer, first a suitable initial (ground) state had
to be found. At the CASSCF level, the potential energy curve computation (Fig.
5.1) showed that several states of comparable energy compete to be labelled as
ground state. These states are very different in electronic structure and choos-
ing the wrong initial state would result in a very different spectrum. By includ-
ing more dynamical correlation effects with the CASPT2 computation (Fig. 5.2),
the 6Σg state was found to be the ground state. This is different than would be
expected from the so-called ±1 rule, as suggested for the multiplicities of ionized
systems compared to their neutral counterparts [106]. The±1 rule fails to account
for any redistribution of the electrons after the one-electron process of ionization.
According to our calculations, the energy due to the redistribution of the valence
electrons is so large in this system, that the energy ordering of the states in Ti+2 is
very different from the ordering in the neutral dimer.

The calculated Ti+2 spectrum (Fig. 5.4) shows the same three main peaks as
the experimental spectrum, although the intensities of the peaks at higher excita-
tion energies are somewhat underestimated. This is to be expected from the fact
that only a small part of the valence space is included in the calculation. That
means that excitations to initially unoccupied orbitals with higher energy, which
contribute to the high energy ends of the L2 and L3 structures, are missing from
the computation. The high energy end of the L3 edge overlaps with the L2 edge,
therefore the intensity is indeedmissing in the expected part of the spectrum. The
missing peaks below 460 eV can also be ascribed to excitations to unoccupied or-
bitals, presumably with a redistribution of the other valence electrons since the
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excitation energy is so low.
In summary, this is the first demonstration that a computational XAS can be

generated for a non-centrosymmetric system from first principles quantum chem-
ical calculations. The computed spectrum for Ti+2 is sufficiently accurate to be able
to interpret the experimental peaks.



Chapter 6
The 4p and 5p XPS of Ytterbium

Phosphide1

In the previous chapters, the developedmethod has only been applied to the calcu-
lation of single atoms, or diatomicmolecules. In this chapter, we apply themethod
to the calculation of the 4p and 5p XPS of ytterbium in the crystalline solid ytter-
bium phosphide (YbP). The solid is modeled using the embedded cluster model,
which means that only a small part of the solid (one atom or a small cluster) is
described quantum-mechanically and the rest of the solid is represented by the
electrostatic field it generates [109, 110]. This approach allows the ionization to
take place locally on a single Yb3+ ion, while the oxidation states of all other Yb
ions are left unchanged.

As a first approximation, we have computed the spectra of a single Yb3+ ion,
embedded in the field of the surrounding lattice. This is essentially a single atom
calculation in reduced symmetry, but it is nevertheless useful for the identification
of the main peaks in the spectrum.

A more accurate calculation is performed by describing the system as an em-
bedded YbP15−

6 cluster. Of particular interest is the role of charge-transfer (CT)
from the six surrounding P3− ions to the central Yb ion during the ionization.
These CT states are expected to be stabilized due to the increased positive charge
on the Yb ion after ionization and their contribution to the XPS is assessed.

6.1 Details of calculations

Ytterbium phosphide YbP has the rock salt crystal structure with the space group
Fm3̄m and a lattice constant of 5.5461± 0.0005 Å at 295 K [111]. The calculations

1Parts of this chapter have been published in R. Klooster, R. Broer and M. Filatov Chem. Phys.
2012, 395 [98]
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were carried out in the embedded cluster approximation where a YbP15−
6 cluster

(Y–B bond length 2.773 Å) was embedded in the field of an array of point charges.
For comparison, the embedded cluster calculations were also carried out for a sin-
gle Yb3+ cation embedded in theMadelung field of the lattice. The formal valences
of the atoms in YbP (i.e. ±3) were taken as the magnitudes of the point charges
modeling the crystal lattice. The array of point charges of the length of five lattice
constants in each crystallographic direction was constructed whereby the surface
point charges were renormalized using Evjen’s scheme [80].

To make the description of the immediate coordination sphere of the cluster
(or Yb cation) more realistic, all the point charges within a radius of 7.5 Å from
the central atom were replaced with the respective model potentials, generated
according to the ab initio embeddingmodel potential (AIEMP) scheme developed
by Seijo and Barandiarán [110]. The potentials were obtained from fitting the
potential of a single atomic ion, Yb or P, embedded in the array of atomic ions
described by the same model potential. When modeling the charge distribution
of the atomic ions, 15 spherical symmetric Gaussian-type functions were used on
ytterbium and 11 functions on phosphorous.

The calculations employ the ANO-RCC-VDZP double-zeta polarized basis set
for ytterbium [112] and phosphorous [113]. The initial state of the Yb3+ cationwas
calculated using the (13,7)CASSCF wave function whereby the 4f-orbitals of Yb
occupied with 13 electrons are included into the active space. For the final states
of the ionized Yb4+, the (18,10)RASSCF calculations were carried out in which
13 electrons in 4f-orbitals are taken into the RAS2 and 5 electrons in 5p-orbitals
are taken into the RAS3, for the case of the 5p-hole (5 electrons in 4p-orbitals, for
the case of the 4p-hole). For the YbP15−

6 cluster, the RAS2 active space included 13
electrons in the 4f-orbitals of Yb and 24 electrons in the odd (ungerade) symmetry
adapted linear combinations of the 3s and 3p-orbitals of P. For the ionized YbP14−

6

cluster, the so-obtained (37,19) active space in RAS2 was augmented by the (5,3)
active space in RAS3. The latter was set up similarly to the Yb4+ cation. The RAS3
space was restricted to accommodate at least five electrons. In all final states, the
core orbitals were kept frozen during the RASSCF calculations.
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6.2 Results and discussion

The initial state valence configuration of Yb3+ is 4f13. This gives rise to a 2F7/2

ground state and a 2F5/2 excited state, split by 1.3 eV. This splitting is large enough
to ensure that the system is completely in the ground state at room temperature.
In the cluster the initial state splits further due to the octahedral environment by
about 0.05 eV and the system can be described by a Boltzmann distribution over
the lowest states.

Ionization takes place from the 4p or 5p shell with j = 1/2 or 3/2, which cou-
ples to the initial J = 7/2 to yield XPS allowed states of J = 3, 4 and J = 2, 3, 4, 5,
respectively. In the cluster, the increased charge on Yb after ionization stabilizes
charge transfer (CT) configurations in which electrons of the surrounding P 3p
orbitals are donated to the central Yb 4f orbital. These Yb(4/5p54f14)L CT config-
urations canmix with the Yb(4/5p54f13) non-CT configurations and this may give
rise to extra features in the spectrum. All orbitals, except the core orbital from
which the ionization takes place, are optimized to minimize the average energy of
all (non-CT and CT) states. The obtained peaks are broadened by a Gaussian and
Lorentzian distribution tomodel the lifetime andDoppler broadenings. Moreover
the spectrum is shifted rigidly so that the most intense peak aligns with the exper-
imental peak.

The calculated 5p XPS is shown in Figure 6.1. Comparison with the experi-
mental spectrum shows that the SO splitting between the 5p1/2 and 5p3/2 peaks is
∼ 0.4 eV lower in the Yb3+ calculation and ∼ 1.2 eV lower in the cluster. The SO
splitting in the cluster is lower because the core-hole is slightly hybridized with
the valence P orbitals. The computed relative intensities are very close to the 2:1
statistical weight ratio of 5p1/2 and 5p3/2. In the experimental spectrum the 5p1/2
peak is less intense than expected from the intensity of the 5p3/2 peak.

The difference in SO splitting in the 5p shell can be explained by the difference
in radial dependence of the 5p1/2 and 5p3/2 orbitals, which is not taken into ac-
count in our method. See also the discussion of this effect in chapter 4. Indeed,
when we calculate the energies of the 5p ionized states in the Yb3+ ion using a 4C
scheme, the 5p SO splitting increases by 1–1.2 eV. In the atomic calculation, the
error due to the incorrect radial behavior of the 5p orbitals is mostly compensated
by the error due to the neglect of the direct crystal environment.

The difference in relative intensities between the two peaks can be attributed
to the neglect of higher lying configurations. These can mix more with the 5p−11/2



68 6. The 4p and 5p XPS of Ytterbium Phosphide

Yb3+

[YbP ]15-
6

Binding energy (eV)

Experiment

40 35 30 25 20

Figure 6.1: The calculated 5p XPS of Yb3+ and [YbP6]15−. The experimental spectrum
has been taken from ref. [61].
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Figure 6.2: The calculated 4p XPS of Yb3+ and [YbP6]15−. The experimental spectrum
has been taken from ref. [61].

states, and therefore “steal” more intensity from this peak.
The calculated 4p XPS is shown in Figure 6.2. The splitting between the 4p1/2
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and the 4p3/2 structures is about 10 % (∼ 6 eV) lower than the experimental split-
ting, while the splitting between the two peaks of the 4p3/2 structure is ∼ 10 eV
lower. In the cluster calculation the splittings are similar to the atomic calcula-
tion, but two extra peaks at 341 eV and 387 eV emerge which can be attributed to
CT states. The binding energies of the CT states are thus lower than the non-CT
states. The core ionization introduces extra positive charge on the Yb atom, which
stabilizes those configurations in which an electron is transferred from a P 3p or-
bital to Yb 4f more than non-CT configurations. In the initial state, the CT states
are only ∼ 5 eV higher in energy than the ground state, so upon core ionization
these drop below the non-CT states. The calculated intensity is very small, but it is
expected that if the relaxation of a greater part of the crystal is taken into account,
these contributions become more important.

The calculated binding energies of the Yb3+ ion have been compared to a full
4C calculation, which shows that the SO splitting of the core orbitals has been un-
derestimated by about 4.5 eV in our NESC/RASSI/AMFI calculation, for the same
reasons as in the 5p XPS. The splittings within the two structures, in particular
within the 4p3/2 structure, were reproduced accurately, indicating that the treat-
ment of relativistic effects is sufficiently accurate. The discrepancy between the
experiment and our calculations may be explained by electron correlation effects,
in particular the so-called frustrated Auger configurations which are missing in
the present calculations. It has been shown [15, 18] that these configurations, in
which there is a simultaneous excitation of a valence electron to a higher lying or-
bital and a de-excitation of an electron into the core-hole, may have a large effect
on the relative binding energies.

In the experimental spectrum, the peak at 386 eV and the shoulder around 338
eV were attributed to surface Yb2+ contributions. From our calculations it can be
seen that these may instead come from CT states.

6.3 Conclusions

In this chapter we have applied the developed method to the calculation of the
5p and 4p XPS of YbP, in the embedded cluster approximation. The results in
this chapter show that the method for the calculation of XPS is indeed suitable
for systems containing multiple atoms. This allows to go beyond the single atom
description of the XPS process, and include multi-atom effects like ligand–to–
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metal charge transfer.
The study of the 5p and 4p XPS of YbP has revealed that including a shell

of ligand P atoms into the cluster has greater influence on the ionization of the
sub-valence 5p shell, compared to the 4p shell. It was also found that ionization
of the 4p shell is more sensitive to the effect of ligand–to–metal charge transfer,
compared to the 5p shell. Charge transfer final states may be responsible for the
occurrence of satellite peaks in the 4p XPS at 386 eV and at 338 eV which were
previously attributed to the contribution of surface Yb2+ cations [61].
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Samenvatting

Het ontwerpen van nieuwe (multi)functionele materialen is voor een groot deel
gebaseerd op kennis van de microscopische eigenschappen van deze materialen,
die op hun beurt voor een groot deel bepaald worden door de elektronische struc-
tuur. De elektronische structuur omvat de elektronische energieniveaus en bijbe-
horende elektronenverdelingen. Spectroscopie van binnenschilelektronen is een
waardevolle techniek om de elektronische structuur van verschillende systemen,
zoals atomen, moleculen en vaste stoffen, te achterhalen. De benodigde straling
bevindt zich in het röntgengebied, vaak aangeduid als X-rays. De verschillende
vormen van deze techniek kunnenworden ingedeeld in twee categorieën, namelijk
X-ray foto-elektron spectroscopie (XPS) en X-ray absorptie spectroscopie (XAS).

Bij XPS wordt het systeem geïoniseerd met behulp van röntgenstraling met
een vaste golflengte en de kinetische energie van de uitgestoten binnenschilelek-
tronen gemeten. De bindingsenergie van die elektronen is het verschil van de en-
ergie van de straling en de kinetische energie. Bij XAS wordt gebruik gemaakt van
röntgenstraling om een elektron van de binnenschil naar een valentieschil te ex-
citeren. Door deze overgang wordt de röntgenstraling met een energie gelijk aan
de excitatie-energie geabsorbeerd.

De bindingsenergie van een binnenschilelektron wordt in hoge mate bepaald
door de kernlading van het atoom waarop het elektron zich bevindt. Daarom
kan XPS gebruikt worden om de elementaire samenstelling van een systeem te
bepalen. De bindingsenergieën worden daarnaast beïnvloed door oxidatietoes-
tand en de chemische omgeving van het atoom. XAS wordt niet alleen beïnvloed
door de binnenschil, maar ook door de valentieschil waar het elektron in terecht
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komt. Doordat er veelmeer overgangenmogelijk zijn, levert dit over het algemeen
een rijker spectrum op dan bij XPS. Dus ondanks dat XPS en XAS overgangen van
binnenschilelektronen omvat, bieden de resulterende spectra juist veel inzicht in
de valentie-elektronische structuur van het systeem.

De interpretatie van de spectra kan, afhankelijk van het systeem en de binnen-
schil van interesse, erg ingewikkeld zijn. De simpelste modellen gaan uit van de
verandering van de effectieve kernlading, doordat de afscherming door de elektro-
nen verandert, om bijvoorbeeld verschillende oxidatietoestanden te beschrijven.
Dit soort modellen negeert de expliciete interactie van het binnenschilelektron
met de andere elektronen.

In dit proefschrift beschrijven we het XPS / XAS proces nauwkeuriger op ba-
sis van de eerste beginselen (ab initio) met kwantummechanica. In de kwan-
tummechanica wordt de elektronische structuur van een systeem beschreven met
een golffunctie Ψ, waaruit alle eigenschappen van dat systeem bepaald kan wor-
den. Voor de beschrijving van een spectrum is het nodig de bindings- of excitatie-
energieën en de overgangswaarschijnlijkheden te berekenen. Dit doen we door
de golffunctie van het systeem voor en na de excitatie of ionisatie uit te rekenen
met behulp van de tijdsonafhankelijke Schrödingervergelijking, ĤΨ = EΨ. De
Hamiltoniaan Ĥ bevat alle fysische interacties in het systeem en door de vergelijk-
ing op te lossen wordt naast de golffunctie Ψ ook de energie E behorend bij deze
golffunctie verkregen. De bindings- of excitatie-energie is het verschil van deze
energie voor de begin- en eindtoestand.

De overgangswaarschijnlijkheid wordt voor XAS berekendmet behulp van het
overgangsdipoolmoment tussen de golffuncties van begin- en eindtoestand. Voor
XPS is dit niet mogelijk, aangezien de golffuncties van begintoestand en geïoni-
seerde toestand een verschillend aantal elektronen bevatten. Daaromwordt er ge-
bruikt gemaakt van de ”Sudden Approximation” (Plotselinge Benadering), waarin
aangenomen wordt dat de energie van de inkomende straling zo hoog is dat de
overgang naar de geïoniseerde toestand instantaan verloopt. Er wordt een nieuwe
”bevroren” golffunctie gedefinieerd, identiek aan de begintoestand maar met een
elektron verwijderd uit een binnenschil. De overgangswaarschijnlijkheid wordt
dan bepaald met behulp van de overlap van de bevroren golffunctie met de golf-
functie van de eindtoestand.

Uit het voorgaande blijkt dat het essentieel is om de belangrijke fysische in-
teracties in de Hamiltoniaan mee te nemen voor een goede beschrijving van een
binnenschilelektronspectrum. Omdat de binnenschilelektronen met grote snel-
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heid kunnen bewegen, zijn met name de effecten van relativiteit van belang. Voor
de beschrijving van relativiteit in de kwantummechanicawordt doorgaans gebruik
gemaakt van de Diracvergelijking. Hierbij bestaat de golffunctie uit vier compo-
nenten: voor zowel het elektronische deel als het positronische deel van de golf-
functie een twee-componenten spinor die de spin van de elektronen beschrijft. Dit
zorgt ervoor dat het formalisme rekenkundig dusdanig intensief wordt dat het
alleen toegepast kan worden op kleine systemen. Daarom gebruiken we in dit
proefschrift een getransformeerde vorm van de Diracvergelijking, met behulp van
de genormaliseerde eliminatie van de kleine component (NESC), waarbij er maar
één component overblijft. Hierdoor wordt het scalaire deel van de relativiteit op
het een-elektronniveau toegevoegd, waar het de meeste invloed heeft, en kan de
veel-elektrongolffunctie berekendwordenmet ”gewone” niet-relativistischemeth-
oden. Doordat de verschillende spin-componenten niet in de golffunctie zitten,
wordt de relativistische spin-baan koppeling nog niet meegenomen. Deze spin-
baan koppeling, die belangrijk is voor valentieschillen van zware elementen en
binnenschillen van vrijwel alle elementen, wordt aan het eind van de berekening
toegevoegd aan de veel-elektrongolffunctie.

Een ander belangrijke voorwaarde voor de nauwkeurige beschrijving van bin-
nenschilelektronspectra is het in rekening brengen van elektroncorrelatie. Dit is
de specifieke interactie tussen de elektronen, naast de interactie van een elektron
met het gemiddelde elektrostatische veld van de andere elektronen. Doordat we
de golffunctie terug hebben gebracht tot een één-component vorm, kunnen we ge-
bruik maken van de uitgebreide gereedschapsset van de niet-relativistische kwan-
tumchemie om elektroncorrelatie nauwkeurig te beschrijven.

Hoofdstuk 2 van dit proefschrift beschrijft de niet-relativistische en relativis-
tische theorieën zoals deze gebruikt worden in de berekeningen. De toepassing
van de theorie op het beschrijven van de XPS en XAS processen en de berekening
en interpretatie van de spectra staat beschreven in hoofdstuk 3.

In hoofdstuk 4 passen we het formalisme toe op de berekening van de 4f XPS
van het uranium(V) atoom. Aan dit systeem zijn vier-componenten berekeningen
gedaan, waarmee onze resultaten worden vergeleken. De effecten van elektron-
correlatie en relaxatie van de elektronenbanen na ionisatie worden behandeld.

In hoofdstuk 5 berekenenwe de 2pXAS van het titanium atoom, het Ti+ ion en
het Ti+2 molecuul. Experimentele spectra van deze systemen zijn gebruikt om de
resultatenmee te vergelijken. Met name het Ti+2 systeem is interessant, omdat het
de eerste keer is dat van een niet-centrosymmetrisch systeem het XAS berekend
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wordt. De gevolgen voor de symmetrie in de eindtoestanden worden uitvoering
beschreven.

In hoofdstuk 6 wordt het 4p en 5p XAS van ytterbium in YbP berekend. Hi-
erbij maken we gebruik van het embedded-clustermodel, waarbij het materiaal
beschreven wordt met een klein cluster omsloten door een elektrostatisch veld
dat de rest van het kristal beschrijft. Het effect van de grootte van het cluster,
met name het al dan niet meenemen van ligand–metaal ladingsoverdracht, wordt
behandeld.



Acknowledgements

This project would not have been possible without the help and support of a lot of
people.

First of all Iwould like to thankmypromotorRiaBroer. Ria, ondanks je drukke
agenda heb je altijd de tijd gevonden om te discussiëren over het project. Je hebt
me gemotiveerd om dit proefschrift af te maken en daarvoor ben ik je dankbaar.

I thank Michael Filatov for raising my interest in relativistic quantum chem-
istry and supervision during the first years of my PhD project.

Thank you, Paul Bagus for interesting discussions during your frequent visits
to our group in Groningen.

I would like to thank the reading committee, Luuk Visscher, Frank de Groot
and Petra Rudolf, for taking the time to reviewmy thesis and giving valuable feed-
back.

I have been around the Theoretical Chemistry group for over 10 years, start-
ing with a Bachelor project supervised by Robert van Leeuwen. Bedankt Robert,
dat je me hebt geïntroduceerd in het vakgebied en hebt geholpen met mijn eerste
stappen in het programmeren in Fortran. Ik wil ook Paul de Boeij bedanken voor
zijn uitstekende supervisie gedurendemijnMasterproject, watmij heeft overtuigd
omdit promotietraject te starten. Wim en Piet, jullie discussies en suggesties, met
name tijdens de werkbesprekingen, waren erg waardevol. I would like to thank all
other past and present group members for contributing to the nice atmosphere in
the group: Remco, Johan, Gerrit-Jan, Andrii, Muizz, Hilde, Coen, Henriet, Dani,
Daniel, Andranik, Reshmi, Adrian, Olena, Khompat, Rémi, Christian, Hossein,
Alexandrina, Arjan, Pina, Meta, Nils, Maya, Javier and Tuomas.



84 ACKNOWLEDGEMENTS

Een speciaal woord van dank voor mijn huidige werkgever, HZPC. Hans en
Robert, bedankt dat jullie me demogelijkheid en tijd hebben gegeven om dit werk
af te maken.

Muziek is altijd een belangrijk onderdeel van mijn leven geweest. Door de
muziek heb ik een hoop mensen leren kennen tijdens mijn studie en promotie,
die me eraan hielpen herinneren dat het leven niet alleen om werk draait. Alle
mensen van Harmonie ’67, Cover, Sun by Night / The Villains, Threshold Project
en Sostenuto, bedankt!

Daarnaast wil ik al mijn vrienden en (schoon)familie bedanken voor hun steun
tijdens dit project, ondanks dat ik niet altijd kon uitleggen waar het over ging.
Egon, Maarten, Mark en Thom, zonder jullie hadmijn studietijd er heel wat saaier
uitgezien en ik ben blij dat we elkaar na de studie nog steeds regelmatig zien.
Tijn, bedankt dat je er altijd voor me was in de afgelopen (ruim) 20 jaar. Mam,
Nienke en Els, jullie hebbenme altijd gesteund en aangemoedigd om dit boekje af
te maken en ik hoop dat jullie trots op dit resultaat zijn.

Tot slot wil ik Chantal bedanken voor haar geduld en ongelimiteerde support.
Ik hou van je en ik hoop dat we nog heel lang samen zullen zijn.

Rob



Curriculum Vitae

Rob Klooster werd geboren op 2 april 1983 te Almen. Het VWO-diploma werd op
29 juni 2000 behaald aan het Isendoorn College te Warnsveld.

In september 2000 werd begonnen aan de opleiding Scheikunde aan de Rijks-
universiteit Groningen. Na het afstudeeronderzoekmet als onderwerp ”Gradients
of the Kohn–Sham energy in crystals” werd het doctoraal examen in de richting
Theoretische Chemie op 31 maart 2007 succesvol afgelegd.

Gedurende de periode april 2007 tot september 2011 was hij werkzaam als
assistent in opleiding (AIO) in de vakgroep Theoretische Chemie aan de Rijks-
universiteit Groningen. De resultaten van het aldaar verrichte onderzoek staan
beschreven in dit proefschrift. Vanaf 1 april 2012 is hij werkzaam bij HZPC R&D
te Metslawier.




