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ABSTRACT

The NIR Call triplet absorption lines have proven to be anangnt tool for quantitative spectroscopy of individuat rgiant
branch stars in the Local Group, providing a better undedstey of metallicities of stars in the Milky Way and dwarf gaies and
thereby an opportunity to constrain their chemical evolugprocesses. An interesting puzzle in this field is the figamt lack of
extremely metal-poor stars, below [F§=-3, found in classical dwarf galaxies around the Milky Wayngsthis technique. The
question arises whether these stars are really absentthar &mpirical Call triplet method used to study these systenbiased
in the low-metallicity regime. Here we present results dfitegtic spectral analysis of the Call triplet, that is feati®n a better
understanding of spectroscopic measurements of low-he#tagiant stars. Our results start to deviate strongbnfirthe widely-used
and linear empirical calibrations at [fH§<—2. We provide a new calibration for Ca ll triplet studies @fhis valid for —-0.%2[Fe/H]>—
4. We subsequently apply this new calibration to currena dats and suggest that the classical dwarf galaxies ar® mgveid of
extremely low-metallicity stars as was previously thought

Key words. Stars:abundances - Galaxies:dwarf - Galaxies:evoluti®alaxies:Local Group - Galaxy:formation

1. Introduction and Outline galaxy, as they represent the most pristine (and probably th
o the oldest) stars in the system. For example, in a scenagoevh
To understand galaxy evolution it is critical to understésV  there are no low-metallicity stars, theories invoking sddnel of
the metallicities of stars in physicallyféérent environments de- pre_enrichment prior to the star formation epoch becomesmor
velop with time. Low- and high-resolution spectroscopiedst pjaysible. In general, detailed chemical abundances oftaics
ies of individual stars in the Milky Way and dwarf galaxie®arcan provide valuable information about chemical evolupioo-
crucial in this context since they can provide measurementScesses as they are likely to be polluted by only a single oy ver
overall metallicity and detailed abundances of a range ef ekey supernova. A comparison of low-metallicity tails infferent
ments (e.g.. Freeman & Bland-Hawthorn 2002, and referengggaxies also provides information about the origin andueian
therein). Studies of this kind have revealed interestintedi f systems with dferent masses andfrent star formation his-
ences between the stars in the Milky Way halo and the dwagkies.
spheroidal galaxies (dSphs) surrounding it (Tolstoy 2609,
and references therein). An intriguing population of stars From relatively time-consuming but insightful high-
study in diferent environments are the extremely metal-po@gsolution (HR) studies of small samples of bright red giant
stars ([F¢gH]< —3). The existence, or lack of, these stars reveaiganch (RGB) stars in nearby dSphs we know that the chem-
valuable information about the chemical evolution histofya ical signatures of individual elements in the dSph stars can
be distinct from the stars in the Galaxy (elg., Shetronelet al
* Using observations collected at the European Organisdtion 2001/ 2003; Tolstoy et al. 2003; Venn et al. 2004; Fulbrigfeie
Astronomical Research in the Southern Hemisphere, Chispqsal 2004; Koch et al! 2008a,b; Cohen & Huang 2009; Aoki et al.
171.B-0588. 2009; | Frebel et al. 2010). So far all high-resolution obaerv
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tions of extremely metal-poor stars in dSphs have been stud- However, the breadth of the lines also has disadvantages.
ied in high-resolution as part of follow-up studies on previBecause the lines are highly saturated their strengthcislye

ous low-resolution samples (Cohen & Huang 2009; Aoki et ah the core of the line, depends strongly on the temperature-s
2009 Frebel et al. 2009, 2010, Tafelmeyer et al. in prefn@st ture of the upper layers of the photosphere and chromosphere
stars are still sparse and at the moment mostly found in tbkthe star, which means that complicated non-local thesmod
ultra-faint dwarf galaxies. The high-resolution studiéslas- namic equilibrium (non-LTE) physics has to be used to model
sical dSphs which are not follow-up studies, have first t@gie the line correctly/(Cole et al. 2004). Also, the lines do nai-p

the inner galactic regions, which are often more metal;iécid vide a direct measurement of [, although it has been shown
are hence not optimized to specifically target metal-pamsst  that [FgH] affects the equivalent width of the lines more than Ca
(Battaglia et al. 2008b). The abundance of Ca and other eitsme

Add|t|qnally, recent Iovv_-r_esolut_lon (LR) studies enable Ydo still affect the equivalent widths which will not always trace
to determine overall metallicity estimates for much largam- only [FeH] (Rutledge et al. 1997b)

ples of RGB stars in both classical dSphs (e.q., Suhétel.

1993] Tolstoy et dl. 2004; Pont et al. 2004; Battaglia &t 60& Early investigations of the CaT concentrated mainly on
Mufioz et al! 2006; Koch et Hl. 2007alb; Battaglia éf al. 2po8their sensitivity to surface gravity. (Spinrad & Taylor 1969
Shetrone et all_2009; Walker ef al. 2009a; Kirby étlal. 20064971; [Cohen 1978, Jones et al. 1984). It was realized by
ultra-faint galaxies (e.d., Simon & Geha 2007; Kirby ef @I08; Armandrdf & Zinnl (1988) that a more metal-rich RGB star
Norris et al. 2008 Walker et Al._2009b; Koch etlal. 2009) arighould have stronger CaT lines, because it has both a greater
even the more distant and isolated dwarf irregular galaeigs, abundance of Fe (and also Ca) in its atmosphere and a lower
Leaman et al. 2009). From the larger numbers of stars studréiface gravity. They empirically proved this relation bgan

in the low-resolution studies for the classical dSphs gty suring for the CaT lines their integrated equivalent widih\)

several hundred per galaxy) one would statistically expect in several globular clusters with known [fFd. Applying this
find some RGB stars with [fd]< -3, if the distribution of method to individual RGB stars, Olszewski et al. (1991) no-

metallicities in these systems follows that of the Galabtto ticed that the metallicity sensitivity of the CaT line indisxm-
(Helmi et all2006). However, one of the compelling resutisrf  Proved by plotting it as a function of the absolute magnitatie
studies of large samples of RGB stars is a significant lack &¥e star. At a fixed absolute magnitude, higher metallici®ER
stars with metallicities [Fé{]< —3 in the classical dSph galaxiesstars will have lower gravity and lower temperatures, wiioth
Sculptor, Fornax, Carina and Sextans compared to the igetalstrengthen the CaT lines. A further development of the mtho
ity distribution function of the Galactic halb (Helmi et @006). (Armandrdi & Da Costé 1991) was to plot the equivalent width
These metallicities are inferred from the line strengthshef as a function of the height of the RGB stars above the horizon-
Call NIR triplet (CaT) lines. Recently, Kirby etlal. (2009-r tal branch (HB) in V-magnitudeM - Vig). In this way, the re-
ported to have found a RGB star in Sculptor with a/Hievalue  quirements of a distance scale and a well-determined réalgien
as low as —3.8 using a comparison between spectra and anag-avoided. They found a linear relation between/Hffend
tensive spectral library. Several extremely low-metiglistars 2 “reduced equivalent width” (W}, which incorporates both the
have already been discovered in the ultra-faint dwarf getax equivalentwidth of the two strongest linesi@542 andi8662 A
using either this technique or other indicators (Kirby ePal08; (also written as EWand EW; in the remaining of this paper)
Norris et all 2008). In this paper we investigate whetheltldok andV — Vyg. This enables a direct comparison between RGB
of low-metallicity stars in the classical dwarf galaxiesitbbbe stars of diferent luminosities. This method has been extensively
a bias due to the Call NIR triplet (CaT) indicator used to detetested and proven to work on large samples of individual RGB
mine metallicities from low-resolution spectra. stars in globular clusters (e.9., Rutledge et al. 1997a,b).

The CaT lines have been used in studies over a wide range of Additionally,.Cole et al..(2004) showed that thigeet of dif-
atmospheric parameters and have been applied to bothdadiJerentages of RGB stars is a negligible source of error fdatne
ual stars and integrated stellar populations ifiedent environ- licities derived from the CaT index. This paved the way for
ments (seé Cenarro ef al. 2001, 2002, and references therdfif use of the CaT metallicity indicator on populations oftRG
In this paper we focus on the use of the CaT lines to det&ta@rs which are not coeval, among which are the Local Group
mine metallicities of individual RGB stars. The CaT regidn odwarf galaxies. A direct detailed comparison between the lo
the spectrum has proven to be a powerful tool for metallicifgsolution CaT metallicities and high-resolution measests
estimates of individual stars. The three CaT absorptioeslinfor large samples of RGB stars in the nearby dwarf galaxies
(18498, 18542, and18662 A), which can be used to deterFornax and Sculptor is given by E}attaglla_l et al. (2008b).yThe
mine radial velocities and to trace metallicity (usuallgan as concluded that the CaT - [Ad] relation (calibrated on globular
[Fe/H]), are so broad that they can be measured withicent clusters) can be applied with confidence to RGB stars in com-
accuracy at a moderate resoiution. As was already noted in pPSité stellar populations over the ranges <[Fe/H]< -0.5.
oneering work (e.gL, Armandfio& Zinn 1988; Olszewski et al. In this paper we study the behavior of the CaT for/Hie
1991; Armandréf & Da Costa 1991), there are numerous addie —2.5, comparing stellar atmosphere models with observa-
tional advantages to the use of the CaT lines as metallioity itions. We have determined a new calibration including the |
dicator. For instance, the calcium abundances are expsztednetallicity regime. The paper is organized as follows. ltSe
be largely representative of the primordial abundancesef {2 we further clarify and physically motivate the need for avne
star, since, contrary to many other elements, they are titdag calibration at lower metallicities using simple synthedpectra
be unaltered by nucleosynthesis processes in intermediate modeling. In Secf.]3 we describe our grid of synthetic spest
low-mass stars on the RGB (lvans et al. 2001; Cole let al.|2004¥e to investigate the CaT lines. We then analyze and ctdibra
Also, the NIR wavelength region is convenient: in that thiege  this grid in two regimes: —2.@ [Fe/H] > —0.5 in Sect[ 4, and
ants emit more flux in this part of the spectrum than in the bljEe/H] < —-2.5 in Sect b. In Sedi] 6 we present a new calibration
and the spectrum is very flat, which facilitates the definitid valid for both metallicity regimes. Additionally, we inviégate
the continuum level to measure the equivalent widths ofittee | the role ofe elements in Sedt] 7 and the implications of the new
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calibration on the results of the Dwarf Abundances and Radia
velocities Team (DART) survey (Tolstoy et al. 2006) in SEt.

1.0

2. The CaT at low metallicity

<
The so-called CaT empirical relation connects a linear dombé‘ 0.8 I
nation of the equivalent widths of the CaT lines (the exantifo &
can vary between fierent authors) and the absolute luminos® L
ity of the star, often expressed in terms of the height of tae s ¢ o ¢
above the HB of the system, to its [fFg§ value. The empirical -

relation described in_Battaglia et al. (2008b) in their dipres 3
16 and 11 are given as equatidns 1 @hd 2 below. N 04 I
O .
I L
[Fe/H] = —2.81(+0.16)+ 0.44(+0.04)W 1) g
where: 0.2 |
W = EW, + EW; + 0.64(:0.02)(V — Vi) (2) ool
[5OSR S AN SN T SN T S TR SR AN SR S S
At present this linear relation between metallicity and CaT 8538 8540 8542 8544 8546
equivalent widths is also used to infer metallicities farstout- wavelength (A)

side the calibrated regime-2.5 <[Fe/H]< —0.5). However, the

assumption that the relation conti_nues outside of thisnne_gias Fig. 1. The change of the shape of the CaT line @42 Awith
not been accurately checked. It is very clear that the linear changing metallicity (metallicity is decreasing as theelimar-

lation cannot hold down to extremely low metallicities, since atrows) Non-LTE éfects are not taken into account. These lines
a certain point Efsl1 arid 2 infer that the equivalent widthis Ware obtained from synthetic spectra from MARCS models with

have negative values. Negative equivalent widths for aitinr Ter = 4500 K and log(g): 1.5 as described in the text. The flat-

lines is obviously physically meaningless. tening in the core at higher metallicities arises becausenbd-

Itis "’.IISO expec_ted that Fhe sh.ape of th_e_lines, and therefQig 4o not cover small enough optical depths in the outersaye
the relation of equivalent width with metallicity, chang®sthe | here the core of the line is formed. This is a problem withie t

metallicity drops. The equivalent width of the CaT lines @M ), qeling itself, and not related to the non-LTfeets which are
inated at higher metallicities by the wings of the line. AVEr  oocribed in SecE3.2. Because of the broad wings, the &rea o

metallicities _these Wing_s weaken gadeven disappear an_d thehe core of the line that is missing is a negligible fractidha
equivalentwidth of the line becomes more dominated by ite O | equivalent width.

as illustrated in Fid.]1 from synthetic spectra. Since the emd
the wings of the lines originate fromftérent parts of the curve
of growth the behavior of both is unlikely to be described bg o
linear equation. The change in relative strength of the aoe 3.1. Parameters

wings of the line changes the sensitivity of the line to the

abindance an 0 e overal meaicy i general Thsan e, PIAMLEts P [0Fel T and loo) fof WARCS
standing of the physical process motivates our re-caltmaif o o of the table all the models are provided on the web
the relation between CaT equivalent width and/ffeat lower /', \ARCS team. We interpolated to a finer grid, including

metallicities. the values given in the lower part of Taljle 1, using the inter-

polation tool provided on the MARCS website by T. Masseron.

. All atmospheric models have a mass dfld and microturbu-

3. A grid of Models lent velocities £) of 2 km s1. In calculating the synthetic spec-

In order to investigate and quantify the behavior of the Gadd tra W|th Turbospectrum we use mlc_roturbulent velocme_sohh

at low metallicity we define a grid of model spectra created u¥a'y slightly dependent on the gravity of the atmospherideio
ing the publicly available and recently revised version fod t I acpordance with observed variations of microturbulehbe-
(OS)MARCS models (e.d., Gustafsson et al. 2008;] Plez|20dl§s in halo stars. The values we use range fom 2.3 k”l‘
and the Turbospectrum program (Alvarez & Hlez 1998) updatéd for the tip of the RGB (log(g)= 0.5) to& = 1.7 km s
consistently with the latest release of MARCS Gustafssail et "€ar the HB (log(g32.5) in accordance with the results from
(2008). The model spectra cover a range Béetive tempera- Bgrk_lgm et al.[(2005). Th|§ slight change in microturbulenan
tures, gravities, metallicities ([d]) and enhancements of theSignificantly alter the equivalent width of the two strong@aT

« elements (taken as O, Ne, Mg, Si, S, Ar, Ca, and Ti in iHwes in the metal-poor regime and thefdrence will be largest
MARCS models/(Gustafsson et lal. 2008)). The models use a @he tip of the RGB.

spherical symmetric approach. Our linelist is created gitie

Vienna Atomic Line Databasg .(VALD) for the atomic specieg » non-LTE effects

(e.g.[Kupka et al. 2000). Additionally we also model the -con

tribution from CN molecular lines (Spite etlal. 2005, Ple& pr Although all model atmospheres and synthetic spectra dre ca
comm.) and TiO moleculer lines in the cooler,{T< 400K) culated assuming local thermodynamic equilibrium (LTEgE w
models|(Plez 1998). take dtects of departures from LTE into account, because they
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Table 1. The parameters for the grid of models used.

[FeH] [a/Fe] Teft log(9)
MARCS model atmospheres
-0.25 +0.0,+0.1 3800, 3900, 4000, 4250, 4500, 4750, 5000 0.5, 1.0, D525
-0.50 +0.0,+0.2 3800, 3900, 4000, 4250, 4500, 4750, 5000 0.5, 1.0, 0525
-0.75 +0.0,+0.3 3800, 3900, 4000, 4250, 4500, 4750, 5000 0.5, 1.0, D525
-1.00, -1.50, -2.00 +0.0,+0.4 3800, 3900, 4000, 4250, 4500, 4750, 5000 0.5, 1.0, D525
-2.50, -3.00 +0.4 3800, 3900, 4000, 4250, 4500, 4750, 5000 0.5, 1.0, D525
—4.00, -5.00 +0.4 3800, 3900, 4000, 4250, 4500, 4750, 5000 1.0, 1.5, A0, 2.
Interpolated model atmospheres

-1.25,-1.75 4125, 4375, 4625, 4875 0.75, 1.25, 1.75, 2.25
—2.25,-2.75 4125, 4375, 4625, 4875 0.75, 1.25, 1.75, 2.25
-3.50, —-4.50 4125, 4375, 4625, 4875 1.25,1.75, 2.25

can be significant since the lines are so highly saturategel eTh
fect of departures from LTE on these lines was first invettida Tor
by [Jorgensen et al. (1892), but only for [A¢ > —1. A more EW(8662A)/EW(8662A),. 1e = 0.692+ 0.292

extensive study is performed by Mashonkina et al. (2007&yTh 4500(K)

note that in the CaT the non-LTHfects are revealed only in the ~ (0.301-0.288 Ter )[Fe&/H] - 0.0163[F¢H]{4)
Doppler core, which is strengthened. 4500(K)

_ Because the broad wings of the CaT lines are decreasing sig-For our finer grid of synthetic spectra from MARCS model
nificantly with metallicity, as shown in Fig. 1, thefect of de- atmospheres described in the previous paragraph we use thes
partures from LTE, which onlyféect the core, have most im-equations to determine the ratio of LTE to non-LTE equivalen
pact on the equivalent width determination at low metalBsi.  widths for the two lines in each individual model. By divigin
Therefore, itis crucial to take non-LTHfects into accountin or- the individual equivalent widths in the grid (which are adilc
der to understand the behavior of the CaT lines at low metallicy|ated in LTE) by the factor for the corresponding line efo

ity. We perform non-LTE calculations using the model ato®*pr adding the two strongest lines together, we correct eacheof t
sented by Mashonkina et/al. (2007), which contains 63 |€!3’f9|5|g:3rid points for non-LTE &ects.

Cal, 37 levels of Call and the ground state of Calll. Non-LT

level populations and synthetic spectra were determinddne+ .

cent versions of the codes DETAIL and SURFACE (Giddingd: The CaT lines at—2.0 < [Fe/H] <-0.5

1981} Butler & Giddings 1985). We chose ATLAS9 atmospherig ; e empirical relation

models|(Kuruoz 1993) as the input models in the non-LTE com-

putations. Thus, we computed ATLAS9 model atmospheres éie empirical relation between CaT EW, absolute magnitude
actly for a given set of stellar parameters and metalligitis- and [F¢H] is very well studied in globular clusters, i.e., in the
ing a Linux version of the ATLAS9 codé (Shordone et al. 2004metallicity range between [Ad]~—2.3 and [FgH]~—-0.5. This
and adopting the new Opacity Distribution Functions (OD#s) Well-known relation can thus be used to test our synthegcsp
Castelli & Kuruc?(2003). We also adopt&g = 0.1 as the scal- tra at these metallicities. We make a comparison between the
ing factor of the inelastic collisions with hydrogen atomstie CaT lines from atmospheric models between —8.f-e/H] <
non-LTE computations. For further details on the non-LTEeo —2.0 and the best fit linear relation for globular clustergiasen
putations we refer to Mashonkina et al. (2007). in Eqs[1 and2 in Sedi] 2 (from Battaglia etial. 2008b).

We determined the equivalent widths by integrating normal- Some approximations are needed to enable a CaT analysis
ized fluxes of the broad Call triplet non-LTE profiles at 854W'th13¥l_nhth9t'c fﬁet(}”a Wh'tCh is Conl]lpsrablfjt?j (zbservanclmtg f
and 8662A. Figurél2 shows the ratio of LTE EWs to non- - 'N€ Syntnelic spectra are all degraded fo a resolution o
LTE EWs from this modeling for both these CaT lines in sep3- 0200, the resolution of VFLAMES used in Medusa mode
arate panels. At high temperature and/He—4.0 the ratio With the GIRAFFE LR (LR8) grating as was used in the ob-
goes down in both lines te0.7, which means that just70% servational determination of the empirical relations gia®ove.
of the line is modeled in L'I.'E’ and non-LTEfects are thus 'ne equivalent widths for the two strongest CaT lines are-mea
very important. We determine a best-fitting relation as afunSuréd using the same fitting routine as in Battaglia et aDgbj.
tion of metallicity and temperature of the model using thé ID2 Gaussian fit with a correction which comes from a comparison
function MPEIT2DFUN [(Markwardt 2009), which performs awith a the summed flux contained in a 15A wide region centered
Levenberg-Marquardtleast-squares fit to a 2-D functionpim- ©On €ach line. The correction is necessary to account for thgsw
bination with a statistical F-test to identify the best fiheTbest- in the strong lines which are distinctly non-Gaussian inpsha
fitting relations obtained separately for the two stronggaT Since the CaT lines can have a variety of shapes for a range of

lines are shown as dashed gray lines in Eig. 2 and given in Egietallicities, as shown in Figl 1, it is in general not adblsao
and2. fit them using a single profile. The disadvantage of usingrjust

merical integration of the observed spectra is that thexeakmo

some weaker lines in this wavelength range that may vafgrdi

T ently with changing stellar atmospheric parameters theu@gar
eff

EW(8542A EW(8542A) . - = 0.563+ 0.397 lines themselves (Carrera etlal. 2007). Taking these cerssid
( Lre/EW( hon-L7e 4500(K) tions into account, we thus use a combination of both methods

Ter Weak nearby lines in the spectrum still introduce a smalkdep
— (0.365- O~323—4500(K))[F9JH] ~ 0.0203[F¢HIA3)  gence of the measured CaT EW on resolution though, since they
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non—LTE corrections 8542 non—LTE corrections 8662

5 ey SRR

S oot 8 R 15 .

] o3 R

5 ¥ -

<~ 0.8F E .

= $ o

LJ -

~ . *

"_L.T 0.7¢ & R Fig. 2. The ratio of LTE to full non-LTE equiv-

= * [Fe/H]=-4 alent widths for the dferent models for the

S o6kl X ”::e/"‘ =-3 ] — second (8542A) CaT line in the left panel and

R S e i the third (8662A) CaT line in the right panel.

05k . . . . . ) ) . . . . For the models with [Fél]< -2, non-LTE ef-

fects make significant contributions to the line-
strength. The gray dotted lines indicate a sim-
ple fit to these values, using the metallicity and
temperature of the model as input parameters.

4000 4200 4400 4600 4800 5000 4000 4200 4400 4600 4800 5000
Effective Temperature (K) Effective Temperature (K)

are more likely to be absorbed into the Gaussian fit at a lower
resolution. This dependence is already present the lowetstlm
licity in our grid and gets stronger at higher metallicityedto

the increasing prominence of the non-Gaussian wings.

Effect of [Fe/H] and age

Different isochrone sets

251

= 2.0F
Some of the more prominent weak lines which can be preserg

in the wings of the two strongest CaT lines are the hydrogem 1.5f
Paschen lines. Their strength mainly depends on the temperg,
ture of the star (the hotter the stronger) and also to a lesser ~ !

tend on its gravity (increasing with decreasing gravitiéisthe
more metal-rich part of our grid the Paschen lines fall witthie
broad wings of the CaT lines and have a dirgt#e on the EW
measurement of the CaT line. However, within the range of pa-

0.5
0.0

4000 4500 5000
Effective Temperature (K)

4000 4500 5000
Effective Temperature (K)

rameters we use in our models, the maximum contributioneof th
Paschen lines to the CaT EW measured is 39 mA, which is negli- . .
gible compared to the total CaT EW. In the more metal-podr p%ﬂg' 3. The log(g) and fective temperature space occupied
of the grid the CaT lines are narrower and well separated fr a selection Of the atmospheric models (dgts) ar)d theoret
the Paschen lines. Nonetheless, the Paschen lines canfhtil cal isochrones (lines). In the Ieft panel Yonsei-Yale |so_cies
ence the CaT EW byftecting the placement of the continuum@'€ shown for dferent metallicities ([F&]=-1 dashed lines,
Also this gfect we find to be negligible at our grid parameteréFe/H]z'2 solid lines, and [F/‘H].:'B dotted lines) and ages (12
at maximum the CaT EW is changed by 3.5%. Gyr, 8 Gyr, and 2 Gyr (resp.ectlvely blue, red and black)) hie t
right panel the Yonsei-Yale isochrones for 12 Gyr andlffe-1

2. Not all the models in our grid, each of them a particu'ind [F_e.‘H]=-2 are plotted (solid lines) apd overpllotted with the
lar combination of Biective temperature, gravity and metallicityS&me isochrones from BaSTI (dashed lines). All isochrofuts p
will represent real stars on the RGB. To determine which mol2d here assume an alpha-element enhancementraf]f-+0.4.
els best compare to real stars we use two sets of isochrtwes, t
BaSTI isochrones (Pietrinferni etlal. 2004) and the Yorvde
set (e.g.,. Yiet al. 2001; Demargue et al. 2004). Both setdean
interpolated to obtain exactly the desired metallicity age for o ) ]
a particular isochrone. The Yonsei-Yale set has the adgantdmum and minimum values for the equivalent widths and that
that they go down to [Fel] = —3.6 at fy/Fel=+0.4, whereas the these errors are systematic.
lowest value for the BaSTI set is [F4] = —2.6. It is well known 3. Because our synthetic grid is not a stellar system, the
that diferent sets of isochrones do not always give identical relB magnitude does not have an obvious meaning. Therefore,
sults. On top of that, dierent ages give (slightly) flerent pa- to compare our models with empirical relations which reguir
rameters for the RGB stars. In Fig. 3 the grid of modelsiae the height above the HB as an input parameter, we have to rely
tive temperature versus gravity is plotted along with thatiens on observational or theoretical relations betweendfithe HB
from the theoretical isochrones. In the two panels tifiedBnces (Vyg) of a system and its metallicity. TheyMor each of the grid
due to age, metallicity and the use offdrent sets of isochronesRGB stars is taken from the isochrones. This value is cargist
are illustrated. Based on Fig. 3 we decide to linearly imttafe with the value we get if we calculate Mfrom My using the
in log(g) space between the models that are as close as fgosdiblometric correction of giant stars from_Alonso et al. (229
to the isochrones and add another 0.25 in log(g) space on e@oldetermine Vg we use the relation given in_ Catelan & Cortés
side to account for uncertainties within the isochrone nwds (2008) which is calculated using theoretical models for RR
well as the diferences between the isochrones difatent ages. Lyrae stars. Within its uncertainties, this relation is xcel-
These uncertainties are shown as error bars on the equivalent agreement with observations of thgavof globular clusters
widths from synthetic spectra. Note that these represent mée.g./Rich et &l. 2005).
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In order to make a fair comparison between the synthetic
spectra and the empirical relation, the atmospheric moagl-p

erties were chosen to be as close as possible to known globu- % M,,%cf,'f;_oﬁ [emp. rel. -mmmm
lar cluster properties. In the atmospheric models we toegef SHo Fe/H1=—1,0 .
chose to use the alpha-enhanced models witRd}=+0.4, ex- L| AlFe/H]=-1.5

cept at the higher metallicities ([f¢]>—1.0) where the MARCS = EZ: ::g-g Pt

grid only provides lower ¢/Fe] to match observations in the || +[Fe/H]=-3.0 %jle Rt

Milky Way. Furthermore, for all §/Fel=+0.4 models, [C&e] . X [Fe/H]= e Sl

more closely resembles the true values observed in the tgalac &

-4.0 |
Il -z - i

was set t0+0.25 in the Turbospectrum program, which even™>~~ 6 * —ﬂe%’ ] #,/t"
halo globular clusters (e.q., Pritzl etlal. 2005). For tleeisone o - ‘ ++:%: i = 1

set we use an age of 12 Gyr, comparable to measured ages &t L i
the globular clusters (e.d., Krauss & Chaboyer 2003). We find™ 4 [[Fe/H]=-1 -2 _A_—é—»
that for a range of old ages, between 8 and 15 Gyr, the exact I A A -

choice of the isochrone age does not significanfigct our re- Q ‘;_;a""* o g—ﬂ;r;-,;

sults. 2 _ e »—/-I-'—l';.;/'f - e
The successful comparison between our synthetic spectia! 2 IFe/H]=—2é4.fé'_’/. —— '_;E,],’_.l-f" e

and the empirical relations, using the BaSTI and the Yoivaés- L ’ 4 et H'“//

sets of isochrones, is shown in Fig. 4. The results for the two | _'I'f/’ / - ;_,.»

different sets of isochrones are comparable, although the BaST] = »+~—’)(,—»

isochrones give a slightly better coverage and agreemehéeat I o=

tip of the RGB. In general, we obtain a good match between the O e et

predictions of our synthetic spectra equivalent widths #rel A e T P T T

empirical relation, especially for the most luminous pdrttee

RGB and at intermediate metallicities where the relationest 1 0 =1 -2 -3

studied. At [F¢gH]=—0.5 the match is clearly worse, but also the (V=Vyp)

empirical relation is not well constrained at this metéjicWe
g:ZOHfg]?t?/vEsr%?rrei%watrlggi:c:rtggq gc%gmg:'gﬁl ([%gﬂgﬂs?r?g)moﬁg' 5. From synthetic analysis we measure the equivalent widths

: yp > e 7 “of the two strongest CaT lines as in Fig. 4 extended to lower
els that the strength of the CaT lines increases more rafodly

. N etallicities. Color coding and symbols for —2<5[Fe/H] <
the more luminous part of the RGB. L ater, Carrera S al. (200?0.5 is the same as in Fifl 4, the additional metallicities ar

reported a nonlinear tendency in the equivalent width \&ers eH]=—2.5 ( _ :
. ; . . =-2.5 (purple squares), [A4]=—3.0 (blue plus signs),
absolute magnitude relation at fainter magnitudes from fan og: d [FeH]=—4.0 (pink crosses). The empirical relations (black

servational study of a large sample of RGB stars in open afdgy, oieq lines), including-luncertainties (gray dash-dotted
globular clusters over a wide range of magnitudes. Recen Yies) are shown for [Fei]=—0.5, [F¢H]=—1.0, [F¢H]=—1.5

Da Costa et al.[ (2009) reported a flattening of the slope of t . _ i :
relation below the HB in two globular clusters. These obaervtoz)H]_ 2.0, [F¢H]=-2.5, and [F@]=-3.0 (from top to bot

tions and early predictions appear to confirm te@ we see in
our synthetic spectra. This trend is observed to be evengtro
below the HB |(Carrera et al. 20017; Da Costa et a_ll. 2009), aﬁthe CaT lines at [Fe/H] <-2.5
clearly shows one has to be very cautious applying any of the

[Fe/H]-CaT relations to faint stars, especially below the HB. 1%6.1. The empirical relation

this paper, we only focus on the RGB above the HB. Given the success in reproducing the well established realib

tion of CaT in the range —2.8 [Fe/H] < —0.5, we now extend

our synthetic spectral analysis down to [HE=—4.0. The results
4.2. Further calibration are shown in Fid.]5 together with the empirical relation axted

linearly to the low-metallicity regime. We use the Yonseiky
In addition to the comparison with the existing empirical re;f%crgrgr;%rsne;aﬂggﬁ gﬁﬁfg‘:ﬁpﬂ?&? rtglgt]igrio(vc\jlgzaﬂgttwﬂl 'I)t
lations, we also call_brate our spectral synthesis mod(_ella WL 4 the synthetic spectra (colored symbols) in Fg. 5, ittis 0
two (very) well studied examples, namely the Sun using th?ous that the match with the empirical linear relatfon'sdkm
Kurucz solar flux atlas| (Kurucz etlal. 1984) and Arcturus u%— P

i i fgaT ] own (as expected) at low metallicities, starting from/HHe—
ing the Hinkle Arcturus atlas (Hinkle etial. 2000). Althoutjte 2.0. For example, the empirical relation for JAé=—3.0 lies be-

match for the Sun is very good, the initial comparison betwe ' i
the observational Hinkle Arcturus spectrum and the syiitkéds T(;\i/;/]ttgreRSénBthsetgfsspectra predictions for [Ag=—4.0 models for

spectrum from our models was not satls';actory, especr@lllt:g As can be seenin Fifgl 5, there is also a trend with the inferred
wings of the strongest CaT linel 8542 A). Because this line height of a ‘star’ above the HB (e.g., surface gravity anditer

is extremely broad, it is possible that some of the outerspafrt i ) ; -
) N ; re) and th viation of th rved’ metallicity carenl
the line were mistakenly taken to be the continuum level duarIIU e) and the deviation of the ‘observed’ metallicity ¢

ing the continuum subtraction. After careful renormai@a®of 1 The yonsei-Yale isochrone set provides isochrones witfHFe-
the continuum at this wavelength region we were able to g&b, so we have to use the [F=—3.6 isochrone for our [FB]=—4
an acceptable match using the abundances for Arcturus fr@ibdels. Because at lower metallicities the isochrones odo=er to-
Fulbright et al.|(2007). gether the error introduced by this mismatch is negligible.
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BaST! isochrones Yonsei—Yale isochrones

< 6 -[Fe/H] '-)1(4** P+:%’_+w 3
1N %&:f% U
BT
W T = = = o
E3Eos o g Emett
© E —E T Models: o Models:
L% : T [Fe/H]=-0.5 % et [Fe/H]=-0.5 %
DE oo 2T [Fe/H]==1.00 1§ _, 5 ==7" [Fe/H]==1.00
3 - [Fe/H]=-15A|] ~°° [Fe/H]=-15A
3 [Fe/H]=-2.00 |} [Fe/H]=-2.0
1 Ees | A AR A Loy aa a0 Loy v a0 a0 | N Loy aa a0 Loy v a0 a0 Loy v v a0 a0 |
0 - -2 -3 0 - -2 =3
(v_\/hb> (v_vhb>

Fig. 4. We plot equivalent widths of the two strongest CaT lines Wwhace measured in the synthetic spectra (symbols) and the
empirical relation from Battaglia et al. (2008b) (black kiafotted lines) versus (V-¥), calculated as described in the text. For
the empirical relation we derivecbluncertainties from the spread of the individual RGB starglabular clusters from Battaglia

et al. (2008b) around the empirical relation, these are shasvgray dash-dotted lines. The synthetic spectra arelatddufor
metallicities [Fg¢H]=—0.5 (gray asterisks), [Ad]=—1.0 (black diamonds), [Ad]=—1.5 (red triangles) and [Ad]=—2.0 (green
circles). The empirical relation is calculated for the sanaege of metallicities (from top to bottom). The synthetiestra are
matched to the physical properties of RGB stars using theTBaschrones (left panel) and the Yonsei-Yale isochromigh(
panel). The error bars denote the uncertainties due to thelation of HB magnitudes (horizontally) and the log(gr Telation
from isochrones (vertically), for which the error bars shmaximum and minimum value.

to the metallicity of the model, for the low-metallicity meld. above the HB, expressed in'W\and a linear relation between
This demonstrates the fact that not just the equivalentwihiit W' and [F¢H]. To extend this calibration we expect to need at
also the slope of the relation is changing. At lower metiiéis, least two more parameters to fit the dominant features of the
the equivalent width of the line becomes less sensitive tmva low-metallicity models in one relation: the changing slapith
tions in gravity or temperature of the star (i.e., its positon the [Fe/H] and the changing fiset between lines of equal metal-
RGB). licity. As input into our fitting routine we use the resultifn
The mismatch between the extended empirical relation atiee synthetic spectra grid from models described in Tabléh w

the synthetic modeling predictions at low metallicitiesispha- [e/Fe]= +0.4 (and [C#Fe] set to+0.25). We use the Yonsei-Yale
sized in Fig[[6 where the input metallicity of the models istpl set of isochrones, because only those provide the low rivétall
ted versus the metallicity obtained from the empiricaltielaas ties needed for the analysis. For the fitting we use the IDIcfun
given in Egs[l anfll2. From Figl 6, we obtain valuable insigkion MPFIT2DFUN (Markwardt 2009) to fit a plane relating the
into how extremely low-metallicity spectra would appearfor absolute magnitude and equivalent widths of the synthetid-m
instance, the DART sample of classical dwarf galaxies. @/hikls to their metallicity and an F-test to distinguish thetldits
some of the models with input [Ad] < —2.5 are correctly re- Not all models are given the same weights in the fit, for the
produced by the synthetic spectral method, there are almm-ex models both higher up the RGB (W g)<—1) and at interme-
ples where the metallicity is seriously overestimated. lifear diate metallicities (—1.8[Fe/H]<—0.5) we give higher weights
empirical relation thusfders no means to discriminate betweesince these models represent the best studied region of, and
very low or extremely low metallicity RGB stars. best matching models with, the empirical relation. Additidy,

all models at the (extremely) low-metallicity regime we are

particularly interested in (below [Rd]=-2) are also weighted
6. A new calibration more. On the other hand, the highest metallicity models (at
d[F(nJH]_ 0.5) are weighted less, since these have higher uncer-
tainties and fit less well the empirical relation. Severaldional
forms have been explored. The best fit was obtained by a sim-
ple linear relation in both luminosity and equivalent widals in
We classical empirical calibrations, with merely two exttrms.

To re-calibrate the relation between the CaT equivalenttwi
and metallicity for the low-metallicity regime, we use thopuev-
alent widths obtained from our synthetic spectra. In tha-rel
tion obtained by Battaglia et al. (2008b), there are three fra-
rameters to fit the slope of the relation as a function of heig
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Fig. 6. From synthetic analysis, we plot the ‘real’ input value for
[Fe/H] in the model versus the 'observed’ value of [Hgfor the 0 —1 -2 -3
grid of models, obtained by treating the model spectra dwif t (\/_\/hb>

were observed in the DART program. For each ‘real’/Hién-
put value are several points representing RGB stars of the sa_, . . I
metallicity at several places along the RGB. Error barsateue  F19: 7- Same as Fid.J5, but with our new calibration overplotted
lated from the uncertainties shown in Aig. 4 and describeben &S thick solid black lines.

text. If the CaT method would work perfectly all models shbul
fall (within their uncertainties) on the one-to-one ratatshown

[F?/H] i [Fe/H]syTtheﬁc 7x Fe/H Ui

[ '

by the solid black line. Clearly there is an increasing dévia Y T
starting at [F¢H]<—2. Same symbols and color coding used as 2|
in Fig.[3. \ -1
One term of equivalent width to the power -1.5 to account fo
the variations at low metallicities, one cross term to actdor [ -2
the slight non-linear slope, as given in E§. 5.

L =3
[Fe/H] = —2.87+ 0.195% (V — V) + 0.458x EW(2,3)

L L 4
2 -3

)

EWesao + EWgeer
IS

N

-0.913x EW5;3) + 0.0155x EW(2:3) X (V = Vug)  (5)

1

This relation is only calibrated for RGB stars above the HB 0 7EV
and should thus not be applied to stars outsile: (V —Vyp) <
0. We want to stress that this relation remains ‘empiri¢althe  Fig. 8. Two density plots showing the [f¢] values for the com-
sense that no theoretical arguments are used to find the tsespipte set of models (left panel) and theference between the
ting formula. The corresponding fit is shown in Fiy. 7, it fistlh  [F&/H] values of the models and their calculated /Hfeusing
the higher metallicity end (and in this regime the existingpe-  the new calibration (right panel).
ical relation) and the lower metallicity models well withtimeir
uncertainties. From Fidl 8, which shows the residual of thie fi _ o ] o )
the right panel, it can be seen that the new calibration pexdo lines as a metallicity estimator for individual RGB starssirs-
less well at the high-metallicity end of the calibrationdff]>— tems v_\nthout a well-defined horizontal branch or for indivedi
0.5), but even there the error is still within a typical obstional RGB field stars.
error bar for [F¢gH]. We estimate the typical maximum error on
the fitted parameters in Eg. 5 to k&%, on the basis of Monte-
Carlo simulations of the uncertainties on (V) and the equiv-
alent widths. These reasonably low error values convindkats To verify the reliability of our models at very low-metaliies
the parameters in our new CaT calibration are quite robust({&e/H]<-2.0), we have measured the CaT equivalent widths
changes in our approximations. for six low-metallicity halo stars with existing high-rdation
Additionally, in Appendix[A, we describe the relation bespectroscopic analyses. The properties of these starsvame g
tween [F¢H], EW and M, and M, to enable the use of the CaTin Table[2. Their CaT spectra are degraded to a resolution of

1 1 1
- -1 =2
7vhb) (vivhb)

6.1. Verifying the new calibration at low-metallicity
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Table 2. The parameters of the observed stars used for verificatitreahodeling results at low metallicities

star CaT reference HR reference e XK)  log(g) (cns?) [FeH]HR (dex) [FeH] CaT(new) (dex)
HD122563  W. Aoki, priv. comm. Honda et al. (2004) 4570 11 772. -2.66
HD110184  J. Fulbright, priv. comm. Fulbright (2000) 4400 60. -2.3 -2.27
HD88609 Marrese et al. (2003) Fulbright (2000) 4450 0.6 -2.9 -2.97
HD4306 J. Fulbright, priv. comm. Fulbright (2000) 4800 1.7 2.8 -2.57
HD216143  J. Fulbright, priv. comm. Fulbright (2000) 4525 01. -2.1 -2.10
CD-38245 VLT X-shooter commissioning __Cayrel et al. (2004) 80@ 1.5 -4.2 -3.82

Boo | 1137 _Norris et al. (2008) Norris et al. (2008) - - -3.7 33.

6.2. The DART low-metallicity follow-up program

S e/ ' S on
F 15 (O T sy As a complementary approach to determine if there are any
] extremely low metallicity stars in the dwarf galaxies, DART
3 has undertaken a follow-up program to obtain HR spectroscop
o rorzzses using the Subaru Telescope High Dispersion Spectograph,
[Fe/Hl=-2.77 3 the UVES spectrograph at VLT, and the MIKE spectrograph
romecys at Magellan for a sample of stars with CaT [Ag | -2.5
. (Aoki et al. 12009, Tafelmeyer et al. in prep., Venn et al. in
N ] prep.). These HR spectra were taken as an addition to the al-
. B ready existing HR spectra from the main program of DART us-
L —40 o b ing VLT/FLAMES with the GIRAFFE spectograph in Medusa
mode (Aoki et al.l 2009; Tolstoy etial. 2009, Letarte et al. in
press, Hill et al. in prep., Venn et al. in prep.). In theséofwtup
0 -1 -2 -3 programmes several extremely low-metallicity stars hasenb
(V=Vo) found, with [F¢H] values below —3.0_(Aoki et &l. 2009, Venn
et al. in prep., Tafelmeyer et al. in prep.) and even around —4
Fig.9. Plotted with our new CaT calibration (colored lines) argrafelmeyer et al. in prep.). Figuiell0 shows all the HR ttssul
the well-studied RGB stars in the Milky Way halo (black diacompared to their LR [F&l] values inferred from the CaT lines
monds) and one extremely low-metallicity star in Bootdsa¢k using both the old and the new calibration. In this figure tive |
asterisk) which are all described in Table 2. iting range of the old (linear) calibration is also clearigible,
only the new calibration extends down to the lowest meiallic
ties. For the lower metallicities the error bars becomedardue
to the fact that the relations forfiiérent metallicities lie closer
together and thus a similar error in equivalent width resirit
R=6500, equal to the resolution of the synthetic spectra gridlarger error in [F&H]. Taking this into account, the new cali-
and their CaT EWs are measured as described in Sdcfibn 4rhtion appears to give an accurate prediction of the HRHFe
My for these halo stars is calculated fromydVusing the spec- values.
troscopically defined values for gravity and temperatuictthe There are however some stars showing a deviation larger
bolometric correction of giant stars from_Alonso et al. (89 than I, where the most clear example is the extremely metal-
Additionally their height above the horizontal branch carelp- poor star in Fornax. This deviation might be (partly) duedon
proximated using their spectroscopic metallicity and #lation LTE effects or other deficiencies in the modeling of the HR spec-
from|Catelan & Cortés (2008). In Figl 9 the results of apmdyi trum in order to derive the stellar parameters and abunddoce
our new CaT calibration to these observations are showrreThthis really low-gravity star. Some support of this explaomis
is clearly a very good agreement. the fact that the agreement between the LR (CaT) and HR re-

Additionally, one star from the Bobtes | dwarf galaxy asults improves when [Fe/H] is used instead of [FeHi], most
studied by Norris et all (2008, 2009) using medium- and higklearly for the extremely metal-poor Fornax star (Tafelgrey
resolution spectroscopy is also plotted. For this star onlyof €t al- in prep.). Non-LTE fects are generally negligible for
the two strongest CaT lines could be measuref by Norris et € dominant ionization state of Fell (€.g.. Thévenin &afdi
(2008) with confidence, and the total equivalent width fothbo 1999 Kraft & Ivans 2003; Mashonkina etial. 2009), however fo
lines was inferred using this single line and the observiobe- F€! the non-LTE #ects are expected to be more significant in
tween the two lines from Norris etlal. (2008, 199Blorris et al. low-metallicity, low-gravity stars (e.d.. Thevenin & it 1999;
(2008) find [F¢H]=—3.45 from medium-resolution spectroscop{eehren et al. 2001; Mashonkina et al. 2009).
using the Ca Il H and K lines, which is very close to the value
we deduce from the EW of the CaT line in the same speg: Alpha element dependence on the CaT lines
trum, [F&H]=-3.32. In their subsequent high-resolution follow-

up study [F¢H] is measured directly from Fe lines, which givedt is naturally expected that fiierences in [Cére] will signifi-
[Fe/H]=—3.7 [Norris et dl. 2009). cantly change the equivalent width of the CaT lines, andether

fore alter the observed relation between equivalent widith a
[Fe/H]. The MARCS collaboration also provides model atmo-
2 From our synthetic modeling results we can check this valpe $Pheres where theelements are not enhanced, but are kept sim-
evaluating the ratio in line strength between the two stesh@aT lines. ilar to the ratio in the Sun for all models with [f] > —2. Figure
These results are shown in Appen(dix B. [T shows that we recover thisidirence in our synthetic spectra.
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Old Calibration New Calibration (V—V,g)
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Fig. 10. A comparison between the CaT [FH} and the [F¢H] values as determined from high-resolution measurenfentthe
same stars from the DART survey, for both the old (left paaell new CaT calibrations (right panel). Stars from the datax
Sculptor (black circles), Fornax (red asterisks), Carbiad diamonds) and Sextans (green triangles) are included.

Qualitatively, the space between the enhanced and solgf¢Ca RGB stars. The extra free electrons donated by the aetlede-
models at equal [FEl] seems to agree with the step taken iments might fect the strength of the CaT line through the con-
abundance. The equivalent width in our grid of synthetiacspetinuous opacity as described above. Shetrone et al. (2009) fi
tra does trace the Ca abundance. Since the strength of any that a 0.5 dex decrease in the electron contributors caraser
depends on the line opacity divided by the continuous opdtit the CaT line strength enough to mimic a Ca abundance increase
is expected that also other elements than Ca @@ctethe CaT of ~0.2 or even~0.4 depending on the atmosphere parameters
line EW. If these elements contribute free electrons thaseea- of the star. However, in Fornax we generally find that the im-
hance the H concentration and therefor&ect the continuous portant electron donors Fe and Mg are increased relatieely t
opacity. Which element contributes most free electrongfred- the values in our grid at similar [@d], while we still measure
dent on the ffective temperature and layer of the atmosphere thife CaT lines to be too strong relative to the f@lameasure-
the star in consideration, but for cool stellar atmosphergen- ments directly from Cal lines. This result clearly indicathat
eral the main sources of electrons are Mg, Fe, Si, Ca, Na, ahé dfect of electron donors can not be driving th&set be-
Al (Shetrone et al. 2009). Since thus both Fe and some of ttveeen [C#H] derived from CaT and HR Cal analyses. Second,
a elements have to be considered as important electron dontiie HR Ca abundances are usually derived from fewer Cal lines
this can significantly fiect the dependence of the CaT EW oicompared to the large number of HR Fe lines available and are
the [o/Fe] ratio. Nevertheles we find that, within the abundandkerefore subject to larger observational errors. Thind, R
parameters we adopt in this study, the Ca abundance itdgff isdetermination of the Cal abundance is subject to non-LTE ef-
far the dominant factor determining the EW of the CaT line, dects (Mashonkina et &l. 2007). If non-LTHEects are included
can be seen in Figutel1. in the analysis of the HR spectra to determine the Ca abuedanc
However, when comparing the sensitivity of the CaT eQUi:ghiS might lead to a closer match in Ca abundances derived fro
alent width measurements of RGB stars in Sculptor a rﬁe Caland CaT lines. To investigate this more cllosely wehav
odeled both the Cal and CaT line strengths using abundances

Fornax with high-resolution [Fel] and [C&H] measurements . .
. . . o and atmospheric parameters from the well-studied halcCitar
Battaglia et al.[(2008b) find that the CaT equivalent widtads -38 245 (e.g., Cayrel et 4. 2004) as a test case. The modeling

tually a more robust estimator of Fe than Ca. This would ssgge_: . : .
that it is therefore not advisable to use the CaT as a lingar e@sggrggfmssyf%rm[%%;:afg Atlei?] hrﬂllgge;nzsndoens_ifl'%ego'rge&;;f' 3.

mator for [CgH] (seel Battaglia et al. 2008b, and their Figs. ltr‘?*uine the dfset from non-LTE to LTE abundances. The results

and 12). This result is not expected from the theoreticabexp ; o
tations shown in Fig. 1. There are several factors that roay c are shown in Tablgl3. It can be_ seen that the LTE approximation
has an #&ect on the determination of the Ca abundance from the

tribute to this apparent discrepancy between the modefiag %al lines (a diference of over 0.2 dex for the Cal line at

observational results. First, in our grid of synthetic speeve L
assume the relative abundance of Ca to the athelements to 6162 A). In the LTE approximation, the agreement _between the
abundances derived from the Cal and CaT lines is very poor,

stay constant, an assumption that not necessarily holdslifor
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Fig.11. Synthetic spectra model predictions for [Eal=+0.25 +
and [CdFel=0.0. Models with the same [Ad] are plotted us-
ing the same symbols and colors. However, the synthetic—spg?

tra models with [C#e]=+0.25 are plotted with larger sym- & 2t
bols and are connected by dotted lines whereas the modéls wit

[Cg/Fel=0.0 have smaller symbols and are connected by dashed
lines. The [F¢H] and [C&H] values for each set of models are O
indicated.

Table 3. Ca abundances for CD -38 245 ) ) _ )
Fig. 12. Equivalent widths vs. the height above the HB for the

element wavelength (&) A(Ca) LTE A(Ca) non-LTE DART dataset members of Sculptor, Fornax, Carina and Sgxtan
Cal 72976.73 517 215 (gray circles) in separate panels and the new CaT caliloratio
Cal 6162.18 2.12 2.35 different [F¢H] (colored lines). Typical error bars for the ob-
Call 8498.02 3.97 3.10 served DART RGB stars for three luminosity bins are given in
Call 8542.09 3.42 2.83 the upper part of each panel.

Call 8662.14 3.69 2.92

8. Implications for the DART survey

Our new CaT-[FgH] calibration enables a more direct search

. ) for extremely metal-poor stars in existing datasets, like t
CaT analysis results in a Ca abundance much greater than|#ge DART sample of CaT measurements in RGB stars of
Cal. In non-LTE, we are able to reproduce better all the megsyr classical dwarf galaxies (Sculptor, Fornax, Carinad a
sured Ca features in an extremely metal-poor star. The rengai Sextans). These DART samples were observed in LRER00)
discrepancy probably relates to the outer atmosphericsdiiat Medusa mode using the European Southern Observatory (ESO)
are not very well modeled - even in non-LTE. To fully resolve/| T/FLAMES facility (Pasquini et [, 2002) and are described
the discrepancy between the Cal and CaT results, one wol{dHelmi et al. (2006)/ Koch et al/ (2006) and Battaglia et al.
have to properly explore thetects of specific details including 2006/ 2008alb).
line profile fitting and uncertainties in the stellar paraenst In Fig.[12 we overplot the complete low-resolution samples

The stars in the dataset described by Battaglialet al. (3008w the four galaxies observed in the DART program, Sculptor

which show the largest discrepancies in CaT compared fornax, Carina and Sextans, along with the new CaT caldrati
[Ca/H], are typically much more metal-rich RGB stars than CD(colored lines). All observed RGB stars, which are likelyot
38 245. For this regime we have not modeled the non-Lfféces  members, from DART are shown as small gray circles. All stars
in Cal lines. Most of the discrepant stars are from the Forn&ave a signal-to-noise ratio larger than 10 (per A), a vejaai-
dwarf galaxy, where we were just able to target its brightegt  ror smaller than 5 kris and a velocity which is within@ of the
ulation of RGB stars due to the relatively large distancehts t systemic radial velocity of the galaxy (for Fornax 2.5 used,
dwarf galaxy (see also SectibnB.2). This means we are aso $tecause of the larger contribution from Milky Way foregrdiin
tistically probing closer to the tip of the RGB, where we fihet These criteria are identical to those applied by Battadlelle
lower gravity stars for which the outer layers are morgudie (2006, 2008a). We use ¢ for the dwarf galaxies as given
and thus more dlicult to model - certainly assuming LTE. in llIrwin & Hatzidimitriou (1995). For the errors in the sum of
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equivalent widths we use the results of Battaglia et al. 800
who found that the random error from repeated measurements o

culptor old — | ] ornax
the low-resolution sample in the sum of the two broadessline & %2 e i
is well represented bygyy, .~ 6/(SN). Although this error X 0.20¢ 1
can be quite extensive (mean error bars per galaxy and lumi&_ g 15t 1
nosity bin are shown in Fig."12), there are clearly a number of?, 1

0.30

<

stars in these galaxies that are predicted to havéiJe-3. Our Y 0.10
low-metallicity candidates need to be followed up with high < 0.05
resolution spectroscopy to verify our prediction. A smalgple 8-98
of low-metallicity candidates has already been followeduigh
high-resolution spectroscopy within DART, these resuksdis-
cussed in Sedf. 6.2 and.in Aoki el al. (2009), Tafelmeyer.€iral

0.25F Carina Sextans
0.20F 1
prep.) and Venn et al. (in prep.). The extremely metal-ptamss < 0.15} 1
discovered within these DART follow-up programs in Scuipto &, 010k ]
Fornax, Carina, and Sextans and the one extremely metal—pog/ ’
Sculptor star discovered by Kirby et &l. (2009) and Freballet 0.05¢ ]

(2009) already provide an independent confirmation of oar pr 0.00buvn ‘ o
dictions of the existence of extremely low-metallicity rstan -4 =3 -2 0-4 -3 -2 -1
these classical dwarf galaxies. [Fe/H] [Fe/H]
Fig. 13. Distributions of [F¢H] for the four dwarf spheroidal
o . galaxies in the DART survey, using both the old calibratiBq.(

8.1. Old and new calibration: A comparison [ and2, black) and the new calibration (Ef. 5, red) of the CaT

It should be noted that the total number of staffie@ed by lines. The error bars are Poissonian.

the new calibration in the DART CaT surveys is very small.

1/Neat

0

In the current DART data set, just 2.5% of the target stars 1.0
have a metallicity below [Fel]=—2.5, using the calibration of i e — O raw HES
Battaglia et al.[(2008b). Using the new calibration the titac 08 || B——————+lcorr HES
of low-metallicity stars increases somewhat to about 7 Sé. CUNME R et X Ultra—faints
itis importantto realize that92.5% of the stars in these systems |, (| @7 @ Sculptor
- C . . N || *¥---------- % Fornax i
are at a metallicity which is consistent with both the caltimn =z 0.6¢ G & Carina *
of Battaglia et al. (2008b) and that given in Sédt. 6 of this pa \Q Sextans £ -
per. This implies that the number of low-metallicity caratiels S04k ]
remains very small compared to the total number of observed £
stars. This result is illustrated in Fig.]13 where we compee Z¥ I
metallicity distributions for each galaxy using two cadtions 0.2r 5
of the CaT data: The calibration for dwarf galaxies publihe - o ®5
by Battaglia et al.[(2008b) (in black), and the re-calitvatpre- %g i A R AMEEEE 0
sented here (in red). It is clear that the overall distrityogi of 0 : ]
metallicities within these galaxies do not change signifilya 0.30F| X~ X Ultra—faints =
for the diferent CaT calibrations, the only clearfdrences are F| @t ® Sculptor
. e . . | ---------- % Fornax
in the low-metallicity tails which have become more popedht 20.25F| gocceiio o Carina
and more extended with the new CaT calibration. i 0.20 ; Sextans
T
8.2. The low-metallicity tails € 0.15F
\J L
Although their number is small relative to the total numbeZ 0.10 F
of observed stars, the (extremely) metal-poor stars in @ch E
these galaxies represents an important and interestingga@om 0.05F Sf
nent of the overall stellar population. The low-metalljgitop- 0.00F 5o FETEEETEr Jal AN
ulation can reveal details of the chemical evolution of aipar 45 _40 _35 30 o5

ular galaxy and, by comparison, of theffdrences and similar-
ities of the early evolutionary stages of galaxies. In Eijwie [Fe/H]
show a comparison of the low-metallicity tails from indiui
stars, without application of binning or error estimatesthe
four classical dwarf galaxies of DART using our new calibr
tion for the CaT equivalent widths and in an ensemble of ultr >~ .
faint dwarf galaxie(l using low-resolution {8500) spectra over 2> and compared to the low-metallicity tails from the,,HES su

a large wavelength range compared with an extensive specY (bo;h porrected anq raw) from Sc_horck.et al. ("0) and
library (Kirby et all2008) and the HES survey of the Milky Way':l compilation of uIt_ra-famt dwarf galaxies (Klrby_et al_. Q).
halo {Scharck et al. 2009) measuring [Agfrom a combination 1 1€ bottom panel displays the same low-metallicity tailstfe

of indices for the Ca Il K and Hl lines. Since the number of starsdass'cal' and ultra-faint dwarf .gaIaX|es, but normalizedhe
present, and observed, in these systems can vary quite & IotE’tal number of observed stars in each system.

crucial step in comparing the low-metallicity tails is tornalize

Fig.14. The low-metallicity tails of the four classical dwarf
agalaxies studied by DART as obtained with the new calibratio
resented here. In the top panel these are normalized/bt]f~e
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them at a certain metallicity or to a certain total number ebm able to retrieve it because we sample a very small fractidheof
surements. In the upper panel of Higl 14 all the low-meiallic total number of RGB stars in this galaxy.

tails have been normalized to 1 at [A§=—2.5. In this way, one However, from the top panel of Fig. 114 it is clear that the
can compare the shape of the metallicity tails below thiseaf  significant diference between the metal-poor tail in the halo and
[Fe/H] assuming all surveys are equally complete at this lewel. In the dwarf galaxies from Helmi et al. (2006) has disappeare
the lower panel we have normalized to the total number o stdrhis also brings the metallicity distribution function fitlwe clas-
observed in each system to give a feeling for the relative nunsical dSphs in line with the results of Kirby et al. (2008) for
ber of (extremely) low-metallicity stars observed. Idgatine the ultra-faint dwarf galaxies. The shapes of the low-ntietb/
would like to be able to isolate the first generation of starali  tails, normalized at [F&l]=—2.5, are now much more similar.
these galaxies and compare these populations. With owgrturr

understanding it is not po_ssible to make such a clear digtimc 9. Conclusions

between samples, which is why we resort to the methods shown

in Fig.[14. However, with future larger samples of stars with It is important for our understanding of galactic chemicaila-
curate abundances in these galaxies one could envisiomghakion to know whether there are just a few, and in this case how
use of the position of the knee in the/Fe] ratios for example many, extremely low-metallicity ([Fel]< —3) stars in the clas-
(Tolstoy et al. 2009) to select the first generations of steeach sical dSph galaxies, or none at all. This can change our vfew o
galaxy. their early evolution and their subsequent role in galaxynia-

Before interpreting these metallicity tails further weess tion and evolution. Subsequently, this will influence owewion

that there are several caveats which prevent us from a e@tafl€ present-day satellite galaxies as possible templatethé
analysis of these results at face value. building blocks which formed the Galactic halo and theiarel

tion to the more metal-poor ultra-faint dwarf galaxies.
9€. Using a grid of synthetic spectra based on MARCS atmo-

especially at IOV.V [F{éﬂ andor for fainter stars (typical error S Jere models we have investigated the behavior of the three
bars are shown in Fig.12) and asymmetric. The asymmetry aé) T absorption lines as metallicity indicators over a raofje

dependence on metallicity arise from the fact that theiolat |\ icities from [FgH]=—0.5 down to [F#H]=—4. Our models

t_)e_t\_/veen_[Fﬂ-I] and_ equivalent width is not linear at low metal'agree with the well-known observed linear relations attfe—
licities, since the lines of equal metallicity are closegether.

2.0, although small deviations from linearity are foundselo

A symmetric error bar in the measured equivalent W|dth,ethertg the HB as were already predicted and obseried (Pont et al.

fore results in a much larger error downwards than upward52.004. Carrera et al. 2007). For [F§<—2.0, the relations of
[Fe/H]. For instance, the one star in the Sextans dwarf galagy, a| metallicity get closer together and are flatter as a-fun
that falls below the [F’é'l].:'.4 cal|.brat|on (see F'@Z) W.'" be 35~ tion of absolute magnitude. This behavior was expected aind i
signed a very low metallicity using the calibration, whicduses

i reflected in the change in the profile of the CaT lines, fromgwin
the Sextans curve in F'EM to stay abo"? zero gtRe-4.5. dominated to core-dominated as the metallicity drops. We ha
However, the upperdt error in equivalent width allows a metal-

v provided a new calibration taking this behavior into acdpun
licity of [Fe/H]=-3.8. which we have successfully tested on several well-known low
Second, there are several selection/andampling €iects metallicity giant stars. We have also investigated the oblne
that are dfficult to correct for. For example, the fact that not alCa abundance itself on these lines and found that although th

stars have been observed in all of these systems. For iest@andines ought to trace Ca instead of Fe, this often is not oleskrv
much larger percentage of the Sextans stars have been eddsegvobably due to inaccuracies in the determination of the HR C
than Fornax stars, although the total sample in Fornax @gtar abundance.

(it is a larger galaxy). Also, the absolute magnitude rarfga® The new calibration of the CaT-[[d] relation described
populations targeted may not be comparable. From[Eiy. 12hiére therefore provides a reliable updated method to séarch
can clearly be seen that in Fornax, for instance, only stats Wow-metallicity stars using just the equivalent widthswébtCaT
within 2 magnitudes from the tip of the RGB are observed duiges. This method requires only a small wavelength range of
to its larger distance, while in the other galaxies the sasiplthe spectrum at low resolution and the absolute magnitutheeof
extend to fainter stars. Any luminosity bias that might remastar.

in our new calibration would therefore result in dfdrent bias Applying the new calibration to the DART data sets shows
for different galaxies in the extent and population of the lowhat, although low in relative number, there are severatextly
metallicity tails. Even if one would observe the same rangje pw-metallicity RGB candidates in these classical dwatégies
magnitudes from the tip of the RGB for all galaxies, this cbulthat deserve further study. This new calibration thus operss
still introduce a bias, because of age and metallicifgas on sibilities to study the (extremely) metal-poor tail thatkaa up
the RGB for an extended star formation history. Additionall only a small, but interesting, fraction of the dwarf galasslisr
some galaxie_s possess metalli.city gradients (e.g.,_ 'Eoétgal. populations.
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Table A.1. Best fitting parameters for the new calibrations

New Calibration (M,)

New Calibration (M,)

Calibrated for [F¢H] Calibrated for [C#H] OF
Abs. mag. parameter value Abs. mag. parameter value
(V-VuB) a -2.87| (V-Vug) a -262 5
b 0.195 b 0.195 &
c 0.458 c 0.457 ?5 -2F 3 S
d -0.913 d -0.908 < 1% &
e 0.0155 e 00146 £ _sp o+ T 1 j’z‘j“i*f
Ny a 2.90| My a .65 1 Forno X t
b 0.187 b 0.185  _,| f soonnoe +
c 0.422 c 0.422 - . O P . .
d -0.882 d -0.876 -4 -3 -2 -1 0 -4 -3 -2 -1 0
e 0.0133 e 0.0137 [Fe/H]ur [Fe/H)us
M ES (52152 M E 62132 New' Colibn:otion gMV) Nevs'/ Colibll'otion '(M.)
c 0.442 c 0.439 oF
d -0.834 d -0.825
e 0.0017 e 0.0013 ~ _,¢
3
. . T 2 Hag Hag
Appendix A: Absolute magnitude [Fe/H] and [Ca/H] > i;:i;% i’g:i;%
calibrations - r v
In numerous studies the equivalent widths of the CaT lines ar -4} -~
studied in relation to the height of the stars above the HBil&Vh : : : : : : : : : :
this measure is very convenient for the study of stars ira(ged) - _3[0 2 -t 0 -4 =3 =2 =10
a/Hle [Ca/H]e

globular clusters, one might also want to study systems hwhic

have no well-defined HB magnitude, or even no HB at all. IRig. A.1. Top panels: Same as Fig.]10, but now on the y-axis the

the main body of the paper we have chosen to define an ewew calibration for My and M are plotted. Bottom panels: The

tended calibration of the CaT equivalent width as a functibn new calibration for [C#H] using either M, or M;.

(V = Vug), which also enabled a direct comparison with the em-

pirical relation of Battaglia et al. (2008b). Here we alsopde

a calibration directly to (Johnson-Cousinsy leind M . Note that

this also means that we can remove the assumption regahding t

HB magnitude of our modeled ‘RGB stars’. An extra advantage

of using M (instead of M) is that it is much less sensitive to agéAppendix B: Ratio of the 8542 A to the 8662 A CaT

effects, and therefore provides more accurate metallicibes f  line

in particular, younger populations of stars (Carrera £2@07).

We also provide calibrations for [@H] instead of [F¢H], using  Another useful application of our models is the investigaibf

our full modeling grid of Tabl€]l including the models with-sothe ratios between the line strengths of the CaT lines, as@ fu

lar [a/Fe] values. All calibrations use the same functional formion of [FeH] and luminosity. This enables the determination

given in Eq[A.l. The parameters for both [A¢and [CdH] of the summed equivalent width if just one of the two stromges

using either (V= Vyg), My, or M, are given in Table_All. lines are present or usable in the spectrum of a star. Additiyy

investigation of the relative fferences in development of the

lines for various combinations of atmospheric parametars ¢

give valuable insights into the line formation process. Ig.F

B.1 the ratios between the EWs of the second and third CaT

lines, both of which are first corrected for non-LTHezts using

Eqs[3 and#4, are plotted as a function of /fEfor a synthetic
Since also these relations are only calibrated for RGB stagsant’ spectrum. The variation in the ratio with absolutagni-

and above the HB, they should thus not be applied to stars owtde turns out to be very small as can be seen from the digpersi

side-3 < (V-Vupg) < 0,-3 < My <0.8,0r-4 < M, < 0. ofthe equal metallicity models. Although for the intermegei

In Fig.[A, we show the results of the calibrations using Mmetallicity (—3<[Fe/H]<—1) spectra the ratio seems roughly con-

and M for the high-resolution DART sample for both [fF§ stant with metallicity, the ratio changes significantly a&jter

and [CaH]. Distance moduli for Sculptor, Fornax, Carina and[Fe/H]=-0.5), or extremely low ([F#l]=—4) metallicities. We

Sextans are taken fram Kaluzny et al. (11995), Rizzi et al0§@20 also find that the value for intermediate metallicities isnse

Mateo et al.[(1998), and Mateo el al. (1995) respectivelg.fBh what lower than the value of 1.34 as measured by Norris/et al.

sults do not change significantly depending on which absoly2008). Our mean ratio from the models is 1.27 if all models —

magnitude is used, as can also be seen from a comparisor2.6k[Fe/H]<—0.5 are taken into account (this particular range is

the upper panels of Fig._A.1 with Fig.J10. It remains cleanfro chosen since it represents the metallicities of the vasbritygj

Fig.[AJ], that our new CaT calibrations based on the syrtkedsi of stars in the classical dwarf spheroidal galaxies). Thisie

spectra trace the HR [Ad] values much better than HR [@4], is confirmed in a comparison with the observed spectra fram th

as was already discussed in Sétt. 7 of this paper and founddART dataset where a very similar mean value is found althoug

Battaglia et al.[(2008b). the spread is much larger due to the observational uncéesin

[Fe/H] or [Cy/H] = a+ bx (Abs. mag.} ¢ x EW(2,3)

+dx EW5;3) + e X EWzi3) X (Abs. mag.)  (A.1)
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