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SEQUENTIAL LOCALIZATION OF SENSOR NETWORKS∗

J. FANG† , M. CAO‡ , A. S. MORSE† , AND B. D. O. ANDERSON§

Abstract. The sensor network localization problem with distance information is to determine
the positions of all sensors in a network, given the positions of some of the sensors and the distances
between some pairs of sensors. A definition is given for a sensor network in the plane to be “se-
quentially localizable.” It is shown that the graph of a sequentially localizable network must have
a “bilateration ordering,” and a polynomial time algorithm is given for deciding whether or not a
network’s graph has such an ordering. A provably correct algorithm is given which consists of solving
a sequence of quadratic equations, and it is shown that the algorithm can localize any localizable
network in the plane whose graph has a bilateration ordering.
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1. Introduction. Determining the positions of sensors is essential in many net-
work applications such as geographic routing, coverage and creating formations.
Equipping each sensor in a network with GPS is not feasible in many cases because of
the large number of sensors and the cost associated with a GPS unit. Hence, we attack
this problem by exploiting the connectivity of a sensor network and some common
capabilities of sensors. More specifically, we assume a sensor can measure its distances
to and communicate with certain other sensors in the network. The sensor network
localization problem with distance information is to determine the positions of all sen-
sors in a network given the positions of some sensors and the distances between some
pairs of sensors. A sensor whose position is given is called an anchor. A network in Rd

is said to be localizable if there exists exactly one position in Rd corresponding to each
nonanchor sensor such that the given intersensor distances are satisfied. The authors
of [5] use rigidity theory to give the necessary and sufficient conditions for a network
to be localizable. However, the process of localizing a network has been shown to be
NP-hard even when the network is known to be localizable [2]. This leaves us with
the more refined questions of how we should go about localizing networks, and what
kinds of networks can we “efficiently” localize.

The characterization of networks which can be “easily” or “efficiently” localized
is not complete, even for the ideal case where the given distance measurements are
exact. In [14], global nonlinear optimization techniques combined with heuristics are
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used to estimate sensor information. In [13], a “fold-free” layout of the network is first
estimated, and then force-based relaxation methods are used to refine the estimated
sensor positions. In [16, 15], the distance between each pair of sensors is estimated
from the given intersensor distances using a shortest path algorithm, and classical
multidimensional scaling techniques are used to assign positions to each sensor to
approximate the given distance information. In [3], a semidefinite programming–based
algorithm is given for a class of dense networks when a sufficiently large number of
intersensor distances are known. In this work, we are interested in provably correct
localization algorithms and the kinds of networks that can be “efficiently” localized by
them. We assume the given intersensor distances are exact distance measurements.

The characterization of efficiently localizable networks has been investigated in [1]
and we extend the results of that paper. We present a localization algorithm called
“Sweeps” which consists of solving a sequence of a finite number of quadratic equa-
tions, where the solution of each equation is easily obtainable by the well-known
quadratic formula. We give a simple graphical characterization of all networks which
can be localized by Sweeps, and we use graph rigidity theory to give some graphical
characterizations of networks that can be efficiently localized by Sweeps. We also
introduce the concept of “sequential” localization algorithms, and we say a network
is sequentially localizable if it can be localized by some sequential localization algo-
rithm. We show that Sweeps is a sequential localization algorithm which can localize
all sequentially localizable networks. The Sweeps algorithm we present in this work
is limited because we assume that the given intersensor distance measurements are
exact. We refer the interested reader to [6] in which we adapt the Sweeps algorithm
for the case of inaccurate distance measurements.

In section 2, we review the theoretical background of the localization problem
from graph rigidity theory, and we give the terms and definitions to be used in the
exposition that follows. In section 3, we introduce the notions of “bilateration or-
derings” and “sequentially localizable” networks. In section 4 we present the Re-
stricted Sweeps algorithm on which the Sweeps algorithm is based, and in section 5
we present the Sweeps algorithm. In section 6 we characterize the class of networks
localizable by Sweeps, and we show that all sequentially localizable networks are lo-
calizable by Sweeps. In section 7, we characterize some classes of networks which can
be “efficiently” localized by either Sweeps or Restricted Sweeps, and in section 8 we
characterize some classes of networks which are localizable by Restricted Sweeps. We
conclude with future work and research problems in section 9.

2. Background. A multipoint p = {p1, . . . , pn} in d-dimensional space is a set
of n points in Rd labeled p1, . . . , pn. Because we are concerned only with networks
in the plane, we will henceforth restrict our attention to the case of d = 2. Two
multipoints p = {p1, . . . , pn} and q = {q1, . . . , qn} of n points in R2 are congruent
if for all i, j ∈ {1, . . . , n}, the distance between pi and pj is equal to the distance
between qi and qj . A graph with vertex set V and edge set E is denoted (V , E). A
simple graph is a graph for which there is at most one edge between any two distinct
vertices, and no edge between a vertex and itself. A point formation of n points at a
multipoint p = {p1, . . . , pn} consists of p and a simple undirected graph G with vertex
set V = {1, . . . , n}, and is denoted by (G, p). If (i, j) is an edge in G, then the length
of edge (i, j) in the point formation (G, p) is the distance between pi and pj . Two
point formations with the same graph have the same edge lengths in the case when
the length of each edge in the graph is the same in both point formations.

For t ∈ R2, let ‖t‖ denote the Euclidean norm on R2. For any multipoint p =
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{p1, . . . , pn} in R2 and ε > 0, let Bp(ε) denote the set of all multipoints q = {q1, . . . , qn}
in R2, where ‖pi−qi‖ < ε for all i ∈ {1, . . . , n}. A point formation (G, p) is rigid in R2

if there exists ε > 0 such that for all q ∈ Bp(ε), p and q are congruent whenever (G, p)
and (G, q) have the same edge lengths. Roughly speaking, a rigid point formation is
one that cannot be continuously deformed without causing an edge length to change.
A graph G is said to be rigid in R2 if there exists a multipoint p in R2 and ε > 0
such that (G, q) is rigid in R2 for all q ∈ Bp(ε). A set consisting of a finite number
of elements from R is said to be algebraically independent over the rationals if its
elements do not satisfy any nonzero multivariable polynomial equation with rational
coefficients. A multipoint is said to be generic if the set consisting of the coordinates
of its points is algebraically independent over the rationals. It is known that if a
multipoint p is generic, then a point formation (G, p) is rigid if and only if G is rigid.

A point formation (G, p) in R2 is globally rigid in R2 if multipoints p and q are
congruent whenever (G, p) and (G, q) have the same edge lengths. In other words,
edge lengths of a globally rigid point formation uniquely determine all intervertex
distances. A graph G is said to be globally rigid in R2 if there exist multipoint p in
R2 and ε > 0 such that (G, q) is globally rigid in R2 for all q ∈ Bp(ε). It is known that
if a multipoint p in R2 is generic, then the point formation (G, p) is globally rigid in
R2 if and only if G is globally rigid in R2. For any integer k > 1, a graph is said to be
k connected if there does not exist a set of k − 1 vertices whose removal disconnects
the graph. It is known that a graph with four or more vertices is globally rigid in R2 if
and only if the graph is three connected and there does not exist an edge of the graph
whose removal results in a graph which is not rigid in R2 [10, 9, 4]. There are a number
of polynomial time algorithms such as Pebble Game for determining if a graph is rigid
in R2 [11]. Since the k connectedness of a graph can also be efficiently determined, it
follows that the global rigidity of a graph in R2 can be efficiently determined.

A network with n sensors is modeled by a point formation (G, p), where each sen-
sor corresponds to exactly one vertex of G, and vice versa, with (i, j) being an edge of
G if either i and j are both anchors or the distance between the corresponding sensors
is known and p = {p1, . . . , pn}, where pi is the position of the sensor corresponding
to vertex i. We say that G is the graph of the network and p is the multipoint of
the network. In this work we will be concerned only with networks in the plane.
It is known that if the multipoint of a network in R2 is generic, then the network
is localizable if and only if it has at least 3 noncollinear anchors and the graph of
the network is globally rigid in R2 [5]. Since almost all multipoints are generic, we
will, without loss of generality, restrict our attention to those networks with generic
multipoints [4]. In particular, for networks in the plane, this implies no two sensors
occupy the same point and no three sensors are collinear in the networks we consider.
For such networks, the localizability of the network depends only on the number of its
anchors and its graph. Because we are concerned only with networks in the plane, we
will refer to graphs that are globally rigid, or rigid, in R2 as simply globally rigid, or
rigid. To avoid trivial and degenerate cases, we will restrict our attention to networks
containing four or more sensors.

In the following, let N be a localizable network of n > 3 sensors in the plane
labeled 1 through n, and suppose the multipoint of the point formation modeling N
is generic. Let G = (V , E) be the graph of N. Since the multipoint of N is assumed
to be generic, we have that N is localizable if and only if G is globally rigid in R2

and N has at least three anchors. As noted previously, there are a number of efficient
algorithms for determining if a graph is globally rigid in R2 [11, 9, 10]. Hence, it
follows that the localizability of N can also be efficiently determined just by analyzing
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the graph of N and counting its anchors. Without loss of generality, suppose that for
each i ∈ {1, 2, . . . , n}, vertex i of G corresponds to sensor i and vice versa. For each
v ∈ V , let N (v) denote the set consisting of all vertices u where (u, v) ∈ E , and for
each u ∈ N (v) write duv for the distance between sensors u and v.

3. Sequentially localizable networks. Suppose A is a set of at least three
sensors of N and the vertices corresponding to the sensors in A induce a complete
graph in G, i.e., the distances among all pairs of sensors in A are known. Suppose a
position π(a) is assigned to each sensor a ∈ A such that all known distances among
the sensors of A are satisfied. Since N is localizable, it is straightforward to show that
the positions assigned to the sensors in A determine a unique position for each of the
sensors not in A. In other words, there corresponds exactly one position π(v) to each
of the sensors v ∈ V − A such that all known intersensor distances are satisfied, i.e.,
‖π(v) − π(u)‖ = duv for all (u, v) ∈ E . We call π(v), v ∈ V , the position of sensor v
relative to A, and we call A the set of proxy anchors of N. It is easy to show that if
sensors labeled a1, a2, a3 are three anchors whose positions are given either by GPS
or manual configuration, then the given anchor positions and π(a1), π(a2), π(a3) can
be used to compute a Euclidean transformation which maps each π(v), v ∈ V , to the
actual position of sensor v.

Let A denote a set of at least three proxy anchors of N, i.e., A is any set of three
sensors for which all distances among the sensors are given, and each sensor in A has
been assigned a position so that the given distances among them are satisfied. Let
π(u), u ∈ A, denote the position assigned to sensor u, and let π(v), v ∈ V , denote
the position of sensor v relative to A. For each sensor v and a set S of points in
the plane, we say that S is a candidate positions set of sensor v if π(v) ∈ S. If a
candidate positions set consists of a finite number of points, then the set is said to be
finite. By a sweep of N is meant any sequence v1, . . . , vn obtained by relabeling the n
sensors in any way. By a predecessor of a sensor in a sweep is meant any other sensor
preceding it in the sweep such that the distance between the two sensors is known. The
concatenation of a finite number of sweeps in a specific order is a multiple sweep. By a
sequential localization algorithm is meant any localization algorithm which processes
the sensors in a network, one by one, in a predetermined sequence in such a way
so that the sequence is a multiple sweep and the data for each successive sensor
v ∈ V −A in the sequence are either the empty set or a finite candidate positions set
for v computed using only the known distances between v and its predecessors, and
previously determined data for v and the predecessors of v. The data for sensor a ∈ A
is assumed to be the singleton candidate positions set consisting of just its assigned
position. Clearly, the position of sensor v relative to A is computed if a candidate
positions set consisting of just one element is computed for v. Suppose a singleton
candidate positions set has been computed for each sensor of N. If N has three
anchors, then the given positions of the anchors and their computed positions relative
to A can be used to obtain a Euclidean transformation which maps the computed
position of each sensor v to the actual position of sensor v. Since N is localizable, it
must have at least three anchors, so N can be localized by a sequential localization
algorithm followed by a Euclidean transformation. For any localizable network, we say
the network is sequentially localizable if it can be localized by a sequential localization
algorithm followed by a Euclidean transformation. Furthermore, we say the network is
sequentially localizable in k sweeps if the sequence in which the sensors are processed
is a multiple sweep, which is the concatenation of k sweeps.

A graph has a bilateration ordering if its vertices can be ordered as v1, . . . , vn
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so that the subgraph induced by v1, v2, and v3 is complete, and each vi, i > 3, is
adjacent to at least two distinct vertices vj , j < i. As noted previously, to avoid
degenerate cases, all networks considered below will be assumed to contain at least
four sensors. The following is an easily shown property of the graphs of sequentially
localizable networks.

Lemma 1. A network is sequentially localizable only if its graph has a bilateration
ordering.

All proofs, unless otherwise stated, are given in the appendix.
A simple and well-known example of a sequential localization algorithm is based

on the trilateration operation, where the position of each sensor is determined using
its distances to three sensors whose positions have already been determined. Trilater-
ation can be applied to any localizable network in the plane possessing a special type
of sweep called a “trilateration ordering,” which means an ordering v1, . . . , vn of the
vertices of the network’s graph so that the subgraph induced by v1, v2, v3 is complete
and each vi with i > 3 is adjacent to at least three distinct vertices vj , j < i [1].
Clearly, a trilateration ordering of a graph is also a bilateration ordering, while a
bilateration ordering is not necessarily a trilateration ordering. Graphs with trilater-
ation orderings are known to be globally rigid in R2 [1]. Suppose G has a trilateration
ordering v1, . . . , vn. Assign positions pv1 , pv2 , pv3 to sensors v1, v2, v3, respectively, so
that their intersensor distances are satisfied, and let v1, v2, v3 be the proxy anchors of
N. As noted previously, the multipoint of N is assumed to be generic, which implies
no three sensor positions are collinear. Hence, beginning with v4, trilateration can
be used to determine a unique position pvi for each sensor vi, i > 3, using the given
distances between vi and its predecessors in the ordering, and the computed positions
of its predecessors. It is easy to show that the computed position of each sensor is
the position of the sensor relative to the proxy anchors. Moreover, the actual sensor
positions can be obtained from the computed positions pv, v ∈ V , via a Euclidean
transformation. Hence, the network can be localized by a sequence of trilateration
operations followed by a Euclidean transformation and is therefore sequentially lo-
calizable in one sweep. Furthermore, it is straightforward to show that a network’s
graph must have a trilateration ordering if the network is sequentially localizable in
one sweep.

Lemma 2. A localizable network is sequentially localizable in one sweep if and
only if its graph has a trilateration ordering.

From Lemma 2, we have that localizable networks whose graphs have trilateration
orderings are sequentially localizable; however, as we will show below, the converse
need not be true. The central aims of this paper are to explicitly characterize the class
of sequentially localizable networks and to present a sequential localization algorithm,
called Sweeps, which can localize all sequentially localizable networks. The main result
of this paper is the following.

Theorem 1. A localizable network is sequentially localizable if and only if the
graph of the network has a bilateration ordering. All sequentially localizable networks
are localizable by Sweeps.

The proof of Theorem 1 is given in section 6. Given a network whose multipoint
is generic, it is known that the network is localizable if and only if it has three
anchors and its graph is globally rigid in R2 [5]. From Theorem 1, it follows that
if a network has three anchors and its graph is globally rigid and has a bilateration
ordering, then the network is sequentially localizable and can be localized by Sweeps.
In section 3.1, we give a polynomial time algorithm for determining if a graph has a
bilateration ordering, and for identifying a bilateration ordering of the graph when
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the graph has at least one such ordering. As noted previously, there are polynomial
time algorithms for determining if a graph is globally rigid in R2. Hence, it can be
efficiently determined if a network is sequentially localizable, and therefore localizable
by Sweeps, just by analyzing the graph of the network.

The graph H as shown in Figure 1(a) can be easily verified to be three connected
since there do not exist two vertices whose removal disconnects the graph. Further-
more, it can be shown using the Pebble Game, for example, that there does not exist
an edge of H whose removal results in a graph which is not rigid in R2 [11]. Hence,
H is globally rigid in R2 [9, 10]. It follows then that any network with three anchors
and a generic multipoint and whose graph is H must be localizable [5]. Furthermore,
H has a bilateration ordering but no trilateration ordering. Hence, if H is the graph
of a network with three anchors, then it follows from Theorem 1 that the network is
sequentially localizable and can be localized by Sweeps. However, since H does not
have a trilateration ordering, the network cannot be localized by only a sequence of
trilateration operations followed by a Euclidean transformation. We note that not
all localizable networks are sequentially localizable. For example, the graph in Fig-
ure 1(b) does not have a bilateration ordering since any bilateration ordering must
begin with three vertices, all of which are in either {1, 2, 3, 4, 5} or {6, 7, 8, 9, 10}, and
no vertex in {1, 2, 3, 4, 5} is adjacent to at least two vertices in {6, 7, 8, 9, 10}, and
vice versa. Furthermore, it can be checked that the graph is also globally rigid in R2

[11, 9, 10]. So if the graph in Figure 1(b) is the graph of a network with three anchors,
then the network is localizable but not sequentially localizable.
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b
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d

ef

(a) (b)
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dau
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c b

uv
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Fig. 1. (a) A globally rigid graph with a bilateration ordering, i.e., a,d,f,e,c,b, but no trilatera-
tion ordering. (b) A globally rigid graph without a bilateration ordering. (c), (d) Sensors a, b, and
c are anchors.

3.1. Bilateration orderings. As noted in [1] a graph with a trilateration or-
dering must also be globally rigid in R2. It is easy to show by example that a graph
with a bilateration ordering is not necessarily globally rigid in R2. However, a graph
with a bilateration ordering is necessarily rigid in R2. More specifically, given any
graph which is rigid in R2, it is known that if a new vertex x is added to the graph by
making x adjacent to two or more vertices of the graph, then the resulting graph is
again rigid in R2 [17]. Suppose G has a bilateration ordering, and let v1, v2, v3, . . . , vn

be any bilateration ordering of G. Let Gi, i ∈ {3, 4, . . . , n}, denote the graph induced
in G by all vertices vj where j ≤ i. Since the complete graph on three vertices is rigid,
it follows that G3 must be rigid. Now suppose Gi is rigid for some i ∈ {3, . . . , n− 1}.
Since Gi+1 can be obtained from Gi by making vi+1 adjacent to two or more vertices
of Gi, it follows that Gi+1 must also be rigid. By induction then, Gn, and therefore
G, must be rigid in R2. It is known that if a graph is rigid in R2, then the graph must
also be two connected. Therefore, any graph with a bilateration ordering is rigid in
R2 and two connected.

A graph may have zero, one, or multiple bilateration orderings. If there is no
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set of three vertices of G which induce a complete subgraph in G, then G cannot
have a bilateration ordering. Suppose G has at least one set of three vertices which
induce a complete subgraph. In the following we give a polynomial time algorithm
for determining if G has a bilateration ordering, and for identifying a bilateration
ordering of G if there is at least one such ordering. Let x, y, z be any set of three
vertices which induce a complete subgraph in G, and let W1 = {x}, W2 = {y},
W3 = {z}. Suppose Wi for some i ≥ 3 has been defined. If there exists a vertex u in
V −

⋃
j≤i Wj such that u is adjacent to at least two vertices in

⋃
j≤i Wj , then define

Wi+1 = {u}. Otherwise, set Wi+1 = ∅ and stop the algorithm. Let W1, . . . ,Wh be
the nonempty sets generated by this procedure. Clearly, h = n if and only if there is
a bilateration ordering of the graph beginning with x, y, z. If h = n, then the ordering
obtained by labeling the vertex in Wi, i ∈ {1, . . . , n}, as vi is a bilateration ordering
of G. For each i ∈ {1, . . . , h}, we have that |V −

⋃
j≤i Wj | = n − i, and it takes

a number of operations that are linear in n to check if a vertex in V −
⋃

j≤i Wj is
adjacent to two vertices in

⋃
j≤i Wj . Hence, it takes a number of operations that are

polynomial in n to determine each of the sets W1, . . . ,Wh, where h is at most n. The
vertex labeling to obtain a bilateration ordering is clearly a linear time procedure.
Furthermore, there are at most

(
n
3

)
possible choices for the first three vertices of a

bilateration ordering, which implies it can be determined in polynomial time if a graph
has a bilateration ordering, and to identify a bilateration ordering if it exists. Since
the global rigidity of a graph in R2 can also be efficiently determined, we conclude
that it can be determined in polynomial time if a network is sequentially localizable
just by analyzing the graph of the network.

In the following, we describe a class of graphs for which a bilateration ordering
can be obtained beginning with any two adjacent vertices. A graph is called a cycle
if its vertices can be relabeled as c1, . . . , cm, m ≥ 2, such that ci is adjacent to cj if
and only if |i− j| = 1 or |i− j| = m− 1. The length of a cycle is the number of edges
in the cycle. Let H be any graph, and let C be any subgraph of H such that C is a
cycle. If vertices u and v are adjacent in H, and u and v are nonadjacent vertices in
C, then the edge (u, v) is called a chord of C. A graph H is said to be chordal if for
each subgraph which is also a cycle of length at least four, H contains at least one
chord of the cycle. A chordal graph is not necessarily rigid.

Lemma 3. Let H be a rigid and chordal graph with at least four vertices. Then
H has a bilateration ordering, and moreover, for each edge (u, v) in H, there exists a
bilateration ordering of H that begins with vertices u and v.

Hence, if a graph is rigid and chordal, then the graph has a bilateration ordering,
and furthermore, it is particularly easy to determine a bilateration ordering of the
graph since any two adjacent vertices must be the first two vertices of some bilateration
ordering. An additional simple consequence of Lemma 3 is that any rigid graph which
is also chordal must contain a “triangle,” i.e., a cycle of length three.

4. The Restricted Sweeps algorithm. In what follows we present a restricted
version of the Sweeps algorithm, called Restricted Sweeps, for the class of networks
whose graphs have bilateration orderings. The Sweeps algorithm is an extension of
this and will be given in section 5.

We begin with an informal description of Restricted Sweeps. A bilateration or-
dering of the network’s graph is first determined, assuming such an ordering exists,
and the sensors corresponding to the first three vertices of the ordering are designated
the proxy anchors. Positions are assigned to the proxy anchors so that the known dis-
tances among them are satisfied. For notational convenience, we assume each vertex of
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the network’s graph has the same label as that of the sensor to which it corresponds.
Roughly speaking, the algorithm “sweeps” through the network by processing the
sensors sequentially according to the chosen bilateration ordering, beginning with the
first sensor in the ordering which is not a proxy anchor. For each sensor which is not
a proxy anchor, a finite candidate positions set of the sensor is computed using the
known distances from the sensor to its predecessors in the ordering, and the candidate
positions sets, or assigned positions, of its predecessors. Recall that a predecessor of a
sensor in an ordering is simply any other sensor preceding it in the ordering such that
the distance between the two sensors is known. Once the last sensor in the ordering
is processed, a candidate positions set will have been computed for each sensor. We
call this first “sweep” a finite candidate positions set generating sweep. If not every
candidate positions set generated by the first sweep is a singleton, then subsequent
“refining” sweeps are performed to remove, if possible, elements from each candidate
positions set so as to obtain a candidate positions set of fewer elements. To perform a
refining sweep, an ordering distinct from the one used to perform the previous sweep
is determined, and the sensors are again processed sequentially according to the new
ordering. In section 8, we will give a polynomial time algorithm for determining order-
ings so as to localize the network in as few sweeps as possible by analyzing the graph
of the network. At the very least, the new ordering should be such that at least one
sensor with a nonsingleton candidate positions set has a predecessor in the ordering.
For each sensor v which is not a proxy anchor and whose candidate positions set is not
a singleton, the candidate positions sets of v’s predecessors in the new ordering, and
the known distances between v and its predecessors, are used to identify, if possible,
those points in v’s candidate positions set which cannot be sensor v’s position relative
to the proxy anchors. The identified points are removed from the candidate positions
set of sensor v to obtain a candidate positions set of fewer elements. We call each
sweep after the first sweep a refining sweep since the goal of each subsequent sweep
is to obtain smaller candidate positions sets.

To illustrate the general idea of a sweep, we use Restricted Sweeps to localize
a simple network whose graph is shown in Figure 1(c). For each pair of adjacent
vertices i, j, let dij denote the known distance between sensors labeled i and j. We
assume the multipoint of the network is generic, which implies in particular that no
three sensor positions are collinear. Vertices a, b, c correspond to the anchors, and
vertices u, v correspond to sensors whose positions are to be determined. Let pa, pb,
and pc denote the positions of anchors a, b, and c, respectively. It can be efficiently
determined that the graph in Figure 1(c) is globally rigid in R2 [9, 11, 10]. Since the
network has three anchors and a generic multipoint, it follows that the network must
be localizable.

For the sake of notational convenience, we choose for the first sweep the ordering
a, b, c, u, v, in which case the proxy anchors correspond to the actual anchors. The
algorithm begins by letting the candidate positions set of each anchor be the singleton
set consisting of the anchor’s position. Hence, the positions of sensors u and v relative
to the anchors a, b, c are simply their actual positions. For a point p ∈ R2 and a
positive real number r, let C(p, r) denote the circle with center p and radius r. Since
u is the first nonanchor sensor in the chosen ordering, the algorithm proceeds in
the first sweep by computing a finite candidate positions set for sensor u, which is
just the set of points where the two circles C(pa, dau) and C(pb, dbu) intersect. Since
no three sensor positions are collinear, it follows that C(pa, dau) and C(pb, dbu) must
intersect at exactly two points. For instance, if C(pa, dau) and C(pb, dbu) are as shown
in Figure 1(d), then the two points of intersection comprise the candidate positions
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set of sensor u. Let S(u, 1) denote the candidate positions set computed for sensor
u. Once a finite candidate positions set has been computed for sensor u, Restricted
Sweeps proceeds in the first sweep by determining a finite candidate positions set
for sensor v as follows. For each point p ∈ S(u, 1) which is distinct from both pa

and pc, let I(p) denote the points in the common intersection of the three circles
C(pa, dav), C(pc, dcv), and C(p, duv). The candidate positions set computed for sensor
v, denoted S(v, 1), is the union of all I(p), p ∈ S(u, 1) where p �= pa and p �= pc.
Now we show that S(v, 1) must be a singleton. Let pv be any point in S(v, 1).
Clearly, the distance from pv to anchors a and c must be dav and dcv, respectively.
Furthermore, since pv is in the intersection of C(pa, dav), C(pc, dcv), and C(pu, duv) for
some pu ∈ S(u, 1), we have that the distance between pu and pv must be duv. Note
that since pu ∈ S(u, 1), it follows that the distance between pu and anchors a and b
must be dua and dub, respectively. In other words, for each point pv ∈ S(v, 1), there
exists a point pu ∈ S(u, 1) such that all known intersensor distances are satisfied when
sensors v and u are assigned positions pv and pu, respectively, and the anchors are
simply assigned their given positions. Since the network is localizable, we have that
there exists exactly one point corresponding to each nonanchor sensor such that all
known intersensor distances are satisfied. Hence, it must be the case that S(v, 1) is a
singleton. By definition, the point in S(v, 1) must be the position of sensor v, so the
first sweep not only computes a finite candidate positions set for sensor v, but also
localizes sensor v since the computed candidate positions set is a singleton.

After the first sweep, a finite candidate positions set will have been determined
for both u and v. Since the candidate positions set of sensor u, i.e., S(u, 1), is not
a singleton, a second ordering is determined in order to perform a refining sweep.
Let the second ordering be a, b, c, v, u. Notice that the ordering has a sensor with a
nonsingleton candidate positions set, namely u, that also has at least one predecessor
in the ordering. More specifically, the predecessors of sensor u in the second ordering
are sensors a, b, and v. The second sweep begins by considering the first vertex in the
chosen ordering which has a nonsingleton candidate positions set, which in this case
would be sensor u. The Restricted Sweeps algorithm identifies, and removes, points
in S(u, 1) which cannot be the position of sensor u as follows. The key observation is
that if a point p ∈ S(u, 1) is the position of sensor u, then for each of u’s predecessors,
there must exist a point in the candidate positions set of the predecessor such that
p’s distance to that point is the known distance between u and the predecessor. If
this is not the case, then the point p can be removed from S(u, 1) to obtain a new
candidate positions set of fewer points.

Now we show that the second sweep will remove all but the actual position of
sensor u from S(u, 1). First, note that the distances between the actual position of
sensor u and the points in the singleton candidate positions sets of a, b, and v must be
dua, dub, and duv, respectively. So the actual position of sensor u will not be removed
from S(u, 1). Suppose there is a point q ∈ S(u, 1) such that q is not removed by
the second sweep; i.e., the distances between point q and the points in the singleton
candidate positions sets of a, b, and v are dua, dub, and duv, respectively. Clearly,
if sensor u is assigned point q as its position, and sensors a, b, c, v are assigned their
actual positions, then all known intersensor distances are satisfied. Since the network
is localizable, we have that there exists exactly one position corresponding to each
nonanchor sensor such that all known intersensor distances are satisfied. This implies
point q must be the actual position of sensor u, and all other points in S(u, 1) will have
been removed from S(u, 1) by the second sweep. Hence, the second sweep localizes
sensor u since the candidate positions set of u is a singleton after the second sweep.
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Also, since the candidate positions set of each sensor is a singleton after the second
sweep, it follows that Restricted Sweeps can localize the network in two sweeps.

4.1. Restricted Sweeps. Suppose the network N is localizable and the graph of
N, i.e., G, has at least one bilateration ordering. We first give the terms and definitions
to be used in describing the Restricted Sweeps algorithm. Let 2R

2
be the power set of

R2 and write R+ for the set of positive real numbers. Let f : 2R
2 ×R+ → 2R

2
denote

the function (S, d) 	−→ S′, where S′ is the set of p ∈ R2 such that ‖p − t‖ = d for
some t ∈ S. If S ∈ 2R

2
is not empty, then geometrically f(S, d) is the union of all

points in the plane which lie on circles with the same radius d centered at the points
in S. Of course if S is empty, then so is f(S, d) and conversely. We will be especially
interested in the case when S is a nonempty “finite set” and d > 0, where by finite
set we mean a set with a finite number of points in R2. In this case f(S, d) is simply
the union of a finite number of circles in the plane which all have radius d.

Let S denote the set of all nonempty subsets of R2 with finitely many elements.
Let q be a positive integer no smaller than 2 and write Sq for the q-fold Carte-
sian product of S with itself. Similarly, let (R+)q denote the q-fold Cartesian prod-
uct of R+ with itself. Our goal is to define a function gq : Sq × (R+)q → 2R

2
in

such a way so that for each {S1,S2, . . . ,Sq} ∈ Sq and {d1, d2, . . . , dq} ∈ (R+)q,
gq(S1,S2, . . . ,Sq, d1, d2, . . . , dq) is at most a finite set. Furthermore, we shall re-
quire the definition of gq to be such that whenever there are distinct points ui ∈ Si,
i ∈ {1, 2, . . . , q}, if v ∈ R2 satisfies ‖v − ui‖ = di, i ∈ {1, 2, . . . , q}, then v must be a
point in gq(S1,S2, . . . ,Sq, d1, d2, . . . , dq). Defining gq(S1,S2, . . . ,Sq, d1, d2, . . . , dq) in
the most obvious way as the intersection of the sets f(Si, di), i ∈ {1, 2, . . . , q}, will
not be adequate, for it may be the case that the resulting intersection is a continuous
circle of points in the plane rather than a finite set. However, a necessary condition
for this to occur is that

⋂q
j=1 Sj �= ∅. Hence, let I =

⋂q
j=1 Sj and let X be the

intersection of the sets f(S1\I, d1) and f(Si, di), i ∈ {2, . . . , q}, which is clearly finite.
For each point p in I, let Y(p) denote the intersection of f({p}, d1) and f(Si\{p}, di),
i ∈ {2, . . . , q}, which is again finite. By letting gq(S1,S2, . . . ,Sq, d1, d2, . . . , dq) be the
union of X and Y(p), p ∈ I, it is easy to see that gq satisfies all the aforementioned
requirements.

More formally, for S1, . . . ,Sq ∈ S, let I =
⋂q

j=1 Sj . Let k denote the number of
elements in I. If I is not the empty set, i.e., k > 0, then let p1, p2, . . . , pk denote
the elements of I. For any set S ∈ S, and any subset T ⊆ S, let S\T denote the
complement of T in S. Define the function gq : Sq × (R+)q → 2R

2
as follows:

gq(S1,S2, . . . ,Sq, d1, d2, . . . , dq) =
(

f(S1\I, d1) ∩ f(S2, d2) ∩ · · · ∩ f(Sq, dq)
)

⋃(
k⋃

i=1

f({pi}, d1) ∩ f(S2\{pi}, d2) ∩ . . . . . . ∩ f(Sq\{pi}, dq)

)
.(1)

For q ≥ 2, it is easy to show that gq is defined such that for each {S1,S2, . . . ,Sq} ∈
Sq and {d1, d2, . . . , dq} ∈ (R+)q, gq(S1,S2, . . . ,Sq, d1, d2, . . . , dq) is at most a finite
set. Furthermore, whenever there are distinct points ui ∈ Si, i ∈ {1, 2, . . . , q},
if v ∈ R2 satisfies ‖v − ui‖ = di, i ∈ {1, 2, . . . , q}, then v must be a point in
gq(S1,S2, . . . ,Sq, d1, d2, . . . , dq).

Let [v] = v1, v2, v3, . . . , vn be a bilateration ordering of G. We begin by assign-
ing a point π(i) in R2 to each vi, i ∈ {1, 2, 3}, so that the given distances among
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the sensors corresponding to vi, i ∈ {1, 2, 3}, are satisfied. Let the proxy anchors
of N be v1, v2, v3. For each vi, i > 3, let π(vi) denote the position of sensor vi

relative to the proxy anchors. In the following, we will describe an iterative pro-
cedure for computing a sequence of candidate positions sets for each v ∈ V , i.e.,
S(v, 1),S(v, 2), . . . ,S(v, i), . . . .

For i ∈ {4, . . . , n}, let M(vi) = N (vi) ∩ {v1, v2, . . . , vi−1}. We denote the cardi-
nality of M(vi) by qi and the elements of M(vi) by ui1, ui2, . . . , uiqi . Clearly qi ≥ 2
for all i ∈ {4, . . . , n} since [v] is a bilateration ordering. We define the sets S(vi, 1),
i ∈ {1, 2, . . . , n}, as follows. For i ∈ {1, 2, 3}, let

(2) S(vi, 1) = {π(i)},

and for i ∈ {4, 5, . . . , n}, let

(3) S(vi, 1) = gqi(S(ui1, 1),S(ui2, 1), . . . ,S(uiqi , 1), dui1vi , dui2vi , . . . , duiqi
vi).

Suppose S(v, k), v ∈ V , have been computed. The sets S(v, k + 1), v ∈ V ,
are computed as follows. Let [x] = x1, x2, . . . , xn be an ordering of V , and for i ∈
{1, . . . , n} let M(xi) = N (xi) ∩ {x1, x2, . . . , xi−1}. Note that [x] need not be a
bilateration ordering. For i ∈ {1, 2, 3, . . . , n}, if M(xi) = ∅ or |S(xi, k)| = 1, then let

(4) S(xi, k + 1) = S(xi, k).

Otherwise, let

(5) S(xi, k + 1) = S(xi, k)
⋂( ⋂

w∈M(xi)

f(S(w, k + 1), dwxi)

)
.

4.2. Properties of the Restricted Sweeps algorithm. In the following, we
will show that for all v ∈ V , each S(v, i) is a finite candidate positions set for v, i.e.,
π(v) ∈ S(v, i), and S(v, j) ⊆ S(v, i) if i < j.

Since [v] is assumed to be a bilateration ordering, each M(vi), i > 3, has at least
two elements and so qi ≥ 2. Hence, for i ∈ {4, . . . , n}, gqi is defined, and (3) implies
that S(vi, 1) is a finite set because the image of gqi consists of only finite sets. Since
S(vi, 1), i ∈ {1, 2, 3}, are also finite sets because of (2), we have that S(v, 1) is a
finite set for each v ∈ V . Note also that π(vi) ∈ S(vi, 1), vi ∈ V . This is clearly
true for i ∈ {1, 2, 3} because of (2). For any vertex v ∈ V , an easily verified property
of the function f is that if u ∈ N (v), and S(u) is a set for which π(u) ∈ S(u),
then π(v) ∈ f(S(u), duv). We call this the position keeping property of f . The fact
that π(v), v ∈ V , are distinct, together with the definition of gqi and the position
keeping property of f , implies that π(vi) ∈ S(vi, 1) for i ∈ {4, . . . , n}. So each S(v, 1),
v ∈ V , is a finite candidate positions set for sensor v, and we call the computation
of S(v, 1), v ∈ V , a finite position generating sweep of N. Suppose for some k ≥ 1
that S(v, k), v ∈ V , is a finite candidate positions set for v, i.e., π(v) ∈ S(v, k).
For each xi, (5) and (4) imply that S(xi, k + 1) must be a finite set since S(xi, k)
is a finite set. The fact that π(xi) ∈ S(xi, k) and the position keeping property
of f imply π(xi) ∈ S(xi, k + 1) for each xi. So for each v ∈ V , S(v, k + 1) is a
finite candidate positions set for v; furthermore, it is obvious from (5) and (4) that
S(v, k + 1) ⊆ S(v, k) for all v ∈ V . It follows from (2), (3), (5), and (4) that each
S(v, i), v ∈ V , i ∈ {1, . . . , k + 1}, is computed using S(u, i), where u is a predecessor
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of v in the ordering chosen for the ith sweep, and S(v, i−1) when i > 1. By definition
then, the Restricted Sweeps algorithm is a sequential localization algorithm.

The preceding shows that if we sweep through the network a finite number of
times beginning with a finite position generating sweep, we can generate a sequence
of finite candidate positions sets for each v ∈ V , i.e., S(v, 1),S(v, 2), . . . ,S(v, i), . . . ,
such that S(v, 1) ⊇ S(v, 2) ⊇ · · · ⊇ S(v, i) ⊇ · · · . As we will show in section 4.3,
each S(v, 1), v ∈ V , is obtained by solving a sequence of a finite number of quadratic
equations, and each S(v, i), v ∈ V , i > 1, is obtained by computing the distance
between a finite number of specified pairs of points. Thus if we can sweep through
the network a finite number of times, say k, such that for all v ∈ V , each S(v, k) will
contain just one element, then that element must be π(v). Since N is localizable, N
must have at least three anchors, so the sensor positions can be obtained from π(v),
v ∈ V , via a Euclidean transformation computed from the anchors. In this case, we say
the network is localizable by the Restricted Sweeps algorithm in k sweeps followed
by a Euclidean transformation. In section 8, we will give the graph properties of
networks for which we can choose sweep orderings so that the first sweep is a finite
position generating sweep and the network is localized in as few sweeps as possible.
We will also describe the procedure by which we can efficiently determine the sweep
orderings by analyzing the network’s graph.

4.3. Quadratic equations. The localization of N can be formulated mathe-
matically as a system of |E| simultaneous quadratic equations in |V| variables:

(6) (xi − xj)2 + (yi − yj)2 = d2
ij ∀ (i, j) ∈ E ,

where (xi, yi) denotes the unknown position of sensor i. In the following we show that
the Restricted Sweeps algorithm is equivalent to solving a sequence of a finite number
of quadratic equations, where each equation has just one unknown, the solution of
which is easily obtained by the well-known quadratic formula, and computing the
distance between a finite number of specified pairs of points.

We first consider the computation of S(v, 1), v ∈ V . Each S(v, 1) is defined using
the function gq defined in (1). Since the ordering used for the first sweep must be
a bilateration ordering, it must be the case that q is at least 2 in (3). Computing
gq(S1,S2, . . . ,Sq, d1, d2, . . . , dq) is equivalent to solving the following system of equa-
tions in variables x and y for each collection of q points (ai, bi), i ∈ {1, . . . , q}, where
each (ai, bi) ∈ Si and not all q points are identical:

(7) (x − ai)2 + (y − bi)2 = d2
i , i ∈ {1, . . . , q}.

First, consider the case where q = 2. The equations in (7) become

(x − a1)2 + (y − b1)2 = d2
1,(8)

(x − a2)2 + (y − b2)2 = d2
2.(9)

Equations (8) and (9) are satisfied by the coordinates of the points of intersection,
if any, of the two circles with radii d1 and d2, and centered at (a1, b1) and (a2, b2),
respectively. Since (a1, b1) and (a2, b2) are assumed to be nonidentical, the coordinates
of at most two points in the plane can satisfy (8) and (9). See Figure 2 for the
three cases where the two circles intersect at two, one, and zero points respectively.
Equations (8) and (9) can be rewritten as one quadratic equation in one variable in
the obvious way. Since (ai, bi), i ∈ {1, . . . , q}, are assumed to be distinct, it must be
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(a1,b1)

d1

d2

(a2,b2)

(a1,b1)

d1

d2

(a2,b2)

(a1,b1)

d1

d2

(a2,b2)

(a)                 (b) (c)

Fig. 2. (a) Two intersection points. (b) One intersection point. (c) Zero intersection points.

the case that either a1 − a2 �= 0 or b1 − b2 �= 0. Without loss of generality, suppose
the latter is true. By subtracting (9) from (8), the quadratic terms cancel, and we get

(10) y =
d2
1 − d2

2 − (b2
1 − b2

2 + a2
1 − a2

2) − (−2a1 + 2a2)x
−2b1 + 2b2

.

Hence, (8) can be rewritten as a quadratic equation of just the variable x:

(11) (x − a1)2 +
(

d2
1 − d2

2 − (b2
1 − b2

2 + a2
1 − a2

2) − (−2a1 + 2a2)x
−2b1 + 2b2

− b1

)2

= d2
1.

Obviously, if (x, y) satisfies (8) and (9), then x must satisfy (11). On the other hand,
suppose x satisfies (11) and y satisfies (10); then x and y must also satisfy (8). So, if
we let P1(x, y) = (x− a1)2 + (y − b1)2 − d2

1, P2(x, y) = (x− a2)2 + (y − b2)2 − d2
2, and

P3(x, y) = P1(x, y) − P2(x, y), then x, y satisfy P1(x, y) = 0 and P3(x, y) = 0. Since
P3(x, y) = P1(x, y)−P2(x, y), this implies P2(x, y) = 0, which implies that (9) is also
satisfied by x and y. Therefore, x and y satisfy (8) and (9) if and only if they also
satisfy (11) and (10). Hence, for the case where q = 2, solving for x, y which satisfy
(8) and (9) reduces to solving a quadratic equation in x and then solving for y via
substitution. Since we are interested only in points in the real plane whose coordinates
satisfy (8) and (9), any complex solutions to (8) and (9) are discarded. Clearly, when
q > 2, solving for x, y which satisfy (7) can be similarly reduced to solving a quadratic
equation in x and then solving for y via substitution. Furthermore, it is not difficult
to show that when q > 2 the solution to (7) can be obtained by just solving a linear
system of equations. Since each Sj , j ∈ {1, . . . , q}, is a finite set, it follows that
computing S(v, 1), v ∈ V , in Restricted Sweeps is equivalent to solving a sequence of
a finite number of polynomial equations, each in one variable and each with degree
at most two, the solution of which is easily obtained by the quadratic formula.

Now consider the computation of S(v, k), v ∈ V , for k > 1. Let M(v) denote the
vertices adjacent to v which also precede v in the ordering chosen for the kth sweep.
If M(v) = ∅, then S(v, k) = S(v, k − 1), so suppose M(v) is nonempty, and let
u1, . . . , um, m ≥ 1, denote the elements of M(v). When M(v) is nonempty, S(v, k)
is computed using (5). It follows from (5) that S(v, k) is obtained by removing all
points p from S(v, k−1) for which there does not exist points p1 ∈ S(u1, k), . . . , pm ∈
S(um, k) such that ‖p − pi‖ = duiv for each i ∈ {1, . . . , m}. Hence, (5) consists
of computing the distances between pairs of points in S(v, k − 1) and S(ui, k), i ∈
{1, . . . , m}. From this, we conclude that Restricted Sweeps is equivalent to solving a
sequence of a finite number of quadratic equations, where the solution of each equation
is easily obtained by the well-known quadratic formula, and computing the distance
between a finite number of specified pairs of points.

5. The Sweeps algorithm. An extension to the Restricted Sweeps algorithm
was proposed in [7]. The Sweeps algorithm to be presented in what follows is based
upon the extension to the Restricted Sweeps algorithm which we now describe.
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Like the Restricted Sweeps algorithm, Sweeps is a localization algorithm for the
class of networks whose graphs have bilateration orderings. As in Restricted Sweeps,
the Sweeps algorithm “sweeps” through the network according to a predetermined
bilateration ordering of the sensors and computes a finite candidate positions set for
each sensor using the candidate positions sets of its predecessors and known distances.
The key difference in Sweeps is that a “subassignment” function is associated with each
point in the candidate positions set computed for a sensor. We illustrate this using a
simple example. We first define an assignment of N to be any function α : V → R2. By
a subassignment of N is meant any function that is the restriction of an assignment to
a nonempty subset of V . Suppose u, v, w, x is a subsequence of the ordering chosen for
the first sweep, i.e., the finite candidate positions set generating sweep, and suppose v
and w are each adjacent to both u and x, as shown in Figure 3(a). Let S(u, 1), S(v, 1),
and S(w, 1) denote the candidate positions sets of u, v, w, respectively, computed in
the first sweep by Restricted Sweeps. Since u is a predecessor of both v and w
in the ordering, S(u, 1) is used in the computations of both S(v, 1) and S(w, 1).
More specifically, suppose v has predecessors u and u′. From (3), we have that each
point pv ∈ S(v, 1) is obtained by computing the intersection of circles centered at
distinct points pu and pu′ for some pu ∈ S(u, 1) and pu′ ∈ S(u′, 1). Hence, pv can be
considered a candidate position of sensor v under the assumption that sensors u and
u′ are positioned at pu and pu′ , respectively. A graphical illustration of this is shown
in Figure 3(b).

pv

pu

pu’

u

v
w

x

2(u2)2(u2)

p

dvu2dvu2

dvu1dvu1 1(u1)1(u1)

(a) (b)                       (c)

Fig. 3.

In the Restricted Sweeps algorithm, the candidate positions set of sensor v con-
tains no “record” of the fact that pv was computed assuming u is positioned at pu and
u′ is positioned at pu′ . The Sweeps algorithm extends Restricted Sweeps by using a
subassignment to keep track of the fact that pv was computed assuming sensors u and
u′ are positioned at pu and pu′ , respectively. So a subassignment β is associated with
pv, where the domain of β contains v, u, u′ and β(v) = pv, β(u) = pu, and β(u′) = pu′ .
More generally, for each sensor v and each point p in the candidate positions set of v,
the assumed position of each sensor whose candidate positions set was either directly
or indirectly used in computing p is kept track of via a subassignment function. In
reference to Figure 3(a), suppose pv ∈ S(v, 1) is computed assuming sensor u is po-
sitioned at pu, and qw ∈ S(w, 1) is computed assuming sensor u is positioned at qu,
where qu �= pu. Since both v and w are predecessors of x, we have that the candidate
positions sets of both v and w are used in computing the candidate positions set of
x. For the sake of this example, suppose that the only predecessors of x are v and w.
In Restricted Sweeps, pv and qw would be used in computing the candidate positions
set of x. More specifically, if the circle centered at pv with radius dvx and the circle
centered at qw with radius dwx intersect at one or more points, then each of those
points would be an element in the candidate positions set of x. In Sweeps, however,
pv and qw would not be used in computing the candidate positions set of sensor x



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

SEQUENTIAL LOCALIZATION OF SENSOR NETWORKS 335

because the two points were computed assuming different positions for sensor u. For
certain networks, the candidate positions sets generated by Sweeps contain signifi-
cantly fewer elements than those generated by Restricted Sweeps. And as we will
see in section 7, the computational complexity of localizing a network by Sweeps, or
Restricted Sweeps, is entirely dependent on the number of elements in the generated
candidate positions sets.

5.1. Sweeps. Suppose the network N is localizable and the graph of N, i.e.,
G, has at least one bilateration ordering. We first give the terms and definitions
to be used in describing the Sweeps algorithm. An assignment α is consistent if
‖α(u)−α(v)‖ = duv for all (u, v) ∈ E . Let D(α) denote the domain of a subassignment
α. Two subassignments α and β are said to be consistent with each other, and we write
α ∼ β, if there does not exist u ∈ D(α)∩D(β) such that α(u) �= β(u). For p ∈ R2 and
a positive real number r, let C(p, r) denote the circle of radius r centered at p. Let
α1, . . . , αk be a collection of k ≥ 1 pairwise consistent subassignments, i.e., αi ∼ αj

for all i, j ∈ {1, . . . , k}, and define uk(α1, . . . , αk) as the subassignment with domain⋃
i∈{1,...,k} D(αi) whose restriction to D(αi) is equal to αi for each i ∈ {1, . . . , k}.

Consider a collection of k ≥ 2 pairwise consistent subassignments α1, . . . , αk.
Suppose there are vertices v ∈ V and ui ∈ D(αi), i ∈ {1, . . . , k}, such that (v, ui) ∈ E
for all i ∈ {1, . . . , k}, and v is not an element of the domain of any αi. If there is a point
p whose distance to each αi(ui), i ∈ {1, . . . , k}, is dvui , then roughly speaking, p is a
candidate position for sensor v assuming each sensor ui, i ∈ {1, . . . , k}, is positioned at
αi(ui). More generally, p can be viewed as a candidate position for sensor v assuming
each sensor u ∈

⋃
i∈{1,...,k} D(αi) is positioned at α(u), where α = uk(α1, . . . , αk). We

aim to define a set M(α1, . . . , αk, v, u1, . . . , uk) with the goal of keeping track of the
candidate positions of sensor v assuming sensors ui, i ∈ {1, . . . , k}, are positioned at
αi(ui), i ∈ {1, . . . , k}, respectively. Since sensor positions are assumed to be distinct,
we shall be interested only in the case where αi(ui), i ∈ {1, . . . , k}, are distinct. See
Figure 3(c) for an illustration of the case when k = 2. To keep track of the fact
that p is a candidate position for sensor v assuming each sensor ui, i ∈ {1, . . . , k}, is
positioned at αi(ui), define the subassignment βp with domain {v}∪

⋃
i∈{1,...,k} D(αi)

such that βp(v) = p and βp(ui) = αi(ui) for each i ∈ {1, . . . , k}:

(12) βp(v) = p, βp(u) = ζ(u) ∀ u ∈
⋃

i∈{1,...,k}
D(αi),

where ζ = uk(α1, . . . , αk). Let M(α1, . . . , αk, v, u1, . . . , uk) denote the set of all such
βp. More formally, if

⋂
j∈{1,...,k} C(αj(uj), dvuj ) = ∅, or αi(ui) = αj(uj) for some

i, j ∈ {1, . . . , k}, i �= j, then let M(α1, . . . , αk, v, u1, . . . , uk) = ∅. Otherwise, since
k ≥ 2, it is easy to see that

⋂
j∈{1,...,k} C(αj(uj), dvuj ) is a set consisting of at most q

points in R2, where q is at most 2. Let the points be denoted by p1, . . . , pq, and let

(13) M(α1, . . . , αk, v, u1, . . . , uk) = {βp1 , . . . , βpq}.

In the Sweeps algorithm, a sequence of finite sets of subassignments S(v, 1), . . . ,
S(v, j) is computed for each v ∈ V , where for each i ∈ {1, . . . , j}, v is in the domain of
each subassignment in S(v, i), and {β(v) | β ∈ S(v, i)} is a finite candidate positions
set for v.

Let [v] = v1, v2, v3, . . . , vn be a bilateration ordering of G. We begin by assigning
a point π(vi) in R2 to each vi, i ∈ {1, 2, 3}, so that the known distances among the
sensors corresponding to vi, i ∈ {1, 2, 3}, are satisfied. Let the proxy anchors of N be
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v1, v2, v3. For each vi, i > 3, let π(vi) denote the position of sensor vi relative to the
proxy anchors. For vi, i ∈ {1, 2, 3}, let αi be the subassignment with domain {vi},
where αi(vi) = π(vi). For i ∈ {1, 2, 3}, let S(vi, 1) be defined as

(14) S(vi, 1) = {αi}, i ∈ {1, 2, 3}.

The sets S(vi, 1), i > 3, are computed iteratively as follows. For vi, i > 3, let M(vi) =
N (vi) ∩ {v1, . . . , vi−1}. Since [v] is a bilateration ordering, each M(vi), i > 3, must
be a set of at least two elements. Let u1, . . . , um be the elements of M(vi). In order
to compute S(vi, 1), we consider each collection of pairwise consistent subassignments
αj ∈ S(uj , 1), j ∈ {1, . . . , m}. Suppose M(α1, α2, . . . , αm, vi, u1, u2, . . . , um) �= ∅, and
let β ∈ M(α1, α2, . . . , αm, vi, u1, u2, . . . , um). From (12), we have that vi, u1, . . . , um ∈
D(β), β(uj) = αj(uj) for all j ∈ {1, . . . , m}, and β(vi) is a candidate position of sensor
vi assuming that each sensor u ∈ D(β) is positioned at β(u), and more specifically, that
each sensor uj , j ∈ {1, . . . , m}, is positioned at αj(uj). The set S(vi, 1) is intended to
be the set of all such subassignments β, where β ∈ M(α1, α2, . . . , αm, vi, u1, u2, . . . , um)
and αj ∈ S(uj , 1), j ∈ {1, . . . , m} is a collection of pairwise consistent subassignments.
Hence, S(vi, 1) is defined as

(15)
S(vi, 1) =

⋃
αj∈S(uj ,1) ∀ j∈{1,...,m} and αj∼αk ∀ j,k∈{1,...,m}

M(α1, . . . , αm, vi, u1, . . . , um).

Note that since |M(vi)| ≥ 2 for each vi, where i > 3, it follows that each S(v, 1)
consists of a finite number of elements.

Suppose for some k ≥ 1 that S(u, k), u ∈ V , have been computed, and that each
S(u, k) consists of a finite number of elements. Let u1, . . . , un, denoted [u], be any
ordering of the vertices such that the first three vertices of [u] coincide with the proxy
anchors: u1 = v1, u2 = v2, u3 = v3. Note that [u] is not required to be a bilateration
ordering. Once the ordering [u] is selected, the sets S(u, k + 1), u ∈ V , are computed
iteratively as follows. For i ∈ {1, 2, 3}, let S(ui, k + 1) = S(ui, k). For i ∈ {4, . . . , n},
let M(ui) = N (ui) ∩ {u1, . . . , ui−1}, and let S(ui, k + 1) = S(ui, k) if M(ui) = ∅. If
M(ui) is nonempty, then let w1, . . . , wm be the elements of M(ui). For notational
convenience, let w0 denote ui. Suppose α0 is a subassignment in S(ui, k) for which
there exists a collection of subassignments αj ∈ S(wj , k + 1), j ∈ {1, . . . , m}, such
that α0, α1, . . . , αm are pairwise consistent and ‖α0(ui)− αj(wj)‖ = duiwj for all wj ,
j ∈ {1, . . . , m}. In this case, α0(ui) can be considered a candidate position for sensor
ui assuming that each wj , j ∈ {1, . . . , m}, is positioned at αj(wj), and more generally,
that each w ∈ D(αj), j ∈ {1, . . . , m}, is positioned at αj(w). Hence, if α0 is “aug-
mented” to a subassignment α, where α = um+1(α0, α1, . . . , αm), then α(ui) = α0(ui)
and α(wj) = αj(wj) for all j ∈ {1, . . . , m}, and α(w) = αj(w) for each w ∈ D(αj),
j ∈ {1, . . . , m}. Roughly speaking, S(ui, k + 1) is the set of subassignments obtained
from S(ui, k) by “augmenting” each such subassignment α0 to um+1(α0, α1, . . . , αm).
Now suppose β is a subassignment in S(ui, k) for which there does not exist some
collection of subassignments βj ∈ S(wj , k+1), j ∈ {1, . . . , m}, such that β, β1, . . . , βm

are pairwise consistent and ‖β(ui) − βj(wj)‖ = duiwj for all wj , j ∈ {1, . . . , m}. It
is straightforward to show that β(ui) cannot be the position of sensor ui relative to
the proxy anchors, and so β is not used to define any subassignment in S(ui, k + 1).
Roughly speaking, β(ui) is removed from consideration as a candidate position for
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sensor ui. More formally, S(ui, k + 1) is defined as

S(ui, k + 1) =

{
um+1(α0, α1, . . . , αm) | α0 ∈ S(ui, k),(16)

αj ∈ S(wj , k + 1) ∀ j ∈ {1, . . . , m},
αh ∼ αj , αh(wh) �= αj(wj) ∀ h, j ∈ {0, 1, . . . , m},

α0(ui) ∈
⋂

j∈{1,...,m}
C(αj(wj), duiwj )

}
.(17)

Since each S(v, k), v ∈ V , consists of a finite number of elements, it follows from (17)
that S(v, k + 1) must also consist of a finite number of elements.

By the same argument as that used in section 4.3, it follows that Sweeps is
equivalent to solving a sequence of a finite number of quadratic equations, where
each equation has just one unknown, the solution of which is easily obtained by the
well-known quadratic formula, and computing the distance between a finite number
of specified pairs of points.

5.2. Properties of Sweeps. As noted previously, each of the sets computed by
the Sweeps algorithm consists of a finite number of subassignments. In the following,
we give some additional properties of these sets.

Lemma 4. Let w be any vertex of G. If vertices u, v are adjacent in G, and
u, v ∈ D(β) for some β ∈ S(w, 1), then ‖β(u) − β(v)‖ = duv.

From (17), we have that each subassignment α ∈ S(v, 2), v ∈ V , is a subassign-
ment “augmented” from some subassignment α̂ ∈ S(v, 1), i.e., α = um+1(α̂, α1, . . . , αm).
From this and Lemma 4 we can show the following.

Lemma 5. Let w be any vertex of G. If vertices u, v are adjacent in G, and
u, v ∈ D(β) for some β ∈ S(w, 2), then ‖β(u) − β(v)‖ = duv.

Recall that v1, . . . , vn was the ordering used to compute S(v, 1), v ∈ V , and
v1, v2, v3 are the proxy anchors of N whose assigned positions are π(v1), π(v2), and
π(v3), respectively. Since N is localizable, there exists exactly one consistent assign-
ment ᾱ of N, where ᾱ(vi) = π(vi) for each i ∈ {1, 2, 3}. Furthermore, for each
v ∈ V , ᾱ(v) is the position of sensor v relative to the proxy anchors. Suppose
S(v, 1),S(v, 2), . . . ,S(v, k) are computed for each v ∈ V .

Lemma 6. For each v ∈ V and i ∈ {1, . . . , k}, there is a β ∈ S(v, i) which is the
restriction of ᾱ to the domain of β and v ∈ D(β).

Each S(vi, k), k ≥ 1, is computed using sets S(vj , k), where vj is a predeces-
sor of vi in the kth chosen ordering, and S(vi, k − 1) when k > 1. Recall that
the sensors of N are labeled 1, . . . , n and V = {1, . . . , n}. Each subassignment
β may be represented as a sequence of n points, where the ith point in the se-
quence is β(i) if i ∈ D(β) and is ∅ otherwise. Hence, if β1, . . . , βm are m subassign-
ments, where subassignment βi is represented by the sequence pi1, . . . , pin, then the
set consisting of subassignments β1, . . . , βm can be represented by the set of points
{p11, . . . , p1n, p21, . . . , p2n, . . . , pm1, . . . , pmn}. From Lemma 6 we have that for each
sensor v and each computed ith sweep, the set {β(v) | β ∈ S(v, i)} is a finite candidate
positions set for v. By definition then, Sweeps is a sequential localization algorithm.

6. Graphical properties of networks localizable by Sweeps. In the follow-
ing, we show that the necessary condition for a localizable network to be sequentially
localizable is also a sufficient condition for the network to be localizable by the Sweeps
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algorithm. More specifically, we show that all localizable networks whose graphs have
bilateration orderings can be localized by computing S(v, k), v ∈ V , where k ≤ 2,
with the Sweeps algorithm, and we give an efficient algorithm for determining the
sensor ordering of each sweep.

Let A denote any set of three vertices in G which induce a complete graph in G.
Let H1, H2, . . . , Hc denote the maximally connected components of the subgraph of G
induced by vertices in V −A. The following is a consequence of the assumption that
N is localizable.

Lemma 7. For each i ∈ {1, . . . , c}, the graph induced in G by A and the vertices
of Hi is globally rigid in R2.

Let H be Hi for any i ∈ {1, . . . , c}, and let u be any vertex of H. In the following
we construct a partition of the vertex set of H. Let N0(u) = {u}, and let N1(u)
denote the set of vertices in V − A adjacent to u. Suppose for some integer i ≥ 1,
Nj(u), j ∈ {0, 1, . . . , i}, have been determined. Let Ni+1(u) denote the set of vertices
w ∈ V −A, where w /∈

⋃
j∈{0,...,i} Nj(u) and w is adjacent to a vertex in Ni(u). Since

there are a finite number of vertices, there can be only a finite number of sets generated
this way. Suppose we have h+1 sets generated this way: N0(u),N1(u), . . . ,Nh(u). It
is straightforward to show that the sets Ni(u), i ∈ {0, 1, . . . , h}, make up a partition
of the vertices of H. We call Ni(u), i ∈ {0, 1, . . . , h}, a vertex partition of H. Let n′

denote the number of vertices in H. Select any n′ elements of {|A| + 1, . . . , n}, and
order them as i1, i2, . . . , in′ so that i1 < i2 < · · · < in′ . Assign indices 1 to |A| to
vertices in A in any manner, and assign index in′ to vertex u. Assign the remaining
indices ij , j ∈ {1, 2, . . . , n′−1}, to vertices in N1, . . . ,Nh beginning with N1 and n′−1;
i.e., assign indices in′−1 to in′−|N1(u)| to the vertices in N1(u) in any manner, assign
indices in′−|N1(u)|−1 to in′−|N1(u)|−|N2(u)| to the vertices in N2(u) in any manner, and
so on. We call this ordering a complete ordering of the vertices of H with respect to
u and A, or just a complete ordering of the vertices of H with respect to A.

For each i ∈ {1, . . . , c}, let ui be any vertex in Hi. Since the vertex sets of
Hi, i ∈ {1, . . . , c}, are pairwise disjoint, we can construct an ordering of V that is a
complete ordering of Hi with respect to ui and A for all i ∈ {1, . . . , c}. We call this a
complete ordering of G with respect to u1, . . . , uc and A, or just a complete ordering
of G with respect to A.

Let v1, v2, v3, . . . , vn be any bilateration ordering of G, and suppose S(v, 1), v ∈ V ,
are computed using this ordering. This implies that sensors corresponding to v1, v2, v3

make up the set of proxy anchors, and v1, v2, v3 induce a complete subgraph in G.
Let A = {v1, v2, v3}, and let π(v1), π(v2), and π(v3) be the positions assigned to
the proxy anchors v1, v2, v3, respectively. Since N is localizable, there is exactly one
consistent assignment ᾱ of N such that ᾱ(vi) = π(vi), i ∈ {1, 2, 3}. As noted previ-
ously, the actual sensor positions can be obtained from ᾱ(v), v ∈ V , via a Euclidean
transformation computed using anchor positions. For i ∈ {1, . . . , c}, let ui be any
vertex in Hi.

Lemma 8. Suppose the ordering used to compute the second sweep, i.e., S(v, 2),
v ∈ V, is a complete ordering of G with respect to u1, . . . , uc and {v1, v2, v3}. For
each i ∈ {1, . . . , c}, and all α ∈ S(ui, 2), D(α) is the union of {v1, v2, v3} and the
vertex set of Hi.

The following is a consequence of Lemmas 5, 6, 7, and 8.
Lemma 9. Suppose the ordering used to compute the second sweep, i.e., S(v, 2),

v ∈ V, is a complete ordering of G with respect to u1, . . . , uc and {v1, v2, v3}. For
each i ∈ {1, . . . , c}, S(ui, 2) is a singleton, and the subassignment in S(ui, 2) is the
restriction of ᾱ to the union of {v1, v2, v3} and the vertex set of Hi.
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If the ordering used to compute the second sweep, i.e., S(v, 2), v ∈ V , is a complete
ordering of G with respect to u1, . . . , uc and {v1, v2, v3}, then Lemma 9 implies that
each S(ui, 2), i ∈ {1, . . . , c}, consists of exactly one subassignment αi, which is the
restriction of ᾱ to the union of A and the vertex set of Hi. Each sensor v which is not
a proxy anchor must correspond to a vertex in exactly one of the Hi, i ∈ {1, . . . , c}.
If sensor v corresponds to a vertex in Hi, then the position of sensor v relative to the
proxy anchors, i.e., ᾱ(v), is given by αi(v).1 We have just shown the following.

Lemma 10. If N is localizable and its graph has a bilateration ordering, then
N can be localized by computing two sweeps of the Sweeps algorithm followed by a
Euclidean transformation. The ordering of the first sweep is any bilateration ordering
v1, v2, v3, . . . , vn, and the ordering of the second sweep is a complete ordering of G
with respect to {v1, v2, v3}.

Now we give the proof for Theorem 1. From Lemma 1, we have that a localiz-
able network is sequentially localizable only if its graph has a bilateration ordering.
Lemma 10 implies that Sweeps can localize all sequentially localizable networks since
a sequentially localizable network’s graph must have a bilateration ordering. Further-
more, since Sweeps is a sequential localization algorithm, Lemma 10 implies that a
localizable network is sequentially localizable if its graph has a bilateration ordering.
Hence, Lemmas 10 and 1 imply a localizable network is sequentially localizable if and
only if its graph has a bilateration ordering.

In [7], it was shown via extensive simulations that Sweeps is practically feasible
on uniformly random networks of 250 sensors with connectivity modeled by unit disk
graphs despite having a worst case computational complexity that is exponential in
the number of sensors. In section 7, we give the graph properties of some networks
which can be efficiently localized using Sweeps.

7. Efficiently localizable networks. Consider a class of networks such that
for each positive integer i, there is a network in the class with at least i sensors.
We say that the class of networks is efficiently localizable by Sweeps (or Restricted
Sweeps) if there is a constant c such that each network in the class can be localized
by Sweeps (or Restricted Sweeps) in a number of operations that is at most nc, where
n is the number of the network’s sensors. The computational complexity of local-
izing N by Sweeps, or Restricted Sweeps, is entirely dependent upon the number of
elements in the sets S(v, 1), v ∈ V . More specifically, let M(v) denote the vertices
preceding v and also adjacent to v in the ordering chosen for the first sweep. In both
the Sweeps and Restricted Sweeps algorithm, the number of operations necessary to
compute S(v, 1), v ∈ V , is equal to C

∏
u∈M(v) |S(u, 1)|, where C is a constant that

is independent of the number of sensors in N. In the following, we give a graphical
characterization for when a network is efficiently localizable by Sweeps and Restricted
Sweeps. We emphasize that this is not a complete characterization of all such effi-
ciently localizable networks. However, the general techniques used here can be used
to determine additional efficiently localizable networks.

Suppose the graph of N, namely G, has a trilateration ordering, and that the
ordering chosen for the first sweep is a trilateration ordering v1, . . . , vn. It is easy
to see that S(v, 1) is a singleton and

∏
u∈M(v) |S(u, 1)| = 1 for all v ∈ V . Hence,

the class of networks whose graphs have trilateration orderings is obviously efficiently
localizable by Sweeps. The key property of the trilateration ordering which makes N
efficiently localizable by Sweeps is that for all i ∈ {4, . . . , n}, the graph induced in G

1By a slight modification to the Sweeps algorithm, a singleton candidate positions set can be
obtained for each sensor; however, we omit this step since it is unnecessary.
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by vertex vi, and all the vertices vj , where j < i, is globally rigid. We now “relax”
this property to define a “superbilateration” ordering. A graph with n ≥ 4 vertices
has a superbilateration ordering v1, v2, v3, . . . , vn if the graph contains a subgraph
with the same vertex set which can be constructed inductively as follows beginning
with the complete graph on three vertices labeled v1, v2, v3. Suppose the graph being
constructed already contains vertices v1, . . . , vi, i ≥ 3. If i + 1 is even, then vi+1

is added to the graph by making vi+1 adjacent to at least three vertices vj where
j < i + 1. Otherwise, if i + 1 is odd, then vi+1 can be added to the graph in one
of two ways, the first of which is to make vi+1 adjacent to at least three vertices vj

where j < i + 1. Or, vi+1 can be added to the graph by making vi+1 adjacent to
distinct vertices vi, vk, vj , where vk is adjacent to vi, and removing the edge between
vi and vk.

A 1-extension on a graph is the operation whereby two adjacent vertices of the
graph are first selected, say vertices u and v, and a new vertex w is added to the
graph by making w adjacent to vertices u, v, and x, where x is distinct from both
u and v, and removing the edge between u and v [8]. An edge-addition on a graph
is the operation whereby two nonadjacent vertices are made adjacent by insertion of
a new edge. In [10], it was shown that the graph resulting from an edge-addition or
1-extension operation on any globally rigid graph of four or more vertices is again
globally rigid. From this, it follows that any graph with a superbilateration ordering
v1, . . . , vn is necessarily globally rigid. Furthermore, for each i > 3, where either i
is equal to n or i is odd, the graph induced by all vertices vj , j ≤ i, is globally
rigid. Clearly, a trilateration ordering is automatically a superbilateration ordering.
It is easy to show by example that the converse need not be true. Suppose G has a
superbilateration ordering v1, . . . , vn. Let v1, v2, v3 be the proxy anchors of N. For
i > 3, and where i is either odd or equal to n, let Ni denote the subnetwork consisting
of all sensors corresponding to vertices vj , j ≤ i. Each subnetwork Ni can be efficiently
localized, relative to the proxy anchors, by Sweeps assuming the positions of all sensors
in Ni which are also in some Nj , j < i, are known. Hence, the entire network can
be localized in a number of operations polynomial in the number of sensors by using
Sweeps to localize each of the subnetworks in sequence beginning with N5. Generally
speaking, suppose a localizable network contains subnetworks N1, . . . , Nm so that each
subnetwork Ni is efficiently localizable by Sweeps (or Restricted Sweeps) assuming the
position of each sensor in Ni which is also in some Nj , j < i, is known. Then the
entire network is efficiently localizable by localizing the subnetworks N1, . . . , Nm in
sequence, provided each sensor of N is in some Ni, i ∈ {1, . . . , m}.

8. Graphical properties of networks localizable by Restricted Sweeps.
In this section, we will give sufficient conditions on the graphs of localizable networks
for which we can choose sweep orderings so that the network is localized in as few
sweeps as possible by the Restricted Sweeps algorithm. First, consider the case where
N’s graph G has a trilateration ordering v1, . . . , vn, and suppose this is the ordering
chosen for the first sweep. Since we assume that the multipoints of the networks
we consider are generic, it follows that no three sensor positions of N are collinear.
Hence, each S(v, 1), v ∈ V , as computed by the first sweep of the Restricted Sweeps
algorithm, is a singleton. This and Lemma 2 imply that a network with three or more
anchors can be localized by Restricted Sweeps in one sweep followed by a Euclidean
transformation if and only if its graph has a trilateration ordering.

8.1. Networks with partially acyclic graphs. In the following, we show that
if G is “partially acyclic,” then G must have a bilateration ordering and N is localizable
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by Restricted Sweeps in two sweeps plus a Euclidean transformation. For any subset
W of V , let G(W) denote the graph induced in G by vertices in W . For any nonempty
subset W of V , we say that G is partially acyclic with respect to W , or just partially
acyclic, if G(W) is a complete graph and G(V −W) is acyclic. Suppose G is partially
acyclic with respect to W , and that each vertex in V −W has degree at least three in
G. In the following, we will construct a bilateration ordering of G. We first note that
a necessary condition for a graph with four or more vertices to be globally rigid in R2

is that each of its vertices must have degree at least three [9]. Since N is localizable
and contains at least four sensors, it follows that each vertex of G must have degree
at least three. The graph in Figure 1(a) is globally rigid and partially acyclic with
respect to any three mutually adjacent vertices of the graph. Additional globally rigid
graphs which are also partially acyclic can be constructed using the edge-addition and
1-extension operations beginning with the complete graph on four vertices [10].

Let H denote a maximally connected component of G(V −W), and let r denote
any vertex of H. Let [r] denote any complete ordering of the vertex set of H with
respect to r and W , and let N0(r),N1(r), . . . ,Nh(r) denote the vertex partition used
to construct the ordering [r]. We now show that [r] is a bilateration ordering of the
graph induced in G by the vertices of H and the vertices in W . Let v be any vertex
of H and suppose v ∈ Ni(r) for some i ∈ {0, 1, . . . , h}. First suppose i = 0, in which
case v must equal r. Suppose r is adjacent to c < 2 vertices of W . Since H is a
maximally connected component of G(V −W), and r has degree at least three in G,
we have that r must be adjacent to at least 3 − c > 0 vertices in H, which implies
r must be adjacent to at least three vertices preceding it in the ordering [r]. Now
suppose i > 0. This implies v is adjacent to at least one vertex in Ni−1(r). Moreover,
v is adjacent to exactly one vertex in Ni−1(r), for if v is adjacent to two vertices in
Ni−1(r), then H is not acyclic, which implies G(V −W) is not acyclic. Similarly, if v
is adjacent to a vertex in Ni(r), then that would again imply H is not acyclic. Since
v has degree three in G, v must be adjacent to at least two vertices in Ni+1(r) ∪W .
Since the vertices in Ni+1(r) ∪ W all precede v in [r], it follows that v is adjacent
to at least two vertices preceding it in the ordering [r]. Now we show that the first
three vertices of [r] induce a complete graph. Let x be any vertex in Nh(r). Since H
is acyclic, x can be adjacent to exactly one vertex in H. Also, since x has degree at
least three in G, it follows that x must be adjacent to at least two vertices in W and
so |W| ≥ 2. Furthermore, since the vertices in Nh(r) precede all other vertices in H
in the ordering [r], it follows that v3 ∈ W ∪ Nh(r). Hence, the first three vertices of
[r] induce a complete graph, and [r] must therefore be a bilateration ordering. Let
V(H) denote the vertex set of H. We have just shown the following.

Lemma 11. If G is partially acyclic with respect to some W ⊆ V, and each vertex
in V −W has degree at least three in G, then any complete ordering of a maximally
connected component H of G(V−W) with respect to W is also a bilateration ordering
of the graph G(V(H) ∪W).

Let H1, . . . , Hc denote the maximally connected components of G(V −W). For
each Hi, let vi1, vi2, vi3, . . . , vik be any complete ordering of Hi with respect to W . This
implies that the first |W| vertices of each of the orderings must be the vertices of W ,
i.e., {vi1, . . . , vi|W|} = W for all i ∈ {1, . . . , c}. Let w1, . . . , w|W| denote the vertices
of W . From Lemma 11, we have that each of the orderings vi1, vi2, vi3, . . . , vik is a
bilateration ordering. Therefore, the ordering obtained by concatenating w1, . . . , w|W|
and vi(|W|+1), . . . , vik for all i ∈ {1, . . . , c}, i.e., w1, . . . , w|W|, v1(|W|+1), . . . , v1k, . . . ,
vi(|W|+1), . . . , vik, . . . , vc(|W|+1), . . . , vck must be a bilateration ordering, and it is a
complete ordering of G with respect to W . We have just shown the following.
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Lemma 12. If G is partially acyclic with respect to some W ⊆ V, and each
vertex in V −W has degree at least three in G, then G has a bilateration ordering,
and any complete ordering of G with respect to W is a bilateration ordering.

Remark 1. It is known that a necessary condition for a graph with at least four
vertices to be globally rigid in R2 is that the graph must be three connected, i.e.,
G(V −V ′) is connected if |V ′| ≤ 2. Hence, if G is partially acyclic with respect to W ,
and G(V −W) has more than one connected component, then |W| ≥ 3. Since G is
globally rigid, Lemma 7 can be used to show that for each i ∈ {1, . . . , c}, the graph
G(W ∪ Vi), where Vi is the vertex set of Hi, must also be globally rigid.

Our main result for networks with partially acyclic graphs is the following.
Theorem 2. A localizable network with graph G is localizable by Restricted

Sweeps in two sweeps plus a Euclidean transformation if G is partially acyclic with
respect to some W ⊆ V. The ordering of the finite position generating sweep is
[v] = v1, v2, v3, . . . , vn, where [v] is a complete ordering of G with respect to W, and
the ordering of the second sweep is v1, v2, v3, vn, vn−1, . . . , v4.

A globally rigid graph in R2 is said to be minimally globally rigid in R2 if no edge
can be removed from the graph without causing the graph to no longer be globally
rigid in R2. A number of globally rigid graphs in R2 that are partially acyclic with
respect to some W ⊆ V , where |W| ≥ 3, are also minimally globally rigid in R2.
Hence, Theorem 2 implies that Restricted Sweeps can localize certain networks with
just enough edges in their graphs to ensure localizability. For any i > 3, let Wi denote
the graph whose vertices can be labeled as w0, w1, . . . , wi such that w0 is adjacent to
all other vertices, and vertices w1, . . . , wi induce a cycle in the graph. Any such Wi,
i > 3, is called a wheel graph. It is known that wheel graphs are minimally globally
rigid, and it is straightforward to show that any wheel graph is partially acyclic with
respect to any three vertices which are mutually adjacent. Hence, any network with
three or more anchors and whose graph is a wheel graph is localizable by Restricted
Sweeps in two sweeps plus a Euclidean transformation. One can show by example
that globally rigid graphs which are also partially acyclic are not limited to just wheel
graphs.

Let NT denote the class of networks whose graphs have a trilateration ordering,
and let NP denote the class of networks whose graphs are globally rigid in R2 and
partially acyclic. It is not difficult to show that NT and NP are not disjoint, NT � NP

and NP � NT . For example, networks with wheel graphs are in NP but not NT , and
any network whose graph has a trilateration ordering v1, . . . , vn, where n > 5 and
each vi, i > 3, is adjacent to vertices vi−1, vi−2, and vi−3, is in NT but not NP .

8.2. Networks with ring squared graphs. Many practical networks are such
that the distance between two sensors is known if the sensors are within a prescribed
sensing radius of each other. Suppose N̄ is such a network and has at least three
anchors, and let Ḡ be its graph. Define a ring graph with ordering v1, . . . , vn as a
graph whose vertices can be labeled as v1, . . . , vn so that each vertex vi, 1 < i < n, is
adjacent to vertices vi−1 and vi+1, and vertex v1 is adjacent to vertex vn.

Lemma 13. If Ḡ is a ring graph with ordering v1, . . . , vn, then N̄ is localizable in
two sweeps plus a Euclidean transformation after doubling the sensing radius of each
sensor. The ordering of the first sweep is v1, . . . , vn, and the ordering of the second
sweep is v1, v2, v3, vn, vn−1, . . . , v4.

Let V̄ and Ē denote the vertex set and edge set of Ḡ, respectively. The second
power of Ḡ, written Ḡ2, is the graph with vertex set V̄ and edge set Ē ∪ Ē2, where
(i, j) ∈ Ē2 in the case when i, j ∈ V̄ and there exists k ∈ V̄ such that (i, k), (k, j) ∈ Ē .
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A graph is edge 2-connected if there exists two paths with no edge in common between
each pair of vertices. It is known that the second power of an edge 2-connected graph
is globally rigid in R2 [1]. An important consequence of this and Theorem 13 is that
if the graph of a network is edge 2-connected with at least three anchor vertices, and
the network is such that the distance between two sensors is known if the sensors are
within sensing radius, then the network is sequentially localizable after doubling the
sensing radius of all the sensors [1].

9. Conclusion. In this work, we presented Sweeps, a sequential localization
algorithm which consists of solving a sequence of a finite number of quadratic equa-
tions, and determining the distances between specified pairs of points. We identified
the graph properties of all networks which can be localized by Sweeps, as well as the
graph properties of some networks which can be efficiently localized by Sweeps. The
worst case computational complexity of Sweeps is exponential. However, extensive
experimental evaluations on uniformly random networks modeled by unit disk graphs
indicate that Sweeps is practically much more efficient [7]. Part of our future work will
be to analyze the average case computational complexity of Sweeps. Additionally, the
necessary and sufficient condition for a localizable network to be localizable by Sweeps
is that the graph of the network has a bilateration ordering. Extensive simulations
on uniformly random networks modeled by unit disk graphs suggest that the gap
between localizable and sequentially localizable networks is not large [7]. A question
that is of interest is if there exists a threshold such that a graph is globally rigid and
has a bilateration ordering when the average degree of the graph passes the threshold.
In [12], a trilateration-based localization algorithm was proposed for networks with
inaccurate distance measurements in which sensors are assigned an estimated position
only when the estimated position can be provably bounded to be within some known
range of the actual sensor position. A similar concept was employed in adapting the
Sweeps algorithm for the case of inaccurate distance measurements [6] in that each
estimated sensor position can be guaranteed to be within a known distance of the
actual sensor position. As part of future research, we aim to fine tune and improve
the Sweeps algorithm adapted for inaccurate distance measurements.

A key aspect of wireless sensor networks is that each sensor can interact with
only a subset of the sensors in the network. Hence, Sweeps and Restricted Sweeps are
proposed on the assumption that the distances between each sensor and only some
of the sensors in a network are known. Although the computations in Sweeps and
Restricted Sweeps are currently envisioned as being carried out on a central computer,
we note that this does not necessarily contradict the distributed nature of a wireless
sensor network. For example, in a sensor network deployed for environment monitor-
ing, quantities measured by a sensor, i.e., chemical emissions, and transmitted to a
base station, make sense only in the context of the sensor’s position. The distance
measurements taken by each sensor to, say, nearby sensors can be transmitted to the
base station along with whatever quantities the sensor was deployed to monitor. The
base station can then run a localization algorithm using the intersensor distance mea-
surements, and thus associate a position with each measured quantity. An important
part of our future research will be to design a fully distributed version of Sweeps.

10. Appendix.
Proof of Lemma 1. Suppose N is sequentially localizable. For each sensor v, let

k(v) denote the sweep in which a finite candidate positions set was computed. Order
the sensors as v1, . . . , vn so that vi precedes vj , i.e., i < j, if either k(vi) < k(vj)
or k(vi) = k(vj) and vi is a predecessor of vj in the k(vi)th sweep. Consider any vi
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which is not a proxy anchor. First, suppose no distance is known between vi and any
sensor vj , where j < i. This implies that when sensor vi is processed, there is no
known distance between vi and a sensor whose candidate positions set has already
been determined. Hence, there is no data with which to compute a finite candidate
positions set for vi. Now suppose the distance between vi and exactly one other
sensor vj , j < i, is known. This implies that when vi is processed, its distance to
exactly one sensor with a finite candidate positions set is known. By definition of a
sequential localization algorithm, a sensor for which a finite candidate positions set
has not been computed does not have any position information associated with it.
Hence, since sensor positions are distinct, a finite candidate positions set of vi cannot
be determined when just its distance to a single sensor with an already computed
candidate positions set is known. We have just shown that if vi is not a proxy anchor,
then vi must be adjacent to at least two vj , where j < i. This implies that v1 and v2

must be proxy anchors, and so v1, . . . , vn is a bilateration ordering.
Proof of Lemma 2. The “if” direction has already been shown in section 3. The

“only if” direction is a straightforward consequence of the following. Given a sensor v,
and its distances to k sensors u1, . . . , uk with known positions where no three sensors
in {v, u1, . . . , uk} are collinear, there exists exactly one position for sensor v such that
its distances to all k sensors are satisfied if and only if k ≥ 3.

Proof of Lemma 3. Let V denote the vertex set of G, and let u be any vertex in
V . Note that u must be adjacent to at least one other vertex in G since G is rigid
and therefore connected. Let v be any vertex adjacent to u. Let u1, u2, . . . , um be
any ordering of m ≤ |V| vertices such that u1 = u, u2 = v, and each ui, i ≥ 3, is
adjacent to at least two vertices uk, k < i. Moreover, suppose there does not exist
any vertex w ∈ V − {u1, u2, . . . , um} which is adjacent to two or more vertices in
{u1, u2, . . . , um}. Let B denote the graph induced in G by {u1 = u, u2 = v, . . . , um}.
Note that B contains at least two vertices, namely, u and v. In the following we will
show that V − {u1, u2, . . . , um} �= ∅ is a contradiction to the assumption that G is
chordal. So, suppose V − {u1, u2, . . . , um} �= ∅. Let F denote a maximally connected
component of the graph induced by vertices not in B, i.e., V −{u1, u2, . . . , um}. Note
that F has at least one vertex since V −{u1, u2, . . . , um} �= ∅. For an edge incident on
vertices a and b, we say that the edge is from B to F if a is in B and b is in F. Since
G is rigid, and F contains at least one vertex, there must be at least two edges e1 and
e2 from B to F. Let e1, e2, . . . , ec, c ≥ 2, denote all the edges from B to F.

A vertex in F can be incident on at most one edge from B to F. For if a vertex w
in F is incident on two edges from B to F, then obviously, w ∈ V − {u1, u2, . . . , um}
and w is adjacent to two or more vertices in {u1, u2, . . . , um}, which contradicts our
assumption that there does not exist any vertex w ∈ V − {u1, u2, . . . , um} which is
adjacent to two or more vertices in {u1, u2, . . . , um}. Suppose e1 is incident on vertex
z in B, and that all the edges from B to F are incident on z. By removing z from
G, G is disconnected since this removes all edges from B to F, and F is a maximally
connected component of the graph induced by vertices not in B. But G is rigid, which
means it is at least two connected, and therefore it requires the removal of at least
two vertices to disconnect G. Hence, there must exist at least one edge from B to F
which is not incident on z. So there must exist two edges from B to F such that the
edges are incident on distinct vertices in B. Let ei and ej denote two such edges. Also
from the above, we have that ei and ej are incident on distinct vertices in F. Hence,
there exist distinct vertices b, b′ ∈ B and f, f ′ ∈ F such that b is adjacent to f and
b′ is adjacent to f ′. Since B is connected, there is a path in B from b to b′. Let this
path be denoted b0 = b, b1, b2, . . . , bB = b′. Since F is connected, there is a path in F
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from f to f ′. Let this path be denoted f0 = f, f1, f2, . . . , fF = f ′.
Let L be the smallest positive integer in {1, 2, . . . , F} such that fL is adjacent

to some vertex in {b1, b2, . . . , bB}. Note that such an L must exist since f ′ = fF

is adjacent to b′ = bB. Let L̄ be such that bL̄ is the vertex in {b1, b2, . . . , bB} to
which fL is adjacent. Note that L̄ > 0 and L > 0. Let T be the largest integer
less than L such that fT is adjacent to some vertex in {b0, b1, . . . , bL̄−1}. Such a
T must exist since f = f0 is adjacent to b = b0, and as noted above, L, L̄ > 0.
Let T̄ be such that bT̄ is the vertex to which fT is adjacent in {b0, b1, . . . , bL̄−1}.
By construction, the subgraph of G with vertices fT , fT+1, . . . , fL, bL̄, bL̄−1, . . . , bT̄

and edges (fT , fT+1), . . . , (fL−1, fL), (fL, bL̄), (bL̄−1, bL̄−2), . . . , (bT̄−1, bT̄ ), (bT̄ , fT ) is
a cycle. Let this cycle be denoted C. Note that C contains at least four vertices and
so is a cycle of length at least four. Since G is chordal, there must exist an edge in
G that is also a chord of C. Since fT and fL can each be incident upon only one
edge from B to F, we have that any chord of C that is also an edge from B to F must
be incident upon fM , where T < M < L. Suppose there is such a vertex fM . Since
L is the smallest positive integer in {1, 2, . . . , F} such that fL is adjacent to some
vertex in {b1, b2, . . . , bB}, it follows that fM must be adjacent to b0 since M < L.
But this is a contradiction since M > T and T is the largest integer less than L such
that fT is adjacent to some vertex in {b0, b1, . . . , bL̄−1}. Hence, any chord of C can
only contain vertices which are either both in B or both in F. Since C contains at
least four vertices, two of which are in B and two of which are in F, and C contains
no chord from B to F, it follows that there is a chordless cycle in G of at least four
vertices. This contradicts the fact that G is chordal. Hence, it cannot be the case
that V − {u1, u2, . . . , um} �= ∅. So, B contains all the vertices in V , which implies G
has a bilateration ordering. Recall that vertices u and v of B, which are the first two
vertices of the bilateration ordering on all the vertices of B, may be any two vertices
of G. As shown above, B must contain all the vertices of G. Hence, it must be the
case that for all edges (u, v) in G, there exists a bilateration ordering of G that begins
with vertices u and v.

Proof of Lemma 4. If w is a proxy anchor, then the lemma holds trivially, so
suppose w is not a proxy anchor. It is also easy to show that the lemma holds
when u and v are both proxy anchors, so suppose at least one of u or v is not a
proxy anchor. Let the ordering of the first sweep be x1, . . . , xn, which we denote
by [x]. Let w = xk. Without loss of generality, suppose u precedes v in [x], i.e.,
u = xi and v = xj for some i, j where i < j. It is easy to see that if w precedes
v in the ordering [x], then it cannot be the case that v is in the domain of any
subassignment in S(w, 1). Therefore, it must be the case that k ≥ j. We will prove
the lemma by induction on k − j. First, consider the case where k = j. In this case,
w = v. From (13), it is clear that u ∈ D(β) for all β ∈ S(v, 1), and ‖β(u) − β(v)‖ =
duv. Now suppose k − j = 1. Let M(w) = N (w) ∩ {x1, . . . , xk−1}. If xk = w
is not adjacent to xj = v, then it is easy to see that v cannot be in the domain
of any subassignment in S(w, 1). Hence, suppose w is adjacent to v, which implies
v ∈ M(w). Let the elements of M(w) be denoted u1, . . . , um, and without loss
of generality, let v = u1. Let β be any subassignment of S(w, 1). From (15), we
have that β ∈ M(α1, . . . , αm, w, u1, . . . , um) for some collection of pairwise consistent
subassignments α1, . . . , αm where αi ∈ S(ui, 1), i ∈ {1, . . . , m}. This implies D(α1) ⊂
D(β). As we have just shown, u ∈ D(δ) and ‖δ(u) − δ(v)‖ = duv for all δ ∈ S(v, 1).
Hence, u, v ∈ D(α1) and ‖α1(u)−α1(v)‖ = duv. From (13), we have that the domain
of each subassignment in M(α1, . . . , αm, w, u1, . . . , um) contains D(α1) and must be
identical to α1 when restricted to the domain of α1. Therefore, u, v ∈ D(β) and
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β(u) = α1(u), β(v) = α1(v). Clearly, this implies ‖β(u)− β(v)‖ = duv. Hence, for all
γ ∈ S(w, 1) we have that u, v ∈ D(γ) and ‖γ(u) − γ(v)‖ = duv.

Suppose the lemma holds for all w = xk where k − j ≤ L for some L. Now
consider w, where w = xk, where k − j = L + 1. Again, let u1, . . . , um denote
the elements of M(w). Let β be any subassignment of S(w, 1) where u, v ∈ D(β).
From (15), we have that β ∈ M(α1, . . . , αm, w, u1, . . . , um) for some collection of
pairwise consistent subassignments α1, . . . , αm where αi ∈ S(ui, 1), i ∈ {1, . . . , m}.
By definition, the domain of β is equal to the union of {w} and the union of the
domains of αz , z ∈ {1, . . . , m}. Hence, it must be the case that v ∈ D(αz) for some
z ∈ {1, . . . , m}. As noted previously, u is in the domain of all subassignments in
S(v, 1). It is straightforward to show then that u, v ∈ D(αz). By definition of M
in (13), we have that β must equal αz when restricted to the domain of αz. This
implies β(u) = αz(u) and β(v) = αz(v). By the inductive hypothesis, we have that
‖αz(u) − αz(v)‖ = duv, which implies ‖β(u) − β(v)‖ = duv. The lemma follows by
induction.

Proof of Lemma 5. It is easy to show that the lemma holds when u and v are
both proxy anchors, so suppose at least of of u or v is not a proxy anchor. Let
y1, . . . , yn denote the ordering chosen for the second sweep, and for any vertex yi,
let M(yi) = N (yi) ∩ {y1, . . . , yi−1}. Suppose w = yi. We will prove the lemma
by induction on i ∈ {1, . . . , n}. The lemma is trivially true if w is a proxy anchor,
i.e., w = yi, i ∈ {1, 2, 3}. Now suppose the lemma holds for all w = yj , where
j < i for some i ∈ {4, . . . , n}. Consider w = yi. If M(w) = ∅, then S(w, 2) =
S(w, 1), in which case Lemma 5 follows from Lemma 4. So suppose M(w) �= ∅. Let
u1, . . . , um denote the elements of M(w). Let β be any subassignment of S(w, 2)
such that u, v ∈ D(β). From (17), we have that β = um+1(α0, α1, . . . , αm) for some
collection of pairwise consistent subassignments α0 ∈ S(w, 1) and αj ∈ S(uj , 2),
j ∈ {1, . . . , m}. Without loss of generality, suppose that u preceded v in the ordering
chosen for the first sweep. By definition of um+1, the domain of β is the union of the
domains of αj , j ∈ {0, 1, . . . , m}. Hence, since u, v ∈ D(β), it follows that v ∈ D(αz)
for some z ∈ {0, 1, . . . , m}. It is straightforward to show from (17) that u must
also be in D(αz), so u, v ∈ D(αz). From Lemma 4 and the inductive hypothesis,
it follows that ‖αz(u) − αz(v)‖ = duv. Since αj , j ∈ {0, 1, . . . , m}, are pairwise
consistent, it follows from the definition of um+1 that β(u) = αz(u) and β(v) = αz(v),
so ‖β(u) − β(v)‖ = duv.

Proof of Lemma 6. We first show that the lemma holds for the first sweep, i.e., for
each v ∈ V , there is a β ∈ S(v, 1) which is the restriction of ᾱ to D(β), and v ∈ D(β).
Let v1, . . . , vn be the ordering used to compute S(v, 1), v ∈ V . Let v be any vertex of
G. If v is a proxy anchor, i.e., v = vi for some i ∈ {1, 2, 3}, then from (14), we have
that S(v, 1) = {α}, where D(α) = {v} and α(v) = π(v). Hence, the lemma holds
for vi, i ∈ {1, 2, 3}. Now suppose v = vi, i > 3. From (13) and (15), we have that
vi ∈ D(β) for all β ∈ S(v, 1), so it just remains to show that there is a β ∈ S(v, 1)
which is the restriction of ᾱ to D(β). We show this by induction on vi, i ∈ {1, 2, . . . , n}.
We have already shown the lemma to be true for S(vi, 1), i ∈ {1, 2, 3}. Now suppose
the lemma holds for all S(vj , 1), where j < i for some i ∈ {4, . . . , n}. For each vj ,
j < i, let β̄vj denote the subassignment in S(vj , 1) which is the restriction of ᾱ to
D(β̄vj ). Now consider vi. Let the elements of N (vi) ∩ {v1, . . . , vi−1} be denoted
u1, . . . , um. Clearly, β̄uj , j ∈ {1, . . . , m}, are pairwise consistent, i.e., β̄uj ∼ β̄u′

j

for all j, j′ ∈ {1, . . . , m}. Consider M(β̄u1 , . . . , β̄um , vi, u1, . . . , um). Clearly, π(vi) ∈⋂
j∈{1,...,m} C(β̄uj (uj), dviuj ). From (13), it follows that there is β ∈ S(vi, 1) such
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that β = β̄uj when restricted to the domain of β̄uj for each j ∈ {1, . . . , m}, and
β(vi) = π(vi). Since each β̄uj is a restriction of ᾱ, it follows that β must then be a
restriction of ᾱ as well. By induction then, we have that the lemma is true for all
S(v, 1), v ∈ V .

We have just shown that the lemma holds for the first sweep. Now we will show
the lemma holds for all sweeps by induction, so suppose the lemma holds for the kth
sweep, where k ≥ 1. Let u1, . . . , un be the ordering chosen for the (k + 1)th sweep.
Clearly, S(ui, k + 1) = S(ui, k) for i ∈ {1, 2, 3}, and since the lemma holds for the
kth sweep, we have that the lemma holds for S(ui, k + 1), i ∈ {1, 2, 3}. Suppose the
lemma holds for all S(uj , k + 1), where j < i for some i ∈ {4, . . . , n}. For each uj ,
j < i, let β̄uj denote the subassignment in S(uj , k + 1) which is a restriction of ᾱ
with uj in its domain. Consider ui. Clearly, if N (ui) ∩ {u1, . . . , ui−1} is the empty
set, then S(ui, k + 1) = S(ui, k), in which case the lemma holds for S(ui, k + 1) since
the lemma is true for the kth sweep. So suppose N (ui) ∩ {u1, . . . , ui−1} �= ∅, and let
w1, . . . , wm denote its elements. By the inductive hypothesis, we have subassignments
β̄ui ∈ S(ui, k) and β̄wj ∈ S(wj , k + 1), j ∈ {1, . . . , m}, where each subassignment is a
restriction of ᾱ and ui ∈ D(β̄ui), wj ∈ D(β̄wj ), j ∈ {1, . . . , m}. From (17), it is easy
to see that um+1(β̄ui , β̄w1 , . . . , β̄wm) is in S(ui, k + 1) and is also a restriction of ᾱ
with ui in its domain. By induction, the lemma holds for the (k + 1)th sweep.

Proof of Lemma 7. Let H′
i denote the graph induced in G by the vertices of Hi

and the vertices of A. Suppose H′
i is not globally rigid. Consider the subnetwork of N

containing just the sensors corresponding to vertices in H′
i, and denote the subnetwork

by Ni. Clearly, the point formation modeling Ni is (H′
i, p

′), where p′ contains the
positions of those sensors of Ni. Since the multipoint of N is generic, it follows that
the multipoint of Ni, i.e., p′, must also be generic. Hence, that H′

i is not globally
rigid implies Ni cannot be localizable. In other words, there exists multipoint q′ such
that the point formations (H′

i, q
′) and (H′

i, p
′) have the same edge lengths but are not

congruent. Furthermore, it is easy to see that by applying a Euclidean transformation
to the points of (H′

i, q
′), we can obtain a point formation (H′

i, q
′′), which is congruent

to (H′
i, q

′), and such that the points in q′′ corresponding to the vertices in A are
identical to the points in p′ corresponding to the vertices in A. Hence, (H′

i, q
′′) has

the same edge lengths as (H′
i, p

′), and the points corresponding to vertices in A are
the same in both (H′

i, q
′′) and (H′

i, p
′), but (H′

i, q
′′) and (H′

i, p
′) are not congruent. Let

(G, p) be the point formation modeling N. Since N is localizable, it follows that (G, p)
is globally rigid. Consider the point formation (G, p′′) defined as follows. The point in
(G, p′′) corresponding to a vertex j not in Hi is the same as the point corresponding
to vertex j in (G, p), and the point in (G, p′′) corresponding to a vertex j in Hi is the
same as the point corresponding to vertex j in (H′

i, q
′′). It is easy to see that (G, p′′)

has the same edge lengths as (G, p) but (G, p′′) and (G, p) are not congruent. This
contradicts the fact that (G, p) is globally rigid, and therefore H′

i must be globally
rigid.

Proof of Lemma 8. In the following, we will show that the lemma holds for the
case where c = 1; i.e., the graph induced in G by vertices not in A is connected. The
case for c > 1 follows easily. Let H denote the graph induced in G by vertices not in
A. Let the ordering for the second sweep be [x] = x1, . . . , xn, and suppose [x] is a
complete ordering of H with respect to v of H and A. This implies v = xn, and [x] is
also a complete ordering of G with respect to A and xn.

Let xi be any vertex such that there is a path from xi to xn in G which is a
subsequence of [x] beginning with a vertex which is not a proxy anchor. In other
words, there exists i < i1 < i2 < · · · < ip < n such that i1 > 3 and (xi, xi1), (xi1 , xi2 ),
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. . . , (xip , xn) ∈ E . We will show by induction that xi ∈ D(β) for all β ∈ S(xn, 2). For
notational convenience, let ip+1 = n. For any xj , let M(xj) = N (xj)∩{x1, . . . , xj−1}.
Clearly, xi ∈ M(xi1 ). From (17), it follows that xi ∈ D(β) for all β ∈ S(xi1 , 2). Now
suppose xi ∈ D(β) for all β ∈ S(xij , 2), where j ≤ I for some I < p + 1, and consider
S(xij+1 , 2). Since xij ∈ M(xij+1 ), it follows from (17) that for all β ∈ S(xij+1 , 2), it
must be the case that D(β′) ⊆ D(β), where β′ is some subassignment of S(xij , 2). But
since xi ∈ D(β′) for all β′ ∈ S(xij , 2), it follows that xi ∈ D(β) for all β ∈ S(xij+1 , 2).
By induction then, we have that xi ∈ D(β) for all β ∈ S(xn, 2).

Let N0(xn), . . . ,Nh(xn) be the vertex partition of H used to construct the com-
plete ordering [x]. Consider any xi, i > 3, and suppose xi ∈ Nj(xn). Now we show
that there is a path from xi to xn in G which is a subsequence of [x]; i.e., there exists
i < i1 < i2 < · · · < ip < n such that (xi, xi1), (xi1 , xi2 ), . . . , (xip , xn) ∈ E . Since
xi ∈ Nj(xn), it must be true that xi is adjacent to some vertex in Nj′(xn), where
j′ < j. But since all the vertices in sets Nj′ , j′ < j, are assigned larger indices than
vertices in Nj , it follows that xi must be adjacent to some vertex xi1 where i < i1. If
xi1 ∈ N0, then it must be the case that xn = xi1 . Otherwise, xi1 ∈ Nb where b > 0,
and so xi1 must be adjacent to some vertex xi2 in Na where a < b. By construction
of a complete ordering, we have that i1 < i2 since xi2 ∈ Na and a < b. Hence, there
must exist a sequence of vertices xi1 , . . . , xip = xn such that xi is adjacent to xi1 ,
each xij is adjacent to xij+1 , and i < i1 < i2 < · · · < ip = n.

From the above, we can conclude that each xi, i > 3, must be in D(β) for all
β ∈ S(xn, 2). Now consider the proxy anchors, i.e., xi, i ∈ {1, 2, 3}. Suppose some xi,
i ∈ {1, 2, 3}, is not adjacent to any xj , j > 3. This implies xi has degree two in G, and
therefore G cannot be globally rigid in R2, and N is not localizable. This is clearly
a contradiction. Hence, each xi, i ∈ {1, 2, 3}, must be adjacent to some xj , j > 3,
which implies there exist indices i1, . . . , ip, where i < i1 < i2 < · · · < ip < n, i1 > 3,
and (xi, xi1), (xi1 , xi2 ), . . . , (xip , xn) ∈ E . Hence, each xi, i ∈ {1, 2, 3}, must also be
in D(β) for all β ∈ S(xn, 2), and it follows that D(β) = V for all β ∈ S(xn, 2).

Proof of Lemma 9. First, suppose c = 1 so the graph H induced in G by vertices
which do not correspond to the proxy anchors is connected. Suppose the ordering
used to compute the second sweep is a complete ordering of G with respect to A and
vertex u of H. From Lemma 6, we have that S(u, 2) is not empty. From Lemma 8,
we have that for each α ∈ S(u, 2), the domain of α is equal to V . From Lemma 5 we
have that ‖α(u) − α(v)‖ = duv for all (u, v) ∈ E . Clearly, α(a) = π(a) for all proxy
anchors a. Hence, α is a consistent assignment of N, where α(a) = ᾱ(a) for all proxy
anchors a. But as noted previously, there can be at most one such assignment, which
implies that α must equal ᾱ. Now we consider the case for c > 1. It follows from
Lemma 7 that each subnetwork Ni containing sensors corresponding to vertices in A
and Hi is itself localizable. The argument for the case c = 1 can be applied to each
Ni to show that each subassignment in S(ui, 2) must be the restriction of ᾱ to the
vertices corresponding to the proxy anchors and the sensors in Ni.

Proof of Theorem 2. We prove the lemma for the case where c = 1; i.e., the graph
G(V −W) is connected. The lemma for the case where c > 1 is a direct consequence.

Since v1, . . . , vn is the ordering chosen for the first sweep, without loss of generality
we can suppose v1, v2, v3 are the proxy anchors and let W = {v1, v2, v3}. Since G is
partially acyclic and c = 1, it follows that G(V −W) is acyclic and connected. Hence,
for each v ∈ V − W, we can define l(v), where l(v) is the length of the path from
v to vn in G(V −W). Clearly l(vn) = 0. Let L = maxv∈V−W l(v). For each vi, let
M(vi) = N (vi) ∩ {v1, . . . , vi−1}. Let [v] denote the ordering v1, . . . , vn. Let p be any
point in S(vn, 1). In the following we will assign point p(v) to each sensor v ∈ V−W so
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that all known intersensor distances are satisfied and the point assigned to v is p, i.e.,
p(vn) = p. We do this inductively on l(v) beginning with v where l(v) = 0. Obviously
vn is the only vertex such that l(vn) = 0, and we let p(vn) = p. Now we consider
v where l(v) = 1. As noted previously, M(vn) − W = N1(vn), and by definition
N1(vn) is the set of vertices v where l(v) = 1. Let u1, . . . , um denote the vertices in
M(vn) − W . From (2), there are points pi ∈ S(ui, 1) such that ‖p − pi‖ = dvnui .
For each ui, i ∈ {1, . . . , m}, let p(ui) = pi. Now suppose p(v) has been defined for
all vertices v where l(v) ≤ k for some k < L. Now we define p(v) for each vertex
v ∈ V − W where l(v) = k + 1. Since [v] is a complete ordering and G(V − W) is
acyclic, we have that if vertex v is such that l(v) = k+1, then there must exist exactly
one vertex v′ ∈ V −W such that (v, v′) ∈ E , and l(v′) ≤ k. Since l(v′) = k, it follows
that p(v′) has already been defined. Furthermore, from (2), we have that there must
exist point pv ∈ S(v, 1) such that ‖p(v′) − pv‖ = dvv′ . Let p(v) = pv.

Let u, v be any two vertices in V −W which are adjacent in G. Since G(V −W)
is acyclic, it follows that either l(u) = l(v) + 1 or l(v) = l(u) + 1, which implies
‖p(u)−p(v)‖ = duv. Now let w be any vertex of W , and let u be any vertex of V−W .
Since all the sensors in W are proxy anchors, each w ∈ W is assigned some position
π(w) by the first sweep of the Restricted Sweeps algorithm. Again from (2), we have
that for all pu ∈ S(u, 1), it must be the case that ‖p(u) − π(w)‖ = duw. Hence, if we
define p(w) = π(w) for all w ∈ W , and assigned position p(v) to each sensor v ∈ V ,
then all known intersensor distances must be satisfied. We have just shown that for
each p ∈ S(vn, 1), there correspond points p(v), v ∈ V , such that p(vn) = p and
p(w) = π(w) for all w ∈ W , and all known intersensor distances are satisfied. Since
N is localizable, we have that for all assignments of points q(v) to sensors v ∈ V −W
such that all known intersensor distances are satisfied, assuming each sensor w ∈ W
is positioned at π(w), it must be the case that q(v) = p(v) for all v ∈ V −W. This
implies S(vn, 1) can contain only one element. Let π(vn) denote the point in S(vn, 1).
Clearly, π(vn) is the position of sensor vn relative to the positions assigned to the
proxy anchors. Let p(v), v ∈ V , be as defined above. Now we show that S(v, 2),
v ∈ V , must all be singletons. This is trivially true for v ∈ W ∪ {vn}, so consider
v /∈ W ∪ {vn}. Since G(V −W) is acyclic, it follows that v is adjacent to exactly one
v′ in G(V −W) such that l(v′) < l(v). By definition, ‖p(v) − p(v′)‖ = dvv′ , and the
only criterion used for choosing p(v) from S(v, 1) was that ‖p(v)−p(v′)‖ = dvv′ . This
implies that if there is q ∈ S(v, 1) where q �= p(v) and ‖q − p(v′)‖ = dvv′ , then there
exists an assignment of points q(x), x ∈ V , such that q(v) = q, q(w) = π(w) for all
w ∈ W , and all known intersensor distances are satisfied. But this clearly contradicts
the assumption that N is localizable. Hence, there can exist only one point p ∈ S(v, 1),
namely p(v), such that ‖p − p(v′)‖ = dvv′ . From (3) and the ordering specified for
the second sweep, it follows that S(v, 2) must be a singleton consisting of only p(v).
Hence, S(v, 2) must be a singleton for all v ∈ V .

Proof of Lemma 13. Without loss of generality, we assume that v1, v2, and v3 are
anchors. Note that the coordinates computed accordingly for the remaining sensors
can be transformed into their real locations by Euclidean transformations since there
are three anchors in the network. Now consider the first sweep with the ordering
v1, v2, . . . , vn in Ḡ2. Since v4 is adjacent to both v2 and v3, we have that S(v4, 1)
contains two elements. Since v5 is adjacent to both v4 and v3, we have that S(v5, 1)
contains four elements. Similarly, S(vi, 1), 4 ≤ i ≤ n contains finite elements by
using the edges (vi, vi−1) and (vi, vi−2) in Ḡ2. Then consider the second sweep with
the ordering v1, v2, v3, vn, vn−1, . . . , v4. From Lemma 2.1 in [14] we know that Ḡ2

is generically globally rigid, which implies that generically there is one element in
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S(vn, 1) which satisfies simultaneously ||pvn − pv1 || = dvnv1 and ||pvn − pv2 || = dvnv2 .
Hence, S(vn, 2) contains exactly one element. Using the same reasoning, we know
that S(vn−1, 2) contains one element by using the edges (vn−1, vn) and (vn−1, v1) in
Ḡ2. Similarly, we know that S(vi, 2), 4 ≤ i ≤ n − 2 by using the edges (vi, vn+1) and
(vi, vi+2) in Ḡ2.
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