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In this paper we introduce a new strategy for improving a discrete HMM -based handwriting
recognition system, by integrating several information sources from specialized feature sets.
For a given system, the basic idea is to keep the most discriminative features, and to replace
the others with new ones obtained from new feature spaces. After evaluating the individual
discriminative power of each single feature, the set is divided into two subsets: one containing
the discriminative features, and the second the others. Considering feature classes in the non-
discriminative feature subset allows the specialization of new feature sets on specific
problems. The application of this grategy to an existing system showed an improvement of
16% in the recognition rate when alexicon of 1000city names was used.

1 Introduction

The domain of handwriting recognition bedongs to the fidd o 2D pattern
reaognition, challenged by high intra- and inter-classes variability. Thus, during the
development of a handwriting recognition system, the extraction of features from
images is very important [1], as is the integration of this information into the
system.

Researchers have been working in the field of handwriting recognition for a
few decades aready, so we @n find in the literature many techniques for feature
extraction, espedally designed for the recgnition of characters [1] or for more
general 2D patterns [2]. After this gep o extraction, the recognition system must
carry out its task based solely upon the features. Thus we can consider that the
feature spaceis the perception that the recognition system has of a shape.

The information embedded in the features must be integrated into the
recognition system. To incorporate multiple sources of information, several options
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are posshle. First, from each feature spacea classfier can be built, then we will try
to combine their scores in an optimal way [3, 4]. Another strategy is to combine the
feature sets by constructing their Cartesian product, and build a new feature set [5-
7]. The drawback of this approach lies in the exponential increase in the number of
parameters.

This paper introduces a new strategy for improving the performance of a
recognition system by integrating several information sources. In the next sedion
we present the formali sm of thisnew strategy. The description of its implementation
on an exiging system [5], and the results oktained, are discussd in Sedion 3.
Finally some @nclusions and plans for future work are presented.

2 A new dtrategy for improving a feature set

The basic ideaof this new strategy comes from some observations obtained from
the evaluation of the SRTP handwriting recognition system [6]. We @ncluded that
word length has a strong influence on reagnition performance and thusit is easier
to reagnize long words than short ones. In the case of long words the system has
more features and contextua information to perform the reaognition. Moreover, the
presence of the most discriminative features is more probable in long sequences of
observation. This leads us to conclude that the individual discriminative power of
each single feature isimportant and should be improved in order to better reagnize
short words as well aslongwords.

In summary, the basic ideaof the new strategy is to improve a given feature set
by keeping features showing good dscriminative power, and replacing the poor
ones with new features.

2.1 Evaluating the discriminative power of features

The firg gep is to evaluate the discriminative power of each single feature. The
conditiona perplexity introduced in [7] was chosen for this purpose. This indicator
is based on the statisticd notions of entropy and perplexity from information theory.
They were introduced to the field of speed recognition by Bahl [8] to evaluate the
difficulty of a spedfic recgnition task. In this case, the entropy H is given by:

H = -3 p(w)dog p(w) (2)
where p(w) isthe a priori probability of word w, and the sum is calculated over all

the words from the vocabulary of the gplication.
In [7] the authors define the conditional entropy of afeaturef; by:

H(f1)=‘§p(ci|fj)ﬂbgp(ci ;) @)
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where ¢ are the dasses considered in the modeling and N, the number of those
classes. H(f)) quantifies the capability of feature f; to dscriminate between the
classs ¢;. Thisfunction reaches a maximum value crrespondingto log N when:

ple. 1 ;)= Nl

Cc

Oc; (3)

In this particular case, no information is embedded in feature f; to dscriminate
between the N classs, and it can be onsidered as usdess The minimum value,
which is0, isobtained when there exists one dassc; such that:

plc 1f,)=1 and plec|f;)=0 DOkz#i 4)
The mnditional perplexity PP(f;) of a feature f; is obtained from therelation:
PR(f;)=2") 5)

This function varies between 1 and N¢; thus it can be diredly compared to the
number of classes ¢; involved. Thisis the advantage of using the perplexity instead
of the entropy.

The mnditional perplexity quantifies the apability of each single feature to
discriminate between all classes, without the help o recognition results. To quantify
the discriminative power of a feature set, the global entropy H must be alculated:

N
H= jglp(fj)EH () (6)

where N; isthe number of features and p(f; ) the a priori probability of the feature f;.
The global perplexity PP of afeature set isrelated to the global entropy H asin (5).

For a given feature set E;, we ae now able to rank it according to conditional
perplexity values. The greater the value, the less discriminative the feature. The
notation of the ordering set is (E;, >). By determining a perplexity threshold 1, the
feature set may be divided into 2 subsets: D;, composed o the discriminative
features, and b; , the non-discriminative ones.

2.2 The descent of a perceptual level

The semnd step of our novel strategy is to replace the features judged non-
discriminative by some others. For this a new feature space will be used to oltain a
new characterizaion of the information present in the handwriting segment
previously labeled with the non-discriminative features. This phase is called the
descent of a perceptual level. As mentioned in the introduction, the features can be
considered as the perception of the shape by the reamgnition system; then the shift of
feature space ca be mnsidered as a change of perceptual level.

We considered two ways of carrying out this step, depending on features
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contained in bi. We must introduce here the notion of class of features: it is a
subset of features sharing some of the same basic properties. Considering the first
feature set used in [5], which is based on ascenders, descenders and loagps, a dass of
features can be defined as the subset of all features related to ascenders. It may also
be dharacterized from an associated objedive value, like the conditional perplexity
[7]. In this case, a class of features is defined by a range of values from the
perplexity domain.

If thereis only one dassof featuresin subset b; (or none), then the descent of
a perceptual level will be arried out with only one new feature set. If several
feature dasses are considered, then one new feature set will be used for each class
asin Figure 1. Each feature set E; at the second level will be spedalized considering
spedfic properties of feature dass Cgi.

E |
Learning and —
ranking D,
D, T———
(80)= () [ | NN PR |
C C C
Edl £:2 ES Descent of a
/ ﬂ perceptual level
L ]
EL 1 el ]
—
—
Feature gathering l
v
S,=D,0 E,0E,0E,|
Learning and
ranking _
D, T D,
(S25) | [N

Figure 1: Synopsis of the new strategy for the improvement of feature sets

During the remgnition phase, the system will extract from al graphemes a
feature from the set of the first perceptual level, Ei. For each grapheme, if the
extracted feature belongs to the non-discriminative subset D., then another
extraction processis performed according to the spedfic feature dass

The next step of the processis to gather the discriminative features of the upper
level D; with the new ones, and build the new feature set S.1. Then, a new training
of the system is caried out. The global discriminative power of the improved
feature set may be evaluated and compared with the value obtained at the previous
level. The mnditiona perplexity of each single feature can adso be @culated, and
the feature set ranked. The entire process can then bere-iterated if necessary.
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In this process ®me parameters must be fixed. First, the perplexity threshold
value T mugt be chosen in order to ke only the best features in D;, and the number
of perceptual levelsto be mnsidered must be determined in advance

3 Applying the new strategy to an existing recognition system

To evaluate the pertinence of the srategy presented in the previous sdion, we tried
to improve the performance of the handwriting recognition system described in [5].
This is a discrete HMM-based off-line handwriting reagnition system, using an
andytic approach with explicit segmentation. After some pre-processng and
segmentation steps, each grapheme is represented by two symbals, each from a
different set of features. The first set E; (27 symbds) is based on global features:
ascenders, descenders and logps (see Table 2), and is more dedicated to cursive
handwriting. The second feature set E; (14 symbols) is based on an analysis of the
horizontal and vertical contour trangtion histograms, and better characterizes
handprinting. Three databases were used in this experiment: 12023 city names for
leaning, 3475 for validation, and 4674 for testing. The performance of this system,
using only Ej, only E; or the combination E;XE,, are shown in Table 1.

Table 1: Evaluation of the standard system [5]

Featureset  Number of Global Lexicon size
used features  perplexity 10 100 1000
E; 27 38.29 96.64% 882% 7158%
E, 14 35.23 9750% 9116% 7801%
E.xE, 378 20.72 986%% 9542% 86.82%

We chose to apply the process described in Sedion 2 to improve feature set E,
for two reasons. Firdt, its global discriminative power is worse than that of the
second feature set. Secondly, we noticed after training that more than 50% of the
graphemes are characterized by the same feature “-”, corresponding to the absence
of ascenders, descenders and logps.

3.1 Evaluating the discriminative power of the features

The first step is to evaluate the individual discriminative power of each feature in
E;. Practically, the evaluation of the entropies and perplexities neels the estimation
of probabiliti es p(c; | f;) and p(f; ). In Markovian modeling, the number of classes ¢;
depends on the model architedure. In our system, where observations are emitted
along transitions, each feature related to a grapheme can be generated by either a
letter, or the first, second or third pert of a letter. Consequently there ae 4 distinct
classs for each character model. The use of tied state oncept (from HMM theory)
to share the transition asociated with the third part all ows us to reduce the number
of these dasses (3x68 models + 5 = 209 clases). Since the exact labeling o each
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training sample is available, the backtracking procedure of the Viterbi algorithm is
used to recver the best path in the word model, and to label each feature/grapheme
couple with its class ¢ in an automatic way, as explained in [7]. The probabili ties
are then computed from the frequencies of occurrence The @nditiona perplexity
values of E; are partially shown in Table 2. Here features are represented by an
arbitrary code letter, and defined by the matrix of basic properties below. For
deteded loops, the sze is evaluated only for those located in the median zone.
Moreover, the relative position of these loops, with resped to ascenders or
descenders, istaken into account. They are sorted in order of increasing perplexity.

Table 2: Conditional perplexity values of featuresfrom E; (s small, L: large, x: presence, r: right, I: |eft)

Feature | g G .. s D d b T y f B t H h
Ascender S .. L L 5 s L L s L S
Descender s L .. s L L L

Upper loop X

Median loop L L .. Lr sl sl sr sr

Lower loop X X

Occurrence (%) 0.01 001 01 ... 09 08 13 11 05 03 04 13 04 118 58 519
Perplexity 19 35 4.7 ...185 202 209 23 236 285 303 327 41 443 496 611

The big difference in perplexity between the most discriminative features and
the lessr ones confirms that some features are really discriminative and must be
preserved. We notice dso that the seven less discriminative features (conditi onal
perplexity > 24) are the only ones with no logps. In fact, they belong to the same
feature dass defined by the basic property: features without loops.

3.2 The mncavity feature space

As explained above, more than 50% of the graphemes are characterized by the
feature “-" from E;. These graphemes must come from characters $owing no
ascender, no descender and no loop: ¢, i, m n, r, s, U, v, w, X. A visual anaysis of
the data showed that parts of other characters, if the logps are broken, are also
labeled with this feature. Due to the fact that for handprinted characters, upper and
lower zones are usually non-existent, most of them are also labeled with “-". The
anaysis of concavities amsto he appropriateto our problem, so we coseit asthe
new feature spacefor the second perceptual level.

We used the white pixel labeling technique to cdculate the mncavities [9]. By
analyzing gaphemes in their bounding baxes, only 39 dfferent configurations are
found. An extensve analysis is performed when close concavities are encountered:
an exit is eached by following two conseautive diredions; 4 configurations are
added. The black pixd ratio is also taken into acoount. Finadly, the size of the
concavity vedorsis44, and al components arereal valuesintherangeOto 1

Asour system is based on a discrete representation of the information, a veaor
quantization algorithm must be used. We dose the LBG algorithm [10] for speed
and smplicity of its use.
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3.3 Descent of a perceptual level based on one dassof features

In order to test the strategy described in Sedion 2, the feature set must be divided
into two subsets, D, and D. . An analysis of the feature cnditiona perplexity values
led us to choose 24 for the threshold 7, because there is a significant gap in the
perplexities at this point, so this is a natura place to cut. In addition, with this
threshold value, all the features contained in D, belong to the same dassof feature:
features without logps. We must noticealso that the global frequency of occurrence
of these featuresisreally important (70%).

The mncavity vedor was extracted for al graphemes characterized at the first
level by one feature in the non-discriminative subset D, (141907 graphemes). Then
the vedor quantization algorithm was applied twice to oltain 64 and 128 centroids
and build two new feature sets. Two experiments were performed; each feature set
was used to replace the features in the non-discriminative subset D.. Gathering
features from the new set and from D, alows the training and testing of the new
system. The performances obtained are shown in Table 3.

Table 3: Performance obtained considering only one dass of features

Number of Global Lexicon size
Feawrestused e perplexity 10 100 1000
E; 27 38.29 96.64% 882%  7158%
S'=D; +64 84 21.12 9848% 94.61% 85.28%
S2=D; +128 148 18.08 9872% 9593% 86.05%
EixE, 378 20.72 986% 9542% 86.82%

These results show that our new technique confers improvement to the
discriminative power of the feature set, and significantly increases the reagnition
rate (14.4% improvement for lexicon 100Q without adding too many features (i.e.
without adding too many system parameters). We mnclude that the new strategy
proposed to improve the performance of areaognition system is attractive.

3.4 Descent of a perceptua level based on several classes of features

In order to test the second strategy for perceptual level descent, an analysis of the
features in the non-discriminative subsets D, was performed. We identified the
following classes of features:

« “.": feature showing no ascender, no descender, and no loop,

e “hH": features showing small or large ascender only,

o “tf": features showing large descender and small or large ascender,

« “By”": features $rowing small or large descender only.

For each class, severa sets of features were built by increasing the number of
centroids during vedor quantization. Each new feature set was used to replace its
respedive dass of features. Then one system training per new feature set was
carried out. After each training, the global discriminative power of the new feature
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set was evaluated, as presented in Table 4. Only this indicator was used to estimate
the improvement of the recognition system, because the omputation time is redly
shorter than that needed for recognition rate evaluation, and we assume that there is
areation between these two functions[8].

Table4: Discriminative power of the improved feature sets

Feature ~ Number of Frequency Number of added features
class samples 4 8 16 32 64
77 898 51.9% 3407 3028 2742 2441 2230
“hH” 25 660 176 % 3724 3683 3662 3581
“tf” 1644 0.8% 3814 3807 38.05 3799
“By" 2144 1.6 % 3812 3806 3799 37.86

An analysis of Table 4 shows that in all cases the global perplexity value
deaeases with the injedion of a new feature set, and particularly in the ase of
feature “-". Thisis due to its high frequency of occurrence and aso the important
intra-class shape variations of related graphemes, as we previoudy observed. For
these reasons we dedded to give spedal care to this feature during the final system
performance evaluation. The influence of the number of features replacing “-" was
studied. For these experiments, each class of feature in D, was replaced by the
number of features marked in bad in Table 4 (i.e. 64 new features), but class“-"
was replaced by 8 to 128 features. From each case the system was trained and
tested; theresults are presented in Table 5.

Table5: Performance obtained cons dering several feature classes

Number of  Global Lexicon size

Feature set used features  perplexity 10 100 1000
E, 27 38.29 96.64% 88.2% 71.58%
S°=D;+64+8 92 2457 98.40% 93.67% 83.20%
S*=D,+64+16 100 2226 9863%  9476%  8517%
S5=D,+64+32 116 19.82 9874%  9576%  8567%
SP=D,+64+64 148 1808 9878%  9561%  86.56%
S’ =D, +64+128 212 16.11 9865%  9538%  87.51%
EixE, 378 20.72 98.6%% 95.42% 86.82%

The increase in features by replacing “-” brings improvement in recognition
performance and in feature set discriminative power. For lexicon size 1000, the
recognition rate is increased by 16%. This performance is better than the standard
system using the cmbination of the two feature sets E;XE,. Moreover, thisis done
with 4846 fewer features, and hence with fewer system parameters. The
performance at lexicon size 1000 is pointed out because the vocabulary associated
with the target application, i.e. mail sorting, usualy exceed this number. If we
compare the results in Table 5 with those in Table 3, we @n conclude that the
descent of a perceptual level with several feature dasss is better. In the second
case, each feature set used to substitute a feature dassis spedalized for the solution
of a sub-problem identified by this feature dassand the associated basic properties.
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3.5 Combining d the improved feature sets with E,

In order to evaluate the global improvement of our system, we combined the best
improved feature set obtained from each strategy of perceptual level descent (i.e. S,
and S,*) with the handprinted feature set E,, based on the technique used previously
in [5]. Two new systems were built and tested.

Table 6: Performance obtained by combining the improved feature setswith E;

Number of Global Lexicon size
Feature setused ¢ s perplexity 10 100 1000
E, xE, 378 2072 986%  9542%  86.82%
S2xE, 2072 1044 9891%  9531%  87.44%
S, xE, 2 968 9.22 98.80% 95.81% 88.68%

From the results obtained (Table 6), we @n observe a small improvement (1 o
2 %), and a drastic increase in the number of features. In this case, feature set E; is
distributed uniformly on S;', without any spedali zation on a spedfic sub-problem to
be solved. We @nclude that this combination Strategy leads to saturation of the
recognition rate, combined with a huge number of parameters to be evaluated.
Moreover, by excessvely increasing the number of features, the system could fall
into an over-leaning phase. For these reasons, the strategy for improving a
recognition system presented in this paper is more attractive than the feature set
combination tested here.

4  Conclusions and futureworks

We have introduced a new strategy for improving of a feature set in a discrete
HMM -based handwriting recognition system. The basic idea is to keg the most
discriminative features, and to replace the others by new ones gedalized for a
spedfic sub-problem. The development of this technique needs an individud
discriminative power indicator to rank the feature set and dvided it in two subsets;
we cose conditional perplexity. Then the descent of a perceptual level is caried
out depending on the number of feature dasses identified in the non-discriminative
feature subset. For each class, a new feature set is built and spedalized in order to
solve the spedfic sub-problem characterized by the properties of the dass of
features. After gathering the features introduced at this level with the most
discriminative of the upper level, system training and testing can be performed. This
iterative processcan be performed several timesif necessary.

Some experiments were arried out in order to evaluate this new strategy. We
conclude that this technique @nfers a sgnificant improvement in recognition rate,
while kegoing a reasonable number of features. In our approach, the number of
parameters grows with an additive factor, in opposition to the feature set
combination used in [5], where a multipli cative factor can be observed. Thisrefleds
a strength of the proposed technique. Moreover, at a spedfic perceptual level, the
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integrated feature sets may be speciali zed on a sub-problem identified by the dasses
of features.

To be ableto evaluate dl the posshiliti es of our new strategy, we must develop
other feature etraction techniques. This may be done according to the problems to
be solved, i.e. the pattern reagnition sub-problems identified at the first perceptua
level by the feature dasses. We want also to define some ohjective aiteria, in order
to choose the value of the threshold T and to stop the iterative processautomatically.
Finally, the vedor quantization technique should be improved to optimize the
number of features in the different sets at each perceptual level, this will help the
system avoid over-leaning.
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