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Synthetic jet actuators for flow control applications have been an active topic

of experimental research since the 90’s. Numerical simulations have become an im-

portant complement of that experimental work, providing detailed information of the

dynamics of the controlled flow. This study is part of the AVOCET (Adaptive VOrtic-

ity Control Enabled flighT) project and is intended to provide computational support

for the design and evaluation of closed-loop flow control with synthetic jet actuators

for small scale Unmanned Aerial Vehicles (UAVs). The main objective is to analyze

active flow control of a NACA4415 airfoil with tangential synthetic jets via com-

putational modeling. A hybrid Reynolds-Averaged Navier-Stokes/Large Eddy Sim-

ulation (RANS/LES) turbulent model (called Delayed Detached-Eddy Simulation-

DDES) was implemented in CDP, a kinetic energy conserving Computational Fluid

Dynamics (CFD) code. CDP is a parallel unstructured grid incompressible flow solver,

developed at the Center for Integrated Turbulence Simulations (CITS) at Stanford

University.
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Two models of synthetic jet actuators have been developed and validated. The

first is a detailed model in which the flow in and out of the actuator cavity is modeled.

A second less costly model (RSSJ) was also developed in which the Reynolds stress

produced by the actuator is modeled, based on information from the detailed model.

Several static validation test cases at different angle of attack with modified NACA

4415 and Dragon Eye airfoils were performed. Numerical results show the effects of

the actuators on the vortical structure of the flow, as well as on the aerodynamic

properties. The main effect of the actuation on the time averaged vorticity field is

a bending of the separation shear layer from the actuator toward the airfoil surface,

resulting in changes in the aerodynamic properties. Full actuation of the suction

side actuator reduces the pitching moment and increases the lift force, while the

pressure side actuator increases the pitching moment and reduces the lift force. These

observations are in agreement with experimental results. The effectiveness of the

actuator is measured by the change in the aerodynamic properties of the airfoil in

particular the lift (∆Cl) and moment (∆Cm) coefficients. Computational results for

the actuator effectiveness show very good agreement with the experimental values

(over the range of −2◦ to 10◦). While the actuation modifies the global pressure

distribution, the most pronounced effects are near the trailing edge in which a spike

in the pressure coefficient (Cp) is observed. The local reduction of Cp, for both the

suction side and pressure side actuators, at x
c

= 0.96 (the position of the actuators) is

about 0.9 with respect to the unactuated case. This local reduction of the pressure is

associated with the trapped vorticity and flow acceleration close to the trailing edge.

The RSSJ model is designed to capture the synthetic jet time averaged be-
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havior so that the high actuation frequencies are eliminated. This allows the time

step to be increased by a factor of 5. This ad hoc model is also tested in dynamic

simulations, in which its capacity to capture the detail model average performance

was demonstrated. Finally, the RSSJ model was extended to a different airfoil profile

(Dragon Eye) with good results.
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Chapter 1

Introduction

During the last decade, there has been a growing interest in small active flow

control devices that affect the flow field and modify forces and moments over lifting

surface, particularly for low-Reynolds number applications such as Unmanned Aerial

Vehicles (UAV). Extensive experimental work has demonstrated that the synthetic

jet actuators are an effective way to modify the aerodynamic properties of a lifting

surface by manipulating the vorticity near the trailing edge[38][37][36][35], giving the

potential to replace conventional control surfaces such as flaps, spoilers and deflec-

tors[4]. An Air Force-funded Multidisciplinary University Research Initiative (MURI)

project called AVOCET (Adaptive VOrticity Control Enabled flighT) was initiated

to develop a closed-loop flow control system using synthetic jet actuators for maneu-

vering small scale UAVs. The research reported in this dissertation was undertaken

as part of the AVOCET project to develop computational models of flow over a lifting

surface controlled by such actuators. Such models are needed to provide detailed data

for the development of reduced order models (ROM’s) for use in the controller and

to analyze the characteristics of the controlled flow. Below is a brief overview of flow

control, synthetic jets and the avocet project.
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1.1 Flow Control

1.1.1 Definition and classification

Flow control is simply a process to modify a flow field by some external means

to meet some objective. A variety of methods can be used to achieve different effects

such as: delay or promote transition to turbulence, prevent or induce separation;

or suppress or enhance turbulence[45]. Common flow control goals include drag re-

duction, lift enhancement, mixing improvement and noise suppression. These goals

need not be mutually exclusive but in many cases, pursuing one goal can compromise

another[44].

Flow control can be classified in two broad categories: passive and active

[44][45]. Passive flow control does not require energy to drive an actuator while ac-

tive flow control an energy input is required. Passive flow control generally involves

geometry modifications to achieve a goal. For example, Large-eddy breakup devices

(LEBU)[58], riblets [131] and wavy walls have been proposed for drag reduction. More

details about these passive techniques can be found on references [44] and [57]. In low-

Reynolds-number aerodynamics, modifications of airfoil geometries (e.g: reshaping,

turbulators, blunt trailing edges and wavy leading edges) are commonly employed to

control separation and lift enhancement[39][5]. Active flow control techniques can be

further subdivided into predetermined (open-loop) and reactive flow control [44]. In

predetermined active control actuators operate without regard of the state of the flow,

thus no sensors are needed. An example of this type of control is circulation control of

wings, in which lift enhancement is achieved by blowing a jet over a rounded trailing

edge creating a coanda effect and changing the airfoil Kutta condition[68][41][42]. In
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reactive flow control, the actuators are controlled based on information from sensors.

The control loop in a reactive technique can be open-loop or closed-loop and most

flow control applications use the latter. The research described here involves prede-

termined active flow control, but the AVOCET project is primarily concerned with

reactive flow control technique. Jee et al [66] have already used the implementation

developed here to perform numerical simulations of a controlled airfoil.

1.1.2 History and role of CFD in flow control

The origin of flow control is associated with the origins of the boundary layer

theory attributed to Ludwig Prandtl in 1904. He was able to show the influence of

suction on the delay of boundary layer separation[93]. His research thus began the

development of theory based flow control. In 1910, Henry Coanda discovered the

coanda effect which was later the base of circulation control[93]. During and after

world war II (1940-1970) passive and active control were mainly focused on laminar

flow control and polymer drag reduction[44]. During this period it was also shown that

blowing and suction on an airfoil surface can affect the pressure distribution over the

airfoil, through addition/removal of momentum to/from the boundary layer. From

1950 to 1970, flow control research on aerodynamic applications such as: suction-

type laminar-flow control [12] and circulation control (based on the coanda effect)

[68] was active. Between 1970-1990, drag reduction was the focus of flow control

research, for example: Large-Eddy Breakup Devices (LEBU) and riblets were widely

investigated during this period[58][60]. Since 1990 active flow control to manipu-

late coherent structures in turbulent and transitional flow has been actively pursued.
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Micro-ElectroMechanical Systems (MEMS), surface plasmas and new control algo-

rithms (such as neural networks and genetic algorithms) are playing important roles

in the improvement and progress of flow control techniques[44][45]. One application

in which flow control appears to be very attractive is the modification of aerodynamic

properties of airfoils using microsurface effectors and fluid devices such as synthetic

jets. Practical implementation of such control applications is complemented by the

development of experimental control systems (open and closed-loop) for flight vehi-

cles.

Numerical and computational tools have been extensively used recently for flow

control simulation due to increases in computer speed and storage capacity[45][50].

Computational Fluid Dynamics (CFD) can provide insight in to physics of the con-

trolled flow that is difficult to obtain from experiments. Experimental measurements

and CFD are thus complementary, and the use of both can speed the development of

flow control techniques in real applications. In most aeronautical flow control applica-

tions, including the UAV application pursued here, the flows involved are turbulent,

requiring that CFD application to flow control employ a turbulent treatment. In the

last 20 years Direct Numerical Simulations (DNS), Large-Eddy Simulations (LES)

and Reynolds Averaged Navier Stokes (RANS) turbulent treatments have been used

extensively in such applications, for both wall-bounded and external flows. RANS

is the predominant turbulence model approach, but use of LES and DNS has been

increasing[100][50]. For example, DNS has been used to study the influence of riblets

in turbulent flow [24] and active flow control in wall bounded flows [25]. A big effort

in flow control CFD has been focused on active flow control applications that involve
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blowing (steady and unsteady), suction or both (as in synthetic jets) in external flows

(especially around airfoils) [61] [129] [50] [100]. In recent years, CFD has played an

important role in flow control problem of low-Reynolds number aerodynamic appli-

cations like Unmanned Aerial Vehicles (UAV). The majority of the CFD research

in low-Reynolds number applications is towards separation control at high angle of

attack [61] [40] [117] [133] so that little work has been done towards the simulation

control to modify aerodynamic properties [129] and commanded maneuvers such as

pitching or plunging at low angle of attack. That is the area in which this numerical

study is focused, also contributing to the application of CFD to low-Reynolds number

aerodynamics.

1.2 Synthetic Jet Actuators

1.2.1 Definition and applications

A synthetic jet actuator is a zero-net mass-flux device that alternately injects

and removes fluid through a small orifice or slot at a given frequency. Figure 1.11

shows a schematic of a typical synthetic jet actuator. It is basically a cavity sealed

by a diaphragm, with a small orifice on one side forming what is commonly called a

Helmholtz resonator [59]. The diaphragm is normally driven by a piezoelectric actu-

ator but it can also be driven by electromechanical or even just mechanical devices

depending on the actuation frequency[101][48]. When the piezoelectric actuator is ex-

cited with an alternating voltage, it makes the diaphragm oscillate and consequently,

fluid is periodically entrained into and ejected from the cavity. During the outflow, as

1http://www.img.ufl.edu/projectfiles/SynJet.gif
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Figure 1.1: Schematic of a synthetic jet actuator

the fluid is expelled through the orifice, the flow separates and creates vortex sheets

that roll up into vortices [101]. These vortices can be convected in to the external

flow far away from the synthetic jet orifice, if the strength of the jet (determined by

amplitude and frequency) is high enough, otherwise the vortices are ingested back

into the synthetic jet cavity [59]. Thus, when the strength is high enough, the net

momentum flux through in the jet is not zero though the net mass flux is identically

zero. A jet is then synthesized due to the entrainment of fluid from the external

environment[110].
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The discovery and first application of synthetic jet actuators in engineering

was in 1953 by Ingard, who applied it to acoustic problems[63]. During the 50’s,

research on synthetic jets was focused on performance and not on applications in

different external flows[48]. It was not until the 90’s that a variety of synthetic

jet applications were studied. One of the first applications was the interaction of a

synthetic jet with different types of flows[111]. Synthetic jets actuators have also been

used in flow control applications such as separation control [28] [15], small scale control

of turbulence [130], mixing [23] and heat transfer enhancement [10]. One relevant

application of synthetic jet actuators related to this dissertation is the modification

of aerodynamic characteristics of bluff bodies and airfoils [3] [90]. A synthetic jet

actuator placed on a lifting surface is capable of modifying the streamlines around

a body, as if the shape had been modified, making the synthetic jet useful for the

manipulation of the aerodynamic properties of a body. Dr Glezer’s group at Georgia

Tech has shown that synthetic jet actuators are an effective way to enhance the lift

and modify the moments of wings and airfoils [38]. Effective control has been achieved

with actuation frequencies an order of magnitude larger than the natural shedding

frequency of the body [4].

1.2.2 Simulation and models

Numerical and computational tools have been used extensively for the sim-

ulation and modeling of synthetic jets and synthetic jet applications [73] [59] [83]

[100] [61] [129]. The numerical simulation of synthetic jets is still an active research

field in particular because of the wide range of spatial and temporal scales involved
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in such a simulation. For example, a synthetic jet orifice diameter or slot width is

normally O(10−2) to O(10−4) times the characteristic length scale of the flow while

the actuation period for effective control is O(10−1) times the convective time scale

or smaller, which would be O(10−4) of the maneuvering time scale in a typical UAV

application. Several types of models of synthetic jets can be used in simulations of

controlled flow: detailed models, reduced-order models or a simple periodic surface

boundary condition. A detailed model resolves all the spatial and temporal scales

of the synthetic jet actuator, and are normally fully three dimensional, though they

can be simplified to two dimensions. In such models the flow in the synthetic jet

cavity is included in the computational domain, and the actuation frequency is re-

solved temporally, making it expensive. Nevertheless, this is one of the most used

synthetic jet models[100][59]. Reduced-order models (ROM) simplify the physics of

the synthetic jet actuator (reducing the complexity of the simulation) and are suit-

able for flow control applications. Examples include: discrete vortex models [125],

lumped element models (LEM)[46] and Euler [132] or Bernoulli [105] solvers inside

the cavity. Finally, a simple periodic surface boundary condition model is simply the

application of a periodic inlet/outlet boundary condition at the synthetic jet outlet,

without representing the details of the cavity [83]. Though this model is attractive,

it is highly dependent on the details of the imposed velocity profile at the synthetic

jet outlet.

One of the important characteristics of synthetic jet actuators used in this

numerical study, is the fact that they are tangential. The majority of experimental

and computational studies on synthetic jets deal with normal actuators with the
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Model Advantages Disadvantages

Detailed Fully captures the dy-
namics of the synthetic
jet actuator.

Increase the complexity of
the simulation (geometry
and boundary conditions).
Time stepping limited by
the synthetic jet frequency
(expensive).

Low-order Reduce the complexity of
the simulation.
Time stepping limited by
stability/accuracy

Highly dependent on the in-
teraction with the wall and
the cross flow.

Simple periodic
surface BC

Simple to implement. Time stepping limited by
the synthetic jet frequency
(expensive).
Requires a priori detailed
knowledge of the velocity
profile at the SJ outlet.
Fails to capture the complex
flow and vorticity field close
to the SJ outlet.

Table 1.1: Synthetic jet models

exception of studies related to circulation control of airfoils [68]. The simulation and

modeling of a tangential synthetic jet implies an extra difficulty since such a model

would be highly dependent on modeling the interaction with the wall and with the

cross flow [125]. Table 1.1 summarizes the advantages and disadvantages (in the

context of the current study) of the different synthetic jet models used by the CFD

community.
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1.3 AVOCET project

The research reported here is part of the AVOCET (Adaptive VOrticity Con-

trol Enabled flighT) project2 which is sponsored by the Air Force Office of Scien-

tific Research (AFOSR) under the Multidisciplinary University Research Initiative

(MURI). The main objective of the AVOCET project is to design and build a closed-

loop flow control system using synthetic jet actuators for flight maneuvering small

scale Unmanned Aerial Vehicles (UAVs).

Experimental and theoretical approaches are employed to achieve AVOCET

objectives. Controlling the synthetic jet requires an adaptive control architecture

with a closed-loop feedback from pressure and flow direction sensors mounted on

the UAVs surface. Experimental work is focused on the design and implementation

of this architecture, in the design and construction of micro sensors and on wind

tunnel/flight experiments which are being pursued at Georgia Tech. This adaptive

control architecture uses the forces and moments acting over the airfoil and a low order

model for purposes of feedback design[89]. Wind tunnel and flight experiments will

provide the dynamic evolution of the forces and moments during dynamic tests with

and without controlled actuation. One important aspect that the experiments address

is the study of the strong coupling between the vehicle and the flow dynamics during

dynamic maneuvers, so that the dynamics of the controlled flow is affected by the

airfoil (rigid body) dynamics [89]. A low order model is required as a reference model

in the design and implementation of the closed-loop controller. Two different low-

2http://www.avocet.gatech.edu/
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order models are being developed: one based on discrete-vortex (pursued at California

Institute of Technology) and the other is based on Proper Orthogonal Decomposition

(pursued at the University of Illinois at Urbana-Champaign) [122] [9]. This is one of

the first studies in which closed-loop flow control is designed based on flow physics

rather than experience or intuition[122].

Another component of the AVOCET project is high-fidelity models based on

CFD simulation, which can provide detailed information on the physics and response

of the flow being controlled. CFD simulations address several important aspects of the

AVOCET development such as: it supports the experimental work (both wind tunnel

and fight tests) by providing details of the controlled flow that can not be observed

directly from experimental techniques; it provides detailed three dimensional flow field

data and integral quantities relevant to the low-order model design and calibration;

it serves as a test for controller development; and, it helps in the refinement of sensor

and actuator placement. This is the framework in which the research described here

was undertaken.

1.4 Objectives

The aim of this dissertation is to analyze active flow control of a NACA4415

airfoil with tangential synthetic jets via numerical modeling. Achieving this primary

objective implies several secondary objectives and challenges such as:

• Development of integrated CFD tools for flow control.

• Implementation of a hybrid RANS-LES model in a state of the art parallel
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unstructured grid incompressible Navier-Stokes solver (CFD code).

• Development of hybrid grids that satisfy the requirements of the turbulence

model.

• Development and implementation of synthetic jet models.

• Validation of CFD and synthetic jet models with available experimental data.

• Analysis of the phenomenological effects of tangential synthetic jets on the flow

field and on the aerodynamic properties.

• Tests of the synthetic jet models on a moving airfoil and on a second airfoil

geometry being used in the experiments: the Dragon Eye airfoil.

1.5 Dissertation layout

The remainder of this dissertation is organized as follows: Chapter 2 provides

an overview of the experimental set-up at Georgia-Tech including the characteristics

of the wind tunnel, a complete description of the hardware used to simulate flight

maneuvers in the wind tunnel and a description of the airfoil model and the tangen-

tial synthetic jets used. Details of simulation approach, techniques and models used

in this research are given in chapter 3. Numerical results for the different simula-

tions performed are included in chapter 4, including validation and calibration of the

synthetic jet models, and evaluation of a proposed new model, the Reynolds Stress

Synthetic Jet Model. Finally, conclusions and future work are summarized in chapter

5. Appendices give supplemental information such as: discretization details of the
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CFD code, script file for grid generation and numerical parameters for the synthetic

jet model implementation.
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Chapter 2

Experimental background information

This chapter provides insight into the experimental research done at Georgia

Tech, which is the basis for the problem this dissertation is modeling. Initially a

brief description of the hardware used in the experimental set up is presented. Then

important aspects of the modified NACA4415 model are shown, finally some details

of the synthetic jet actuators used in the experiments are given.

2.1 Experimental Set-up

This computational study complements the experimental study being pursued

at Georgia Tech, with the models developed here designed to simulate the experimen-

tal configuration. The facility consists of an open-return low-speed wind tunnel with

a square test section of 1m × 1m with wind speed up to 30m/s [15]. Experiments

are conducted in this wind tunnel with a modified NACA4415 two-dimensional airfoil

model. Since the primary objective of this facility is to simulate free flight in the wind

tunnel, the airfoil model is mounted on a traverse structure that allows the model to

have three degrees of freedom i.e. pitch, plunge and roll. Figure 2.11 shows a CAD

layout of the traverse mechanism, showing the important elements.

1Courtesy of Brzozowski and Muse (GA Tech)
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Figure 2.1: Layout of the 3-DOF traverse structure used in the experimental set-up.

The motion of the airfoil on the traverse is controlled by a dedicated feedback

controller. The pitching motion is controlled using a servo motor that is connected

to the airfoil through a shaft. The servo motor also works as a moment transducer

to indirectly measure the aerodynamic moment[74]. Plunging and rolling is achieved

by two linear slides mounted on each side of the test section. Plunging is executed

by synchronizing the vertical motion of the two slides, while rolling is achieved by

independent motion of the slides [89]. The force sensor shown in Figure 2.1 measures
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Figure 2.2: Experimental set-up.

the vertical forces that act on the model and are used to indirectly measure the

lift[17]. Figure 2.22 shows a picture of the assembly used in the experiments, with

the elements described above evident.

This traverse system is driven by a feedback controller designed and imple-

mented by Dr Calise’s group at GA Tech and, though the objective of this dissertation

does not include dynamic simulations with the controller, it is briefly described here

for context. For a 2-DOF motion the entire control system consists of three basic

2Courtesy of Brzozowski and Muse (GA Tech)
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Figure 2.3: Controller architecture for experimental set-up

parts (see Figure 2.33): torque, force and flight controllers. As described by Muse et

al [89], the torque controller (also known as inner controller) is a PID controller in

series with a linear dynamic compensator. The inner controller regulates the pitching

motion of the airfoil by means of the servomotor. The force controller operates in

the plunging maneuvers and is responsible of simulating the vertical free flight of the

model by compensating for the weight of the model [17]. Finally, the flight controller

(also known as the outer loop controller) regulates the plunge and pitch of the airfoil

in a similar way to a conventional flight control by means of the synthetic jet actu-

ators and it consists of a PID controller augmented by an adaptive neural network

that increases its robustness and stability [17] [89].

The wind tunnel is also equipped with a Particle Image Velocimeter (PIV)

3Courtesy of Brzozowski(GA Tech)
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system that includes a 100mJ dual Nd:YAG laser and two 1008 × 1016 pixel CCD

cameras[89]. Seeding is done with micron-size smoke particles injected upstream of the

model into the test section at a spanwise position aligned with the laser sheet[17]. The

facility described in this section is designed to perform several free flight experiments

such as:

• Static experiments: In this case, for a given angle of attack, the servo motor

balances the aerodynamic moment to keep the airfoil at the desired angle of

attack[17].

• Forced 1DOF maneuvers: Plunge (using the two linear slides) or pitch (using the

servomotor or the synthetic jet actuators) following a prescribed trajectory[74].

• Forced 2DOF maneuvers: Plunge and pitch using the synthetic jet actuators

following a prescribed trajectory[89].

• Disturbance rejection maneuvers. In this case a momentary external force is

applied to the model in order to simulate a sudden gust and the rejection of

this disturbance is accomplished by the synthetic jet actuators [17].

More details about the experimental set-up, the facilities and the different

experiments performed on it can be found in references [74], [17] and [89]. More

details about the controller and its configuration can be found in references [17] [89]

[75] [74].
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2.2 Modified NACA4415

The model mounted in the wind tunnel is a modified NACA4415 airfoil. In its

actual configuration and design and with the purpose of making the model as light as

possible, the airfoil consists of modular and interchangeable spanwise segments[17].

The model also has around 70 static pressure ports along the airfoil surface and lo-

cated in the mid-span of the model[15]. Figure 2.4 shows the difference between a

NACA4415 (left) and the modified (right) version used as baseline for this computa-

tional study. The primary difference is in the trailing edge of the airfoil where the

tangential synthetic jet actuators, used to control the pitching moment of the airfoil,

are mounted. In the detail at the bottom of figure 2.4, the dashed blue lines show the

location of the pressure side (PS) and suction side (SS) of the unmodified airfoil. Also

shown is the cavity of the actuator which will be explained in detail in the following

section.

A NACA4415 has a maximum thickness to chord ratio of 0.15, but as shown

in Figure 2.4, this thickness changes for the modified airfoil in the region close to the

trailing edge at x
c
> 0.8 where x is the distance along the chord and c is the chord

length. The maximum thickness in this region due to the actuators is approximately

0.04c. These actuators cover the airfoil surface from a position of x
c
≈ 0.8 to x

c
≈ 0.98,

with the synthetic jet outlet located at x
c
≈ 0.96. In the experimental set-up, the

model has a chord length of 0.457m and a span of about 0.8m. The Reynolds number

based on the chord length and a free stream air velocity of 30m/s is ≈ 9 × 105.

Finally, the shaft used to pitch the airfoil is located at xs

c
= 0.272 and ys

c
= 0.036 [89]
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Figure 2.4: Comparison between a NACA4415 and the modified model used in the
experimental set-up.

as shown in Figure 2.54.

2.3 Synthetic jet actuators

To control the motion of the model similar to the control a conventional wing,

two tangential synthetic jet actuators are used closed to the trailing edge. These

actuators have a characteristic height of 0.017c and they cover about 0.7m of the

total airfoil span [89]. Each actuator consist of: a ramp, cavity, diaphragm, outlet

4Courtesy of Brzozoswki (GA Tech)
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Figure 2.5: Modified NACA4415 section with shaft detail. Units in inches

and a Coanda surface as it is shown in figure 2.65. The primary objective of the

Coanda surface is to create a Coanda effect so that the synthetic jet attaches to its

surface. The cavity has an aspect ratio O(102) and the diaphragm is placed in its

lower side (see Figure 2.6).

The diaphragm is a metallic disk attached to a piezoelectric element that is

driven by an oscillatory voltage input from the controller. In practice, the actuators

are excited at an off-resonance frequency between 1800Hz and 2400Hz [17]. The

synthetic jet outlet is rectangular with its long side parallel to the trailing edge. The

height of the outlet is 8.4×10−4c or 0.4mm [17]. The actuators are designed and built

in a modular way so that each module has 4 piezoelectric disks with four modules

mounted on each side of the airfoil [89]. Because of the discrete piezoelectric disks

and the structure of the actuators, the strength of the synthetic jet varies along its

5Courtesy of Brzozoswki (GA Tech)
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Figure 2.6: Detail of the actuator. 3D CAD view (Top). Sectional view with parts
(Bottom)

length, introducing three dimensionality into the flow. The RMS velocity at the

center of the synthetic jet outlet actuated in quiescent air is approximately 40m
s
.

Hotwire measurements at the synthetic jet outlet show that the velocity has a small

variation in the spanwise direction. Figure 2.7 shows the evolution of the velocity at

two different spanwise locations: the center of the synthetic jet outlet and close to

the boundary between two actuators mounted in the same module when the actuator

is operated in quiescent air. It is clear that there is a difference of about 20 percent

in the peak velocity.
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Figure 2.7: Hotwire measurement of the synthetic jet outlet velocity at two different
spanwise positions. Center − Edge −−

An important non-dimensional parameter that characterizes the synthetic jet

is the momentum coefficient (Cµ), given by

Cµ ≡ U2
rmsAjet

0.5U2
∞Apf

(2.1)

Where Urms represents the RMS velocity at the synthetic jet outlet, Ajet is the area of

the synthetic jet outlet and Apf is the plan form area of the airfoil. In the experiments,

the momentum coefficient is O(10−3). The Reynolds number based on the slot height

and the RMS velocity is O(103). The tangential synthetic jet actuator configuration

used here is intended to control the concentration of vorticity formed close to the
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Figure 2.8: Dragon Eye wing section

trailing edge. By manipulating this trapped vorticity, the flow close to the trailing

edge is modified so that the Kutta condition and the pressure distribution changes,

leading to changes in the aerodynamic properties of the airfoil [38] [36] [37]. Though

experimental tests of the synthetic jet actuators have so far been performed on the

modified NACA4415 airfoil, the UAV on which the actuators are to be used is a

Dragon Eye. An important characteristic of the Dragon Eye airfoil is its reflexed

camber line (see Figure 2.8), which determines the longitudinal static stability of the

wing6 and the expected ∂Cm

∂α
to be negative. Planned experimental tests include the

Dragon Eye with and without three actuators: two tangential actuators near the

trailing edge used to control the airfoil pitching (similar to the NACA4415) and one

normal actuator located in the suction side of the wing and near the suction peak

intended to control boundary layer separation. The cavity of this normal-issuing

actuator has the same geometrical configuration as the tangential ones [34]. The

maximum thickness to chord ratio in the Dragon Eye airfoil is about 0.11 and a

smaller thickness distribution in comparison to the NACA4415 airfoil.

6The actual Dragon eye UAV is tailless
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Chapter 3

Approach, Techniques and Models

In this chapter, the computational approach, techniques and models used to

perform numerical simulations of the airfoil and solved the proposed problem are

described. The first part of this chapter includes the description of the governing

equations, the turbulent model, the numerics of the flow solver and the way the

turbulent model was implemented in the CFD code. This is followed by a discussion

of the grid generation, as well as the boundary and initial conditions. Finally, two

models for the synthetic jet simulation are presented and explained. By the end of

this chapter, the reader should fully understand the problem and the way it was

approached, so a section describing the importance and contribution of this work is

included at the end of this chapter.

3.1 Governing Equations

The low speed flow in the Georgia Tech wind tunnel (Ma = 9 × 10−2) is

represented by the constant density incompressible Navier-Stokes (NS) equations,

describing conservation of mass and momentum. In the computational model devel-

oped here, the variables of the NS equations are considered to be filtered(LES) or

averaged(RANS) so that an additional term appears in the equations; That is, the
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subgrid-scale stress (LES) or Reynolds stresses (RANS) that arise from this filter-

ing/averaging process. The filtering/averaging employed here will be indicated by

a bar over a variable ( ¯̄ ). In RANS, the upper case variables represent the mean

component while the lower case represent the fluctuating component for example the

velocity is decomposed in to its mean Ui and its fluctuation ui.

3.1.1 Conservation equations

The conservation of mass and momentum are expressed through the incom-

pressible Navier-Stokes equation as:

∂Ui

∂xi
= 0 (3.1)

∂Ui

∂t
+
∂UjUi

∂xj

= −1

ρ

∂P

∂xi

+ ν
∂2Ui

∂x2
j

+
∂τij
∂xj

(3.2)

The last term in the momentum equation (3.2) is the divergence of the SubGrid-

Scale (SGS) stress tensor (LES) or Reynolds stress tensor (RANS), which needs to

be modeled. In general, this term can be written:

τij = −UiUj + ŪiŪj (3.3)

but when Ūi = Ūi and ūi = 0 as in the case for Reynolds average, this simplifies to

τij = −uiuj (3.4)

The stress is modeled via the Boussinesq approximation in which the deviatoric part

of the stress is taken to be proportional to the strain rate tensor through the turbulent

viscosity νt. In particular the stress is written

τij =
2

3
Kδij − νt

1

2

(
∂Ui

∂xj
+
∂Uj

∂xi

)
(3.5)
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Where K is the turbulent kinetic energy (RANS) or subgrid energy (LES). The final

form of the conservation of momentum equation is then obtained after simplification.

∂Ui

∂t
+ Uj

∂Ui

∂xj

= −1

ρ

∂

∂xi

(
P +

2

3
K

)
+

∂

∂xj

[
(ν + νt)

∂Ui

∂xj

]
(3.6)

Usually, a modified pressure P̃ = P + 2
3
K is solved and unless one needs P̄

away from boundaries (P̄ = P̃ at a wall), K never needs to be determined.

3.1.2 RANS and LES models

There are many different turbulent models that can be used to model the

eddy viscosity and close the RANS/LES equations. In RANS, models are commonly

classified by the dynamical equations that are solved for the turbulence quantities.

These range from algebraic models such as the Balwin-Lomax model [6], one and

two-equation models (e.g. k-ǫ model [55] [54]) and Reynolds stress transport models,

which avoid the introduction of νt by solving for τij directly. In LES, the most widely

used model is the Smagorinsky model [109], which is algebraic. In this model, the

eddy viscosity is proportional to a length scale squared (∆2) and the strain rate

magnitude (S =
√

2S̄ijS̄ij)

νt = (Cs∆)2S (3.7)

where Cs is the Smagorinsky constant which is commonly in the range of 0.1 and 0.2.

∆ is called the filter width and it is related to a characteristic mesh or filter size.

RANS models have been widely used by the CFD community in theoretical and

industrial applications showing satisfactory results in many applications, so that there
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is a vast knowledge and experience in the implementation and use of these models.

Nevertheless, in the past ten to fifteen years the development and improvement of

RANS models has been static. Despite the fact that RANS models can be designed

to predict boundary layers and boundary layers separation very accurately, their

performance in very large separation regions (e.g: wakes) is not satisfactory [114].

For this reason and due to recent increases in computer power, the CFD community

has moved towards the development of new LES models and the application of LES

models in industrial problems with complex geometries[118]. However, a transition

from a primary reliance on RANS models to a reliance on LES models has been

slow for two reasons: First, a pure LES model is still computationally expensive, for

example a complete LES simulation of an aircraft or a ground vehicle would require

over O(1011) grid nodes and approximately O(107) time step which at the current rate

of development in computational hardware, might be practical in 2045 [114]. Second,

the majority of this expense is in the region close to the wall in which normally the

near wall turbulence dynamics are resolved in what can be thought of a ”Quasi-Direct

Numerical Simulation” (QDNS)[112]. However, according to Spalart [112], even if the

problem of LES wall treatment is solved allowing QDNS to be avoided, aerodynamic

LES simulations will still be expensive.

3.1.3 Hybrid models

The disadvantages of RANS and LES models, as pointed out in the previous

section, have been a motivation for the development of alternative turbulence meth-

ods. One of these alternatives, which is the approach followed here is to use a hybrid
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(also called blended) RANS/LES model which allows the use of a RANS model close

to the wall (in the boundary layer) and an LES model elsewhere in the computational

domain. Using a RANS model close to the wall is advantageous since it reduces the

resolution requirements in this region compared to LES. Another advantage of a hy-

brid method is that CFD codes (based on RANS and/or LES) can be extended to

use hybrid models just by including an appropriate transition between the RANS and

LES modes.

Hybrid models can be of two types: zonal and non-zonal. In both approaches,

the user has to determine the regions of the computational domain in which each

model is active. This is done through mesh generation and the model algorithm.

The difference between the zonal and the non-zonal is in the transition between

the RANS mode and the LES mode. In the non-zonal approach, this transition is

achieved by a single formulation while in the zonal approach the transition is forced

by two separated formulations at a explicitly defined interface between the RANS

and LES regions[118]. In both models it is challenging to define the interface region,

if this interface is too wide then there can be numerical errors in the model. On

the other hand if the interface is too narrow then there can be discontinuities of the

model variables that should be avoided[118]. Also, if the interface is defined in the

log region of a turbulent boundary layer, then hybrid models have been found to

incorrectly predict the velocity profile and hence the skin friction coefficient [128]. In

practice the interface is set above the expected boundary layer thickness.

One of the first hybrid RANS/LES models was the Detached Eddy Simulation

(DES) model [118]. Originally postulated in 1997 it has been widely used in different
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CFD applications, most of them related with aerodynamics and aircraft [126] [107]

[119] [43] [120], others have been related to ground vehicles [79] [80] and even active

flow control applications [117]. DES was defined as “a three-dimensional unsteady

numerical solution using a single turbulence model, which functions as a subgrid-scale

model in regions where the grid density is fine enough for a large-eddy simulation,

and as a Reynolds-averaged model in regions where it is not” [126] and in its original

implementation is based on the Spalart-Allmaras (SA) RANS one-equation turbulence

model, but it can be used in two-equations models as well [120] [29] [91]. The SA

equation is a convection-diffusion equation with source terms to control the generation

and destruction of the model variable ν̃

∂ν̃

∂t
+ Ui

∂ν̃

∂xi

= cb1S̃ν̃ +
1

σ

[
∂

∂xi

(
(ν + ν̃)

∂ν̃

∂xi

)
+ cb2

(
∂ν̃

∂xi

)2
]
− cw1fw

(
ν̃

d

)2

(3.8)

The first term on the right hand side is a production term, the second is a diffusive

term and the last a destruction term. ν̃ and the eddy viscosity (νt) are related by

νt = fv1ν̃ where fv1 is given by

fv1 =
χ3

χ3 + c3v1

(3.9)

Where χ is the ratio of the model variable (ν̃) and the molecular viscosity i.e. χ ≡ ν̃
ν
.

S̃ in the production term of the SA equation is given by

S̃ ≡ S +
ν̃

κ2d2
fv2 (3.10)

where S is the magnitude of the vorticity or the strain rate, d represents the distance

to the wall and fv2 = 1 − χ
1+χfv1

. For the destruction term of the SA equation fw is
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given by:

fw = g

[
1 + c6w3

g6 + c6w3

] 1

6

(3.11)

Where g = r + cw2(r
6 − r) and r is defined as r ≡ ν̃

S̃κ2d2
. Finally to complete the SA

model several constants that appear in equations 3.9 - 3.11 must be defined. These

constants are: κ = 0.41 (Karman constant), σ = 2/3 (turbulent Prandtl number),

cb1 = 0.1355, cb2 = 0.622, cv1 = 7.1, cw1 = cb1/κ
2 +(1+ cb2)/σ, cw2 = 0.3 and cw3 = 2.

All the constants are set as follows (see reference [115]): cb1 and cb2 were determined

by testing the model in free shear flows, by matching the peak shear stresses of a two

dimensional mixing layer and a two dimensional wake. cw3, cw2 and cv1 are determined

by testing the model in a boundary layer over a flat plate with zero pressure gradient.

cw3 plays an important role in the shape of the velocity profile of the boundary layer

especially in the outer part. cw2 is set by matching the skin friction coefficient for

Reθ = 1× 104 and cv1 is set to match the inner intercept for the log law. Finally, cw1

is determined by postulating an equilibrium between the production, diffusion and

the destruction terms.

To formulate the DES model based on the SA RANS model, An equilibrium

between the production and the destruction terms of the SA equation is assumed so

that the model variable (ν̃) is proportional to S̃ (which is the vorticity magnitude

or strain rate) and the distance to the wall square (d2). By comparison with the

Smagorinsky model (see equation 3.7) it is noticed that if d is replaced by a char-

acteristic grid size like ∆ then the SA model behaves like an LES model. Spalart

suggested a new definition of d with d̃ = dmin(d, CDES∆) so that the model behaves

like RANS in the region where d << ∆ and as an LES in the region of the domain
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in which ∆ << d. CDES is a constant that is equal to 0.65 for homogeneous turbu-

lence [107]. In other words, with an appropriate grid design, DES modifies the length

scale in the SA model to be proportional to the grid size far from the wall (LES

mode), while remaining proportional to wall-distance near the wall (RANS mode).

For a structured grid, ∆ is commonly defined as the largest of the grid spacings in

the three dimensions i.e: ∆ = max(∆x,∆y,∆z), but for an unstructured grid ∆ is

normally defined as the diameter of the grid cell (φcv) divided by
√

3 [126].

As DES was extensively used and applied in several engineering problems,

different modeling deficiencies appeared e.g.: In thick boundary layers and shallow

separation regions it was observed that DES exhibited premature transition from

RANS to LES mode, leading to artificial separation, also known as Grid Induced

Separation (GIS). For this reason, a new version of the DES model was proposed

by Spalart et al [116]. This new version of DES was called Delayed Detached Eddy

Simulation (DDES) and it consists on a redefinition of d̃ as:

d̃ = d− fd max(0, d− CDES∆) (3.12)

Where fd = 1 − tanh (8rd)
3 and it indicates the regions of the domain in which the

DDES model behaves as SA-RANS (fd = 0) or as DES (fd = 1). rd in equation 3.12

is given by:

rd =
ν̃√

Ui,jUi,jκ2d2
(3.13)

This modification also makes the interface between RANS and LES (also called grey

region) narrower, so that the transition between the RANS and LES modes happens

more abruptly [116].
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3.2 CFD code

One of the first steps in this study was the selection of a CFD tool for the

implementation of DDES turbulent model and to achieve the proposed objectives, a

CFD code with the following attributes was sought:

• Robust and reliable three dimensional flow solver.

• Ability to treat hybrid structured/unstructured meshes.

• LES or RANS model capabilities to enable the implementation of DDES.

• Parallel implementation with good scalability, at least up to hundreds of pro-

cesses.

• Open source to allow the implementation of the turbulent model.

• Good discrete kinetic energy conservation properties, to support the LES region.

The final requirement is particularly important in the simulation of turbulent flows.

Standard numerical methods commonly used in RANS models use highly dissipative

numerical scheme or artificial dissipation. In the LES context these schemes are not

appropriate since the numerical dissipation interferes with the effect of the subgrid

model, disrupting the energy balance [88] [84] [77]. Reliable turbulence simulations

for incompressible flows requires the use of numerical methods which retain the energy

conservation characteristics of the convective and pressure terms of the NS equations.

This means that the derivation of such a numerical scheme must ensure not only the

conservation of momentum but also the conservation of kinetic energy. In structured
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grids, this is accomplished by using a Harlow-Welch algorithm [56] in which there is

no need for artificial viscosity to ensure stability. For unstructured grids, the devel-

opment of such schemes is more complicated. Nevertheless, Mahesh et al [77] have

achieved satisfactory results in the development of non-dissipative LES schemes on

unstructured grids. This model was implemented in an unstructured grid incompress-

ible flow solver called CDP v2.31 2 which was developed at the Center for Integrated

Turbulence Simulations (CITS) at Stanford University and it has been widely used

in a variety of fluid flow problems becoming one of the state of the art unstructured

LES codes [85]. CDP v2.3 fulfills the requirements and criteria needed in this study

such as:

• It is a nearly energy conserving solver.

• It can be run as an standard LES code with several different model such as

Smagorinsky and dynamic Smagorinsky.

• It can also be used as a Direct Numerical Simulation (DNS) solver.

• It is parallel with good scalability up to thousands of CPUs [53].

• It can handle hybrid meshes that can be partitioned with the standard ParMETIS

library [70].

1http://www.stanford.edu/group/cits/research/combustor/cdp.html
2CDP was name after Charles David Pierce, a researcher who worked at Stanford and made

several important contributions to the LES modeling of turbulent reacting flows
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3.2.1 Temporal and Spatial discretization of the N-S equations in CDP
v2.3

For completeness and to set the context for the implementation of the DDES

model, the algorithm implemented in CDP v2.3 is briefly described here. More details

about the numerical method used in CDPv2.3 are given in references [77] and [62] and

details about the numerical conservation of kinetic energy can be found on reference

[52]. Some aspects about the boundary conditions, discretization of the NS equation

at the boundary and parallel performance of CDP can be found on references [134] and

[53]. CDP documentation [51] has information about the requirements, installation,

grid partition, numbering and ordering of nodes, faces and cells, connectivity and

variables handling. CDP v2.3 uses a collocated finite volume formulation of the NS

equation. In this formulation, field variables such as velocity, pressure and scalars are

cell centered while the velocity normal to each face is maintained as face centered as

is shown in figure 3.1. In this example U and P represent the velocity and pressure

associated with the grey element (internal element) and the face velocities Uf1, Uf2

and Uf3 are shared variables associated not only with the grey element but also with

its neighbor elements.

For the temporal discretization, CDP v2.3 uses the fractional-step method,

originally proposed by Chorin in 1968 [26]. Moin et al [86] proposed an improvement of

the fractional-step method that consisted on the appropriate formulation of boundary

conditions for the intermediate velocity field. Then in 2004, Mahesh et al [77] and

Ham et al [52], extended this method to have better properties for the numerical

conservation of kinetic energy on hybrid meshes.
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Figure 3.1: Variables association on CDP v2.3

When the fractional step method is applied to the momentum equation (see

equation 3.6), it is split in two steps:

Û i,cv − U
n

i,cv

∆t
Vcv +

1

2
(Ĥi,cv +Hn

i,cv) = −∂P
∂xi

n−1/2

Vcv (3.14)

U
n+1

i,cv − Û i,cv

∆t
= −∂P

∂xi

n+1/2

(3.15)

Where Û represents an intermediate velocity field that does not satisfy the continuity

equation (see equation 3.1) while U
n

i,cv and U
n+1

i,cv must satisfy it. The subscript cv

stands for the control volume in which the equation is discretized, e.g. Vcv represents

its volume. The pressure gradient ( ∂P
∂xi

) is evaluated using the Green-Gauss theorem
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[8] assuming that the gradient of the variable is constant over the control volume (see

Appendix A)

In equation 3.14,Hi,cv represents the convective and diffusive terms (i.e. Hi,cv =

convi,cv − diffi,cv) and their discretization plays an important role in the numerical

conservation of kinetic energy. In a finite volume discretization the convective term

can be expressed using the convective fluxes through the control volume faces and it

is given by:

ĉonvi,cv =

nf∑

f=1

U
n+1

f

(
Û i,cv + Û i,cvnbr

2

)
Af (3.16)

In this equation the subscript cvnbr stands for the neighbor control volume value as-

sociated to the face f. Af represents the area of the face f. In order to avoid solving

non-linear algebraic equation while also avoiding Courant-Friedrich-Lewis (CFL) sta-

bility constraints from the convective term, the face velocity U
n+1

f is predicted before

the first step of the fractional step method.

Similarly, in a finite volume discretization the diffusive term can be written

using the diffusive fluxes through the control volume faces. In CDP v2.3 the dis-

cretization of the diffusive terms is done following Zwart’s description [134] given

by:

d̂iffi,cv =

nf∑

f=1

(νf + νtf )

(
ψ
Û i,cv − Û i,cvnbr

∆s
+
(
∇U

n
(n̂− ψŝ)

)
i

)
Af (3.17)

Where νf and νtf represent the molecular and eddy viscosity at the face respectively,

which are computed by a simple average of the cell centered values. n̂ is the unit

normal vector to the face f and ŝ is a unity vector defined in the direction from

37



the centroid of the control volume to its neighbor. ∆s is the distance between the

centroid of the control volume and its neighbor. ψ is a scaling factor that depends on

geometrical parameters and for unstructured grids is defined as ψ = ŝ · n̂. The term

∇U
n

is the average velocity gradient between the control volume and its neighbor.

The algorithm advances in time as follows:

1. Prior to the first step of the fractional step method, the face velocity Uf
n+1

is

determined using an Adams-Bashforth predictor

U
n+1

f =
3

2
U

n

f − 1

2
U

n−1

f (3.18)

CDP v2.3 solves and couples any passive or reactive scalar with the NS solver

at this point (between step 1 and 2).

2. Û i is calculated by solving the momentum equation 3.14 including the discrete

convective and diffusive terms (equations 3.16 and 3.17). Since the discretization

of the velocity in this step is semi-implicit a linear system of equations must be

solved using a BiConjugate Gradient Stabilized (Bi-CGSTAB) solver [33].

3. A Poisson equation for P
n+1/2

is obtained by taking the divergence of the second

step of the fractional step method (equation 3.14) and using the continuity

equation (equation 3.1).

nf∑

f=1

∂P

∂n

∣∣∣
n+1/2

f
Af =

1

∆t

nf∑

f=1

ÛfAf (3.19)

Where ∂P
∂n

∣∣∣
n+1/2

f
represents the face normal component of the pressure gradient

and the normal face velocity (Û f) is computed by a simple interpolation of the
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predicted cell centered velocity of the previous step. The system of equations

for the pressure (equation 3.19) is solved using an Algebraic MultriGrid (AMG)

Solver using the Hypre library3.

4. Finally, the velocity is corrected based on the pressure field solved in the previ-

ous step i.e:

U
n+1

i,cv = Û i,cv − ∆t
∂P

∂xi

n+1/2

(3.20)

3.2.2 DDES implementation on CDP v2.3

To use CDPv2.3 for the AVOCET project the DDES model had to be imple-

mented. One important characteristic of the discretization of the SA equation is its

positivity i.e. the numerical scheme must ensure that ν̃ is positive everywhere and

at every time step [115] [76]. The continuous SA equation satisfies the positivity of

ν̃, but in its discrete form this characteristic must be enforced. A non-positive ν̃ not

only represents a non-physical situation but also represents stability problems in the

numerical scheme specially for the NS solver.

3.2.2.1 Discretization of the Spalart-Allmaras equation in CDP v2.3

The solution of the SA equation is included into the NS algorithm described

in section 3.2.1 between steps 1 and 2, because this is where CDP solves other scalar

equations (passive and reactive). To be consistent with the NS solver, the discretiza-

tion of the SA equation was done based on Zwart’s methodology [134] so that the

3https://computation.llnl.gov/casc/linear solvers/sls hypre.html
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same operators used in the NS solver are used in the discretization of the SA equation.

As long as S̃ is positive the destruction and production terms are always positive so

they can be treated as sources. This ensures that the matrix of the system of equa-

tions resulting from the solution of the SA equation is diagonally dominant. For the

time advancement, a backward Euler scheme was used to preserve the positivity of

ν̃, similar time marching scheme for the SA equation has been used in other studies

[123] [115]. Forward Euler and Crank-Nicholson schemes were tested as well but they

lead to negative eddy viscosities resulting in a NS solution blow-up. The discrete SA

equation is given by

ν̃n+1 − ν̃n

∆t
+ convn+1 − diffn+1 = Cb1S̃

nν̃n +
Cb2

σ

(
∂ν̃n

∂xi

)2

− Cw1f
n
w

(
ν̃n

d̃

)2

(3.21)

The discretization of the convective term (convn+1) is done with an upwinding

scheme given by:

convn+1 =

nf∑

f=1

U
n+1

f

[(
γν̃n+1

i,cv + βν̃n+1
i,cvnbr

2

)
+ Φ∇ν̃cv

n · ŝ
]
Af (3.22)

Where the values of the coefficients γ, β and Φ depend on the type of scheme used.

By default, CDP uses a 2ND order QUICK scheme in which γ = 3/2, β = 1/2 and

Φ = 1. The diffusive term (diffn+1) is treated as in the NS equation and is given by

diffn+1 =
1

σ

nf∑

f=1

(ν + ν̃n)f

[
ψ

(
ν̃n+1

i,cv − ν̃n+1
i,cvnbr

∆s

)
+ ∇ν̃cv

n · (n̂− ψŝ)

]
Af (3.23)

Where (ν + ν̃n)f is the sum of the molecular viscosity and the model variable at the

face. The value of ν̃ used in this case is at the old time level n to avoid non-linearity

of the diffusive term. ∇ν̃cv
n

corresponds to the average gradient of ν̃ between the
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control volume and its neighbor. The non symmetric sparse matrix that is obtained

from the discretization of the SA equation is also solved using a Bi-CGSTAB solver.

3.2.2.2 DDES model tuning

Several adjustments to the standard DDES model were implemented to pre-

serve positivity and to obtain values of the eddy viscosity in the wake that are con-

sistent with expectations. First, it is required that S̃ must be greater than zero every

time step and everywhere in the computational domain. Deck et al [119] proposed a

new definition of S̃ to ensure the positivity of ν̃. This modification does not affect the

performance of the turbulent model and prevents the spurious propagation of eddy

viscosity in the simulation of flows with laminar separation regions [32]. This new

definition of S̃ is given by

S̃ ≡ fv3S +
ν̃

κ2d2
fv2 (3.24)

Where fv2 =
(
1 + χ

5

)−3
and fv3 = (1+χfv1)(1−fv2)

χ
.

The DDES implementation first test was on a flat-plate boundary layer in

which the model should behave like RANS since no separation is expected. In the

wall normal direction the first grid point is located at y+ = 6 and a growing ratio

of 1.2 was used from this point on, results were analyzed at x = 1 in which Reθ =

6.6 × 105. Figure 3.2 shows U+, eddy viscosity and U/U∞ profiles, in which the

different regions of the boundary layer are clear and a good agreement with the log-

law is also appreciated. The shape of U/U∞ is satisfactory and in agreement with

other computational results [115].

Though boundary layer tests were satisfactory, results from early tests on
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Figure 3.2: Boundary layer test results: Velocity profile in wall units (left) − DDES
model −− log-law and U/U∞ (−−) and νt/(0.025U∞δ

∗) (−) profiles (right).

separated flow showed unexpected high values of the eddy viscosity in the wake and

in the separation region. Basically, the model was behaving as RANS in these regions.

This observation had been reported previously in the DDES model by Deck [31] who

attributed it to a slow transition from RANS to LES mode due to an extended grey-

area, leading to a delay in the development of instabilities and turbulent fluctuations.

As pointed out by Breuer et al [14] in the LES region there should be an equilibrium

between the production and destruction of ν̃, leading to values of the functions fv1 =

1, fv2 = 0 and fw = 1. It was also suggested that ∆ be redefined as ∆ = 3
√
Vcv in

the LES region, so that it matches the usual LES definition. To determine where

the switch from RANS to LES mode should occur, the Extended Delayed Detached

Eddy simulation (EDDES) proposed by Riou et al[99][98], was used. This extension

takes advantage of the DDES function fd to define the interface between the LES and

RANS regions as follows:
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Figure 3.3: Eddy viscosity field α = 30◦ and Re = 5.7 × 105. From DDES (left) and
EDDES (right) models

∆ ,fv1 ,fv2 andfw =





φcv√
3

, χ3

χ3+c3v1

,
(
1 + χ

5

)−3
and g

[
1+c6w3

g6+c6w3

] 1

6

fd < fd0

3
√
Vcv ,fv1 = 1 ,fv2 = 0 and fw = 1 fd ≥ fd0

(3.25)

Where fd0 is a threshold value for the function fd, normally taken to be equal to

0.8. φcv is the diameter of the control volume and Vcv is the volume of the cell. Figure

3.3 shows the eddy viscosity field from the DDES model and the extended DDES

(EDDES) model in a simulation of flow around a NACA4415 airfoil. A reduction of

the magnitude of the eddy viscosity, of about 1 order of magnitude, is observed in

the wake accompanied by an stronger vorticity breakdown.

Finally, a limiting algorithm that consists of modifying the coefficients (γ,

β and Φ) used in the discretization of the convective term of the SA equation was

implemented. This algorithm is used in CDPv2.3 to limit the mixture fraction variable

in chemical reacting flows [51] and consists of the following steps:

1. The SA equation is solved with the Bi-CGSTAB solver.
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2. From this initial solution, those cells in which ν̃ < 0 are identified.

3. The coefficients of the convective discretization are modified so that a fully

upwind formulation (technically known as Upwind Differencing Scheme [96]) is

used on those problematic cells. The new value of the coefficients in this case

are : γ = 2, β = 0 and Φ = 0

4. The SA solver is rerun.

This approach locally increases the numerical diffusion to ensure that the lower

bound of the model variable is limited to 0+

3.3 Grid Generation

Any hybrid RANS/LES model requires an appropriate mesh which plays an

important role in the performance of the model. The criteria to design a mesh in DES

is based on physical and numerical arguments rather than on convergence issues (like

in RANS and DNS) [113]. Any mesh intended for a DES model must have 3 basic

regions: Euler, RANS and LES. The Euler region is the zone in the computational

domain in which irrotational flow is expected. For an external flow simulation, the

Euler region covers the majority of the domain, especially upstream of the airfoil. The

RANS region is the part of the domain that is close to the wall (i.e. the boundary

layer) and the guidelines to design it for a DES simulation are exactly the same used in

a pure RANS simulation. The RANS region is further subdivided in to: the viscous

RANS region and the RANS outer region. The viscous RANS region is closest to

the wall and it has several requirements such as: the first cell should be about 2 in
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wall units i.e: ∆y+ ≈ 2, the stretching ratio should be about 1.25 or less for good

resolution in the log layer and this region should be extended up to about half of the

expected boundary layer thickness (δ). The RANS outer region goes from about δ/2

up to 2-3 times δ. The grid spacing normal to the wall in the outer RANS region

should not exceed δ/10 [113].

The LES region is the part of the computational domain (excluding the bound-

ary layer) in which it is expected to have vorticity and turbulence. This region is

subdivided in to: viscous LES region, departure region and focus region. The viscous

LES region is the zone in which detached boundary layers are expected and it has the

same requirements as the viscous RANS region. The focus region is the region close

and downstream of the airfoil where the vorticity in the wake has to be resolved. This

region is characterized by having an isotropic mesh with a grid size called ∆o which

is a measure of the LES filter in the DES model. In practice, in the simulation of flow

around airfoils the focus region goes up to 3-5 chords downstream [113]. Finally, the

departure region is further downstream than the focus region. In this region it is not

necessary to resolve vortical structures of size ∆o, so that the size of the cells can be

greater than ∆o. The departure region provides a smooth transition and connection

between the focus and the Euler regions.

The first step in the mesh design is to determine the shape and size of the do-

main. In the simulation of external flows especially in flow around airfoils, three types

of meshes are commonly used: C-mesh, O-mesh and H-mesh [22]. The addition of

the actuators increases the complexity of the geometry with respect to an unmodified

airfoil. An O-mesh is probably one of the easiest meshes to generate but it has two
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disadvantages: first it will extend to regions far from the airfoil where the numerical

solution is of no interest for this study and second refinement of the region down-

stream of the airfoil is needed in order to satisfy the requirements of the turbulent

model, so a C or H mesh are more suitable for the turbulent model. For this research

a C topology is appropriated since it can support appropriate mesh refinements in

the wake region. Grids can also be classified in three types based on the connectivity

of the mesh and the form of the data structure: Structured, unstructured and hybrid

[124]. A hybrid C-mesh was selected as appropriated for this study since its shape

brings some advantages from the turbulent model perspective i.e: It allows a struc-

tured grid close to the airfoil (RANS region) and an unstructured grid in the rest of

the domain (LES and Euler regions).

Even though there are not any guidelines to determine the size of the domain,

in the simulation of airfoils in free flight it is clear that the bigger the domain the

better, so that the outer boundary of the domain does not interfere with the solution

close to the airfoil. But, as the size of the domain increases, the number of cells

increases as well, leading to a more expensive simulation. The size of the domain in

the spanwise direction (z direction) plays an important role in the performance of

the turbulent model and in the numerical results especially at high angle of attack.

A computational domain with a spanwise length of less than 1 chord (1c) leads to

an over prediction of the aerodynamic properties of the airfoil and a domain with a

spanwise length greater than 1.5 chord (1.5c) is more reliable [18]. Shur et al [107]

suggest that at moderate Reynolds number and angle of attack, the difference in

the computational results and the aerodynamic properties of the airfoil between a 1c
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Figure 3.4: XY view of the computational domain

length domain and a 2c length domain in the spanwise direction is very small. Based

on these observations, the domain used in this study is selected to be one chord length

in the spanwise direction. A two dimensional view (XY) of the final shape and size

(7.5c× 5c× 1c) of the mesh used here is shown in figure 3.4.

In order to satisfy the requirements of the DES model, the grid design continues

with the meshing of the RANS region (structured mesh). Starting with the viscous

region and based on the chord Reynolds number of 1×106 a grid spacing of O(10−5c)

was chosen in the direction normal to the wall. The size of the first grid cell in wall

units is about 1.5 i.e: ∆y+
1 = 1.5. Along the surface of the airfoil 150 grid points
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were used. These grid points were clustered towards the leading and the trailing edges

giving a grid spacing of O(10−2c) to O(10−3c). The stretching ratio used in the viscous

region was 1.2 and the region was extended to about δ/2. δ was estimated with a

combination of a vortex panel method and two numerical boundary layer methods for

a flow over NACA4415. This a standard and widely use method for the estimation

of airfoil aerodynamic properties [103] [87] [121]. The vortex panel method allows

computation of the inviscid flow around the airfoil, and to obtain the pressure and

an approximate outer velocity distribution along the upper and lower surfaces of the

airfoil. Based on the pressure and velocity distribution, a laminar integral boundary

layer method can be used to compute the laminar part of the boundary layer and if

transition occurs then the transition point along the airfoil is determined. Finally, a

turbulent boundary layer method is used from this point until the trailing edge. For

a low positive angle of attack and Re = 1 × 106, the boundary layer on the suction

side experiences transition from laminar to turbulent while the pressure side remains

laminar. Table 3.1 shows the methods, codes and conditions used in the estimation of

δ. For these conditions the suction side boundary layer showed the following result at

the transition point (x/c = 0.2361) δ⋆ = 0.844 × 10−3, Reθ = 460.2 and a maximum

boundary layer thickness of 0.035c close to the trailing edge.

The outer RANS region goes from δ/2 up to 3δ. In the first part of this

region (up to δ) the mesh size was fixed to δ/10, from δ to 3δ a stretching ratio of

1.25 was used. Details about the mesh in the cavity of the actuator are presented in

section 3.5.1 but the requirements of the RANS region were followed in this part of

the domain as well.
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Method Code a Conditions

Inviscid flow Hess-Smith HSPM NACA4415 airfoil α = 5◦

Laminar BL Thwaites [127] thwaites 2D flow with Re = 1 × 106

Transition Michel [81] michel Reθ < 1.174
(
1 + 22400

Rex

)
Re0.46

x

Turbulent BL Head [19] head SS:H1trans = 1.4 θ/Ltrans =
0.317 × 10−3

a
Developed by Cebeci et al [20]

Table 3.1: Estimation of δ for the suction side

The LES region has two types of meshes: structured (viscous region) and

unstructured (focus and departure regions). For the viscous region and as suggested

by Spalart [113], similar parameters to those used in the RANS viscous region were

used. The near-wall grid size in wall units is of order 1.5 but the stretching ratio was

reduced to 1.1 in order to resolve small vortices in the detached boundary layer. This

viscous LES region extends from the wall up to 0.2c downstream. The focus region

is probably one of the most important parts of the domain because it is the region

in which the dynamics of the wake are resolved. Since the final purpose of the CFD

part of the AVOCET project is to simulate the dynamics of free flight maneuvers,

the angle of attack during these maneuvers will be changing in time (positive and

negative). This means that the focus region is not only limited downstream of the

airfoil but also above and below of it. This is the reason why a parabolic geometry

was chosen for this region (see figure 3.5). One relevant characteristic of the grid

in the focus region is its isotropy, the characteristic grid size (∆o) of this region is

determined by the grid resolution in the spanwise direction. Fifty grid points were

used in the spanwise direction making ∆o equal to 0.02c. The focus region mesh

was generated so that most of its elements were isotropic with an edge size of 0.02c.
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Figure 3.5: Mesh

The departure region goes from 4c up to 6c downstream, in this region the size of

the elements varies between 0.02c and 0.1c. The transition between the focus and

the Euler region is done smoothly as shown in figure 3.5. Finally, the Euler region

covers the rest of the domain and it has a characteristic mesh size of 0.1c. Figure 3.5

shows the final mesh used in this research. Figure 3.6 shows the detail of the mesh in

the RANS region including the transition from structured to unstructured. Table 3.2

shows id number for figures 3.5 and 3.6 along with the extension of the regions within

the computational domain. Table 3.3 summarized the different regions in which the

computational domain was subdivided and the characteristic grid sizes used in each

one.
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Figure 3.6: Mesh details close to the airfoil

Gridgen 4, a commercial software package for grid generation, was used to gen-

erate the grids. The mesh was created by blocks, taking advantage of the automatic

mesh generators and smoothness algorithms available in Gridgen. The blocks in the

RANS and the viscous LES regions were created first. Based on these blocks, the

focus region was generated and finally the Euler and departure regions were created.

To create the three dimensional domain, all the blocks were extruded in the z direc-

tion. A gridgen script file 5 can be used to recreate this process and the mesh used

in this numerical study (see Appendix B). In order to execute this script a grid file 6,

that describes the modified NACA4415 geometry, is required. Figure 3.7 shows the

wing section described in the gridgen grid file and Table 3.4 summarizes details about

4http://www.pointwise.com/gridgen/
5http://turbulence.ices.utexas.edu/data/gridgen avocet/modifiedNACA4415.glf
6http://turbulence.ices.utexas.edu/data/gridgen avocet/modifiedNACA4415.grd
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Region ID N◦ figs 3.5, 3.6 Location

Euler 1 Upstream airfoil
VR RANS 2 Wall up to ∼ δ/2
OR RANS 3 ∼ δ/2 up to ∼ 3δ
VR LES 4 Wall up to 0.2c downstream
FR LES 5 ∼ 3δ up to 4c downstream
DR LES 6 4c up to 6c downstream

Table 3.2: Mesh regions extension

Region Type Size

Euler Unstructured ∆ ≈ 0.1c

VR RANS Structured ∆y+
1 = 1.5,

∆yj

∆yj+1
= 1.2, ∆xO(10−2c)

OR RANS Structured ∆y < δ
10

VR LES Structured ∆y+
1 = 1.5,

∆yj

∆yj+1
= 1.1, ∆xO(10−3c)

FR LES Unstructured ∆ = ∆o = 0.02c
DR LES Unstructured ∆o < ∆ < 0.1c

Table 3.3: Mesh region types and sizes

the mesh .

3.4 Initial and boundary conditions

The initial condition for the velocity is just the free-stream velocity everywhere

in the computational domain, corresponds with an impulsive start of the body. This

is a common initial condition used in theoretical and computational fluid dynamics.

Appropriate initial conditions for the eddy viscosity depends on the free-stream tur-

bulence levels at the inlet of the domain (e.g. the wind tunnel). If the level of the

free-stream turbulence are not available, Spalart [115] suggests that the initial condi-

tion should be set equal to the free-stream value ν̃ and ν̃ < ν/10 is acceptable. Here,
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Figure 3.7: Modified NACA4415 section included in grid file

Number of nodes 1,838,780
Number of boundary faces 5,748,790
Number of interior faces 2,520,290

Total number of cells 1,609,800
Number of tetrahedra cells 0
Number of pyramids cells 0

Number of wedge cells 1,389,720
Number of Hexahedra cells 220,080

Table 3.4: Mesh details

the initial condition was set based on the minimum value that allows the production

term to generate eddy viscosity close to the airfoil surface. This value was set by trial

and error to ν̃initial = ν/1000. A similar process to set the initial condition for the

eddy viscosity was used by Shur et al [106].

The boundary conditions used for the velocity are shown in figure 3.8. In the

spanwise direction periodicity was imposed, so that from the point of view of the

aerodynamic properties the span is infinite. Over the airfoil surface (excluding the

cavity that is explained in the next section) the boundary condition is no-slip i.e:

Ux = 0, Uy = 0 and Uz = 0. A free boundary condition was used for the rest of the

boundaries. In CDP v2.3 free boundary conditions were not available so they had
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to be implemented. Free boundary conditions are either inflow or outflow boundary

conditions, depending on the direction of the normal velocity of the previous time

step. In particular:

if (U · n)f <= 0 then Uf = Uinlet where Uinlet can be specified arbitrarily,

otherwise determine the velocity at the boundary Uoutlet by solving

∂Uf

∂t
+ Uconv

∂Uf

∂n
= 0 (3.26)

i.e.

Uoutlet = Un
f − Uconv∆t

∆n
(Ucv − Uf)

n (3.27)

Where ∆n represents the normal distance between the cell center and the boundary

while Uconv is the average velocity at the assigned free boundary and computed as

Uconv =

∑nf
f=1 UfAf∑nf

f=1Af

(3.28)

For the SA equation, the boundary conditions are very similar to the NS

equation i.e: Periodic boundary conditions in the z direction, over the airfoil surface

(including the synthetic jet cavity) the boundary condition is Dirichlet (ν̃ = 0) and

free boundary conditions are imposed on the rest of the boundaries.

3.5 Synthetic Jet Models

In this research two different models were used in the simulation of the syn-

thetic jet actuators: a detailed time-resolved synthetic jet model and a synthetic jet

model based on an empirical Reynolds stress field induced by the actuator.
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Figure 3.8: Three dimensional view of the domain with boundary conditions

3.5.1 Detailed Model

This model consists of resolving the spatial and temporal detail of the synthetic

jet. Figure 3.9 shows the cavity of the synthetic jet, it is clear that the size of the

cavity used in the model is smaller than the actual cavity used in the experiments

(see figure 2.6). According to Mittal [83], it is important to reproduce as accurately

as possible the dynamics of the flow at the synthetic jet outlet. However, in previous

research [100], it was shown that the size of the cavity does not play an important role

in determining the characteristics of the synthetic jet. In the dynamics of the flow in

a synthetic jet, not only its outlet is important but also the small pipe or ”neck” that

connects the cavity to the synthetic jet outlet [83]. Based on these observations and

on the actual design of the the synthetic jet, the exact dimensions of the synthetic
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Cavity Cm noact Cm SSact Cm PSact

-0.088 -0.1029 -0.0675

-0.089 -0.1021 -0.0678

-0.089 -0.1031 -0.0681

Table 3.5: Different cavity sizes and moment coefficients at α = 0◦

jet outlet and neck were used, while the size of the cavity was reduced. Several

computational experiments with different cavity sizes showed that the effect on the

aerodynamic properties of the airfoil was negligible (See Table 3.5). In the cavity,

the DDES model must behave as RANS, so the meshing process in this part of the

domain followed the guidelines for the RANS region. Twenty grid points were used

across the synthetic jet outlet to resolve the velocity profile. Figure 3.9 also shows

the details of the mesh in the synthetic jet cavity.

In order to simulate the actuator diaphragm oscillation, a specified normal
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Figure 3.9: Geometry of the synthetic jet cavity (c) with mesh and detail of the
boundary condition (BC)

velocity

Un = A sin 2πF+T (3.29)

was imposed on the left boundary of the cavity (see figure 3.9). In equation 3.29, A

represents the amplitude of the Dirichlet boundary condition and it is determined by

the momentum coefficient Cµ of the synthetic jet at the outlet. Since the experimental

velocity at the synthetic jet outlet is about 40m/s ≈ 1.333U∞ and the ratio between
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Figure 3.10: Non dimensional normal velocity at the synthetic jet outlet vs time

the synthetic jet outlet and the left boundary of the cavity is ≈ 1 : 3, the amplitude of

the boundary condition was set to approximately 0.38U∞. Details about the actual

values used for the amplitude of the boundary conditions of the pressure side and

suction side actuators are discussed in chapter 4. Here, F+ is the non-dimensional

frequency (based on the chord length and the free-stream velocity) and it is set to

31.242 which for the experimental conditions is a frequency of 2050 Hz. Finally,

T represents the non dimensional time i.e. T = tU∞/c. Figure 3.10 shows the

evolution of the normal velocity at the synthetic jet outlet when the actuator operates

in quiescent air. The amplitude (A) used in this simulation was 0.38U∞ and the

computed RMS velocity is about 1.2U∞.
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Boundary conditions are also necessary for the eddy viscosity. The amount of

eddy viscosity that is ejected from the synthetic jet plays an important role in the

flow downstream. In practice, ν̃ is set to zero in all the cavity boundaries but this is

still a topic under investigation in the numerical simulation of synthetic jets [100].

3.5.2 Reynolds Stress Synthetic Jet Model (RSSJ)

This ad hoc model is based on the fact that the actuation frequencies are high

in comparison to relevant flow time-scales, which can be inferred from the fact that

in order to achieve effective flow control the difference between the characteristic flow

frequency and the actuation frequency must be about one order of magnitude [74].

The time stepping in the detailed model is limited by the actuation frequency, so in

order to be able to advance faster in time a model based on the averaged Reynolds

stress field induced by the synthetic jet is proposed. The averaged Reynolds stress

field of the synthetic jet can be obtained from computational results of the detailed

model. Figure 3.11 shows the time averaged difference of the u′u′7 Reynolds stress

component between flows with the actuator on and off.

It is clear that the Reynolds stress field is concentrated in spots or blobs, which

is important to parametrize the Reynolds stress field arising/induced by the jet. This

parametrization was done by using simple mathematical exponential functions to

7Henceforth u
′
u
′, u

′
v
′ and v

′
v
′ are the nondimensional Reynolds stress components. i.e: u′u′

U2
∞

,

u′v′

U2
∞

and v′v′

U2
∞

respectively
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Figure 3.11: Averaged difference of the u′u′ Reynolds stress component at α = 0◦,
Re = 1 × 106 and full actuation (Detailed model - SS actuator)

mimic the computational (detailed model) Reynolds stress field e.g:

u′u′ =

n∑

i=1

Γie
x̂·Mix̂ (3.30)

In this example, the parametrized u′u′ component of the Reynolds stress field is

composed from n different exponential functions. n depends on the number of spots

(blobs) of u′u′ needed, for example from figure 3.11 three spots are enough to mimic

the u′u′ field obtained from the detailed simulations. In equation 3.30, Γi determines

the u′u′ spot strength, x̂ is a vector of position in space ( x−Xi y − Yi ), where Xi

and Yi are the location of the center of the spot of u′u′. Finally, Mi is a matrix given

60



by

Mi =

(
cos θi − sin θi

sin θi cos θi

)(
λi 0
0 ωi

)(
cos θi sin θi

− sin θi cos θi

)
(3.31)

Where λi and ωi control the u′u′ spot size while θi controls the orientation. Once all

the components of the Reynolds stress are parametrized, its divergence is taken and

then this result is introduced as a momentum source in the Navier-Stokes solver. For

a given Reynolds number, the magnitude of the different numerical parameters (Γi,

λi, ωi and θi) of the RSSJ model not only depend on the jet strength8 but also on the

angle of attack. More details about the RSSJ implementation are given in chapter 4.

In order to use this model in a dynamic simulation, a local flow field variable

must control the model numerical parameters. The pressure change (∆p) upstream

of the synthetic jet outlet was selected as the control variable. Figure 3.12 shows the

position of four pressure probes used to estimate ∆p along the ramp upstream the

synthetic jet outlet. Probes 1 and 3 are located at the beginning of the ramp while

probes 2 and 4 are located half way along the ramp length. For the suction side

actuator the control variable is determined from the difference in the measurements

between probe 1 and probe 2 (∆pSS = P1−P2), while the pressure side is found from

the difference between probes 3 and 4 (∆pPS = P3 − P4).

∆pSS and ∆pPS oscillate in time with the shedding frequency, requiring that

a moving average technique [104] be employed. Such technique consists on solving a

8Jet strength (JS) is a nondimensional parameter which is 1 for full actuation and 0 for no
actuation
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Figure 3.12: Pressure probes position

differential equation for the average (∆̄p)

d∆̄p

dT
=

1

t̂
(∆p(T ) − ∆̄p) (3.32)

Where t̂ is a non-dimensional time constant set to 1 for static cases, so that shedding

and actuation frequencies were filtered. Figure 3.13 shows the variation of ∆pSS.

It is clear that for no actuation the peak-to-peak value of ∆pSS is about 0.012 and

that the moving average captures the average value of this oscillation. It is also

clear that when the actuator is active there is an increment of the averaged ∆pSS

of approximately 0.01 in the case of full actuation and 0.004 for half-actuation with

respect to the unactuated case.

By estimating ∆p for different levels of actuation (using the detailed model),

it is possible to obtain a scatter map that correlates the model variable with ∆p and

levels of actuation. By means of a radial basis function interpolation [95], a map for

each model variable was created. Figure 3.14 shows an example of the map used for

the variable Γ1 of the u′u′ component of the suction side actuator Reynolds stress

field. These maps are introduced into the CFD code so that at each time step the

model computes the magnitude of the model parameters based on the synthetic jet
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strength and ∆p. Section 4.3.4 gives more details about tuning the RSSJ model for

this specific type and application of tangential synthetic jets.

3.6 Importance and Contribution

The computational tools described in the previous sections address three sig-

nificant research issues:

• Support for the development of flow control actuators for UAVs (in the context

of the AVOCET project).

• Application and development of synthetic jet models for use in flow control
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Figure 3.14: Map of the variable Γ1 used in the RSSJ model

simulations.

• Implementation and application of hybrid turbulence models in kinetic energy

conserving algorithms.

This research represents important support for the development and applica-

tion of flow control actuators for UAVs, since it provides detail information on the

controlled flow dynamics which is useful in the controller design and sensors place-

ment. In the case of the controller design, valuable information can be obtain from

this CFD study to support the design of the outer-loop controller (See section 2.4).
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Figure 3.15 9 shows a schematic of the outer controller architecture. It has two im-

portant parts the adaptive neural network and the low (or Reduced) order reference

model. The adaptive neural network compensates the modeling errors, nonlinearities

of the synthetic jet actuators and unmodeled dynamics. Also it increases the robust-

ness of the PID controller while the reduced order reference model tries to model the

effects of the trapped vorticity and massively separated vortex structures when they

exist [75]. A correct design and validation of a reduced order model depends on the

detailed information on the vorticity field, which can be provided by this CFD study

when it is not available from experimental observation. For example, the validation

of a reduced model in an impulsively started flow can only be performed against a

higher order model [122], the evolution of the vorticity flux very close to the airfoils

trailing edge is another quantity that can best be obtained from a CFD simulation.

Sensor placement plays an important role in the performance of the closed-loop con-

troller, the higher fidelity solutions provide by this computational study help decide

the placement of the pressure and flow direction sensors.

Most of the synthetic jet models used by the CFD community are required to

solve the frequency of actuation (see section 1.2). Experimental observation has shown

that effective control is achieved with actuation frequencies an order of magnitude

larger than the natural shedding frequency of the body [4]. The shedding frequency

of the flow around an airfoil depends on the angle of attack, airfoil section and the

Reynolds number. Nevertheless, for a fixed Reynolds number (≈ 1 × 106) and airfoil

wing (NACA 4415) the Strouhal number based on the chord has been found to be O(1)

9Courtesy of Kutay and Muse (GA Tech)
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Figure 3.15: Outer loop controller architecture.

for a wide range of angles of attack [13] [71]. This means that an effective actuation

frequency should have Strouhal number of order O(10) but the experimental plunging

or pitching (maneuvering) frequency achieved in the wind tunnel is about two to three

orders of magnitude smaller than the actuation frequency i.e. O(0.01) so that there is

a difference of three to four orders of magnitude between the actuation frequency and

the maneuvering frequency. A detailed simulation of this problem is computationally

expensive due to the constraint in the time step imposed by the synthetic jet model.

A new model based on the averaged Reynolds stress field induced by the synthetic

jet (described in section 3.5.2) can be used to overcome this constraint and allows

the simulation to advance as fast as possible without compromising the accuracy

and stability of the computational results. Despite the fact that a model based

on the Reynolds stress field does not capture the detail of the unsteady flow field

induced by the actuator, the development of such a synthetic jet model represents an
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important advance in the simulation of flow control problems (especially on problems

in which average aerodynamic properties are the final objective) since it reduces the

computational cost in comparison to a time-resolved simulation.

Finally, another important aspect of this work is the implementation and ap-

plication of a hybrid RANS/LES model in a state of the art nearly energy conserving

LES code. No references have been found so far in this specific application of hybrid

models, which represents an alternative to wall treatment LES models. This imple-

mentation provides feedback information (such as stability, positivity preservation of

the eddy viscosity, mesh requirements, etc) that could be useful for future model im-

provements and for the future development of turbulent models in energy conserving

algorithms. For these reasons, this work represents an important contribution to the

field of computational aerodynamics flow control and in general to the CFD research

community.
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Chapter 4

Numerical Results and Validation

Numerical and computational results are presented in this chapter as well as

validation and comparison with experimental data. First, the available experimental

data is described and discussed. Methods to correct the experimental data for the

wall interference, solid and wake blockage, streamline curvature and infinite aspect

ratio are then explained, since such corrections are needed to facilitate comparison

to simulations. Two wing sections were considered in this study: NACA4415 and

Dragon Eye. The flow around each airfoil was simulated in three different scenarios:

unmodified section, modified section unactuated and modified section with actuation.

For all the simulations the vorticity fields (instantaneous and time averaged) and the

aerodynamic properties of the airfoil are studied and analyzed. All vorticity fields

shown in this chapter are spanwise averaged unless otherwise specified. The effects

of the actuation in the vorticity field as wells as in the aerodynamic properties are

shown and explained from both a qualitative and quantitative points of view. The

advantages of the synthetic jet model based on the Reynolds Stress are presented and

quantified as a reduction in the computational cost, including the performance of the

RSSJ model in a dynamic simulation and its comparison with the detailed model.
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4.1 Experimental data

Two different types of experimental data were used for the calibration and val-

idation of the computational models: two dimensional velocity fields measured using

PIV and integrated forces and moments. Instantaneous field data from PIV can be

used to compute time-averaged or phase-averaged statistics. For steady experiments,

there are two ways to determine the integrated aerodynamic properties of the airfoil:

by measuring the pressure distribution over the airfoil or by measuring the forces

and moments directly with the instrumentation available in the traverse structure

[17]. Figure 4.1 shows an example of a time averaged experimental velocity field. In

this case, multiple instantaneous PIV fields were used to compute the time-averaged

velocity field (arrows) in a region close to the trailing edge of the airfoil. Based on

this field, the vorticity field (contours) is computed with a simple second order finite

difference approximation. Unfortunately, the details of the flow near the pressure side

actuator can not be captured due to the position of the laser relative to the airfoil in

this experimental set-up.

4.2 Experimental data correction

The numerical results obtained from the simulations are commonly called ”sec-

tion characteristics” since an infinite aspect ratio wing and free boundary conditions

are simulated, while experimental data is usually known as ”wing characteristics” [1].

Section characteristics just depend on the airfoil shape, in contrast wing character-

istics are highly influenced by the wing plan form and aspect ratio. To be able to

compare and validate the computational results, experimental data must be corrected
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Figure 4.1: Sample experimental PIV data.

and take into account the solid and wake blockage, wall interference, streamline cur-

vature and finite aspect ratio. The correction procedure followed here is based on the

methodology proposed by Barlow et al [7] and Jacobs et al [64].

4.2.1 Solid and wake blockage correction

In free flight the ratio between the frontal area of the wing to the free stream

cross sectional area is zero, but in a wind tunnel, especially in a closed one, this

ratio is finite typically O(10−2). As a result, this solid blockage increases the surface

stresses and the free stream velocity close to the airfoil in comparison with free-air

conditions. A solid blockage correction can be determined as an adjustment to the

dynamic pressure:

ǫsb =
K1ξ1Vwing

C3/2
(4.1)
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Where K1 is a body-shape factor that depends on the type of airfoil, ξ1 depends on

the wind tunnel section, Vwing is the wing volume and C is the wind tunnel test section

area. Details about how to estimate K1 and ξ1 can be found in reference [7]. On the

other hand wake blockage is related to the finite size of the wake in the wind tunnel

(i.e the wake is thinner and shorter in comparison to free flight) the primary effect

of which is to augment the measured drag. This correction is computed following

Maskell’s method [78]:

ǫwb =
Apf

4C
Cdu (4.2)

Where Apf is the airfoil plan form area and Cdu is the measured (uncorrected) drag

coefficient. The correction for the drag coefficient is given by

∆CDw = −K1ξ1VwingCDu

C3/2
(4.3)

Equations 4.2 and 4.3 are used for low angles of attack. For massively separated flows,

a different set of corrections must be applied [7]. The solid and blockage correction

may be summed and then used to correct the measured dynamic pressure
(
q = ρAV 2

2

)
.

ǫt = ǫsb + ǫwb

qc = q(1 + ǫt)
2 (4.4)

The wake blockage correction requires experimentally determining the drag

coefficient, which may be available in some experiments. In case Cd is not available

an alternative method to correct both effects can be estimated using this empirical

equation [7]

ǫt =
F

4C
(4.5)
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Where F is the model frontal area which depends on the airfoil thickness and the

angle of attack. Once the dynamic pressure qc is corrected, then the pressure, drag,

lift and moment coefficient can be estimated.

Cdb =
Cdu

(1 + ǫt)2

Clb =
Clu

(1 + ǫt)2

Cp =
Cpu

(1 + ǫt)2
(4.6)

Cmb =
Cmu

(1 + ǫt)2

Where Cdu, Clu, Cpu and Cmu represent the measured (uncorrected) drag, lift, pressure

and moment coefficients respectively.

4.2.2 Wall interference correction

The streamlines in a cross section of the wind tunnel are very different from

those in free flight, due to the presence of the walls. Basically, the streamlines in the

wind tunnel are confined by the walls while in free flight the streamlines extend to

infinity. The theory for this correction was initially developed by Prandtl [94] and

Glauert [47] and it is based on the method of images widely used in potential flow

theory. The idea is to create a three-dimensional image system for a pair of trailing

and a lifting line vortices, this correction is highly dependent on the wind tunnel cross

sectional area and the type of lift distribution along the airfoil’s span. The presence

of the walls reduces the effective angle of attack and the drag coefficient, corrections
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for which are given by:

αw = αu + η
Apf

C
Clb57.3

Cdw = Cdb + η
Apf

C
C2

lb (4.7)

Where αw is the wall interference corrected angle of attack (in degrees), Cdw is the

corrected drag coefficient, αu is the measured angle of attack (in degrees) and η is

an experimental coefficient that depends on the shape of the test section, the type of

wind tunnel, the type of test section, the type of lift distribution on the model and

the ratio between the airfoil span and the total width of the test section so that for

the experimental set-up at Georgia Tech η ≈ 0.195.

4.2.3 Streamline curvature correction

According to Von Mises [82], the three-dimensional wing theory does not pre-

dict any influence of the aspect ratio in the position of the aerodynamic center or

the moment coefficient (Cm), nevertheless the presence of the top and the bottom

walls modify the curvature of the streamlines affecting the magnitude of the moment

coefficient. This change in the streamlines makes the body appear to have a larger

chamber while increases the lift, moment and angle of attack in comparison to free

flight which are respectively corrected as

αsc = αw + ξ2ηClb
Apf

C
57.3

Cl = Clb − ξ2ηClb
Apf

C
57.3a (4.8)

Cm = Cmb − 0.25ξ2ηClb
Apf

C
57.3a

73



Where αsc is the streamline curvature corrected angle of attack (in degrees), Cl is the

corrected lift coefficient, Cm is the corrected moment coefficient at quarter chord, a is

the experimental wing lift curve slope and ξ2 is a numerical parameter that depends

on the point at which the moment is measured, the type of wind tunnel and the wind

tunnel sectional area.

4.2.4 Infinite aspect ratio correction

Once all the corrections due to the wind tunnel walls are computed, the infinite

aspect ratio has to be taken in account. The effect of the aspect ratio on the lift

and drag coefficients was also first investigated by Prandtl [94]. Early wind-tunnel

experiments showed that the slope of the lift-curve increases while the slope of the drag

curve decreases as the wing aspect ratio increases [1]. Prandtl was able to demonstrate

that for a wing with elliptical lift distribution, the drag coefficient and the angle of

attack for wings of different aspect ratios could be correlated by simple mathematical

expressions. These expressions were extended to rectangular distributions [64], so

that the corrected angle of attack and drag coefficient are given by

α = αsc −
Cl(1 + ξ)57.3

πR

Cd = Cdw +
C2

l (1 + ζ)

πR
(4.9)

Where ξ and ζ are factors that correct the span loading distribution for an airfoil

with rectangular plan form. R is the actual aspect ratio of the airfoil, which is about

2 for the experimental set-up at Georgia tech.
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4.3 NACA4415

This section shows the numerical results for different cases at fixed angles of

attack for the NACA 4415 airfoil. In order to test the DDES implementation and

the code performance, initially several simulations of a NACA 4415 were conducted

in a wide range of angles of attack (section 4.3.1). Then, simulations of the modified

NACA 4415 (no actuation) were performed and validated against experimental results

(section 4.3.2). Finally, a set of simulations of the modified NACA 4415 airfoil at full

actuation were performed using the detailed model (section 4.3.3) and the Reynolds

Stress Synthetic Jet model (section 4.3.4).

4.3.1 Unmodified

A total of eleven simulations were performed with the unmodified NACA 4415

airfoil, nine of them were performed to validate the CFD code with legacy data while

the rest were intended to compare the results against experimental data obtained at

GA Tech and to test the performance of the DDES implementation at high angle of

attack. The conditions for the first set of computational experiments were a wide

range of angle of attack (−9◦ up to 12◦) and Re = 2.0×106. Figures 4.2 and 4.3 show

lift, moment (at quarter chord) and drag coefficient results along with legacy data

for this airfoil [2] [65] [1]. Good agreement is evident in the region between α = −9◦

and α = 10◦. In this range, the turbulence model mostly behaves as a RANS model

since there is no massive flow separation. The slope of the Cl and Cm curves is well

predicted by the numerical simulations. In the stall regime (α > 10◦), the wake is

3-dimensional and computational results strongly depend on the spanwise domain
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Figure 4.2: NACA4415 computational and experimental[1] lift and moment coeffi-
cients. Cl exp− Cl comp � Cm exp−− Cm comp ◦

extent[18]. Discrepancies of 20% between computational and experimental results at

high angle of attack have been observed when the spanwise domain extent is c and

better agreement were achieved with spanwise domains > 2c[18]. Since this study

is focused on low angle of attack simulations, it was considered that a 1c spanwise

length is sufficient to achieved satisfactory results.

The polar plot (figure 4.3) shows some disagreements in the drag coefficient

between the computational and experimental results. This observation is common in

the computational prediction of drag coefficients due to errors in the prediction of the

skin friction by the turbulence model RANS mode.

Two more tests at 19◦ and 30◦ with a Re = 5.7×105 were performed to match

the experiments at Georgia Tech and to test the implementation of the turbulent
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Figure 4.3: Comparison of the polar plot with legacy data (NACA4415). Exp− Comp
�

model in a massively separated flow (see figure 3.3). Results at angle of attack

of 19◦ also show good agreement with other simulations and experiments at the

same conditions [69] [71] [40]. Figure 4.4 shows time-averaged vorticity fields of that

simulation (left) and a comparison with the experimental PIV data (right) [15]. Even

though the experimental PIV data shows smaller scales with very strong vorticity

in the separation bubble and missing data, the simulation and experiment are in

good agreement regarding separation location (at x
c
≈ 0.3) and the structure of the

separation bubble.

Figure 4.5 shows the time-averaged pressure coefficient as a function of x
c
, the

pressure coefficient plot is similar to the experimental one [15] with some small dis-

crepancies in the peak pressure close to the leading edge and the pressure distribution
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Figure 4.4: Time-averaged spanwise vorticity at α = 19◦ computational (left) exper-
imental (right)

on the suction side of the airfoil.

4.3.2 Modified unactuated

Several static cases of the modified NACA4415 without actuation were per-

formed, for these simulations the Reynolds number was fixed at 9×105 and the angle

of attack was changed from 0◦ up to 15◦ to match the experiments at Georgia Tech.

Figure 4.6 shows a comparison between the experiments and the computational sim-

ulation of the time averaged spanwise vorticity close to the trailing edge at α = 0◦.

Good agreement is observed especially in the magnitude of the vorticity, thickness

of the shear layer formed at the end of the actuator ramp and the size of the recir-

culation regions formed downstream of the trailing edge. An observable difference is

that the computational results show stronger concentration of vorticity close to the

airfoil surface. In particular a co-rotating vortex in each side of the airfoil close to
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the trailing edge, this vortex does not appear in the PIV measurements but it is a

flow feature that should be expected. This difference can be attributed to the CFD

model higher resolution close to the airfoil compared to the PIV measurements. The

number of grid points in this region in the CFD model is about an order of magnitude

greater than the highest PIV resolution measurement.

Figure 4.7 shows the instantaneous eddy viscosity field and vorticity field for

an angle of attack of 0◦. As expected, the eddy viscosity is strong in the boundary

layers, where the generation of eddy viscosity is high, and far from the walls the eddy

viscosity behaves as a convected scalar that is diffused downstream. The vorticity

field shows a clear vortex street in the wake in which the distance between vortical

structures is x
c
≈ 0.24 and there is a slight asymmetry due to the lack of symmetry

79



Figure 4.6: Averaged spanwise vorticity modified NACA4415 at α = 0◦. Computa-
tional (left) Experimental (right).

in the airfoil profile.

The Strouhal number based on the chord length

St =
fshedc

U∞
(4.10)

can be estimated by performing a zero-crossing measurement of the evolution of one

the aerodynamic properties. Figure 4.8 shows the evolution of the moment coefficient

in convective time units (T = tU∞

c
). It was found that ten periods occurred in

∆T ≈ 2.38, so that St ≈ 4.2. This result is in fairly good agreement with the

experimental one of approximately 3.9[17].

Figures 4.9 and 4.10 show the lift, moment (at quarter chord) and drag coeffi-

cients for these simulations, in which a very good agreement between the experimental

and computational results is observed. The Cl curve slope is slightly underpredicted

by the CFD model, and the Cm curve in the experiments is flat while in the computa-
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Figure 4.7: Eddy viscosity (top) and vorticity field (bottom) at Re = 9 × 105 and
α = 0◦. (modified NACA4415)

tions the slope is slightly negative. In this case Cd results are in very good agreement

with experiments.

Figure 4.11 shows a comparison of the computational results between the un-

modified and modified NACA4415 profile. While the Cl curve slope is not strongly

influenced by the geometrical modification of the airfoil profile, there is a radical

change to the Cm curve slope. Changes in ∂Cm

∂α
have been observed experimentally

by De Salvo et al [37] with similar actuators but on a different airfoil section. An

important numerical parameter that can be computed from these results is ∂Cm

∂Cl
at low

angle of attack, which is related to the location of the aerodynamic center of the wing
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Figure 4.8: Evolution of the moment coefficient at Re = 9×105 and α = 0◦. (modified
NACA4415)

section. For the unmodified case ∂Cm

∂Cl
≈ 0.0035, so that the aerodynamic center is

located at x/c ≈ 0.245 which is very close to the experimental result of 0.242[2][65][1].

In the modified case ∂Cm

∂Cl
≈ −0.022, meaning that the aerodynamic center is located

at xac/c ≈ 0.272. Based on these calculations, the aerodynamic center moved towards

the trailing edge due to the geometrical modification of the airfoil section, this result

is consistent with experimental observations (for a large group of NACA profiles) in

which changes to the geometry such as trailing-edge included angle and airfoil thick-

ness at x/c = 0.9 were investigated and found to have the aerodynamic center move

forward, consistent with current results for the NACA4415 with actuators[97].

Figure 4.12 shows the pressure coefficient for both the unmodified and modified

NACA 4415. A modification of the pressure distribution along the airfoil surface is
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Figure 4.9: Lift coefficient for the modified NACA4415. (Cl comp � Cl exp − Cm
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observed for x/c > 0.7 due to the actuator. There is a reduction of the pressure along

the actuators ramp (due to a flow acceleration) and the pressure close to the trailing

edge is reduced due to flow separation.

4.3.3 Modified Actuated - Detailed model

Numerical results obtained from the implementation of the detailed synthetic

jet model on the modified NACA4415 airfoil are presented in this section. Two

important numerical parameters are required in the boundary condition for the syn-

thetic jet model (equation 3.29): the non-dimensional actuation frequency F+ and the

non-dimensional amplitude A. As was discussed in section 3.5.1, F+ is 31.24 which

corresponds to 2050 Hz in the experimental set-up at Georgia Tech. The amplitude

A was set to match two experimental parameters the momentum coefficient (Cµ) for

84



0 0.2 0.4 0.6 0.8 1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

x/c

C
p

Figure 4.12: Cp comparison for the NACA4415 airfoil at α = 0◦. Unmodified −−
Modified −

full actuation 1 which is O(10−3) and the actuator effectiveness (∆Cm), the latter

being the most relevant. One disadvantage of this model is that the time stepping is

constrained by the actuation frequency, a time step of 3 × 10−4 c
U∞

was used, which

was chosen to yield about 100 steps per actuation cycle. But this results in a CFL

number of only ≈ 9 which is small for this implicit time discretization on this mesh.

The effects of the synthetic jet actuator on the vorticity field and the aerodynamic

properties are of particular interest.

1Full actuation is defined by the maximum experimental voltage that could be applied to the
piezoelectric elements of the synthetic jet and that produce an RMS velocity at the synthetic jet
outlet of about 40m

s
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4.3.3.1 Effects on the vorticity field

Both time average and instantaneous vorticity fields are examined here to gain

information about the effects of the actuation on the flow. Figure 4.13 shows the time

averaged vorticity contours close to the suction side actuator in which it is clear that

the average effect of the synthetic jet is to bend the shear layer (formed at the end of

the actuator ramp) towards the actuator coanda surface, which is related to changes

in the size and shape of the recirculation regions formed downstream the trailing edge.

This bending of the shear layer has been observed experimentally (see figure 4.14) and

is associated with lift enhancement due to a local reduction of the pressure[16]. While

the details of the near actuator mean streamlines are a bit different in the experiments

and computations, the amount by which the extend streamline deflected is about the

same. Another important change brought on by the actuation is the strength of the

trapped vorticity close to the trailing edge. But, once again, the computational results

show more vortical structures in this region than the experimental PIV data. This

difference could be due to the higher resolution of the CFD compared to the PIV.

The streamlines also show that the size of the recirculation region in the near wake

(≈ 0.04x
c
) is very similar to the experimental result and it is actually shorter that

the recirculation region of the unactuated case which is ≈ 0.06x
c

in both experimental

and computational results (see Figure 4.6).

Figure 4.15 shows the time averaged vorticity field in the near wake with

either the suction side or the pressure side actuators activated. The “symmetry” of

the recirculation regions in the near wake shown in the unactuated case (see figure

4.6) is lost. For suction side actuation, the near wake shows a downwash compared
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Figure 4.13: Time averaged vorticity field for the suction side actuator. No actuation
comp (left) and full actuation comp(right)

Figure 4.14: Time averaged vorticity field including streamlines for the suction side
actuator. Computational (left) and experimental PIV (right)
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Figure 4.15: Computational time averaged vorticity field in the near wake (α = 0◦).
SS actuation (left) and PS actuation (right)

to the unactuated case consistent with the experimental results[89] (see figure 4.16).

For the pressure side actuator the near wake shows an upwash, which has also been

observed in previous experimental work[89].

Figure 4.15(right) shows that both recirculation regions are affected by the

pressure side actuation in the computational results, they seem thinner and longer

than the unactuated case. This observation is not consistent with the experimental

results in which the near wake is shorter than the unactuated case (see figure 4.16-

right). Experimental observation suggested that this difference could be attributed to

a three-dimensionality in the velocity field arising from the jet [9]. A three dimensional

version of the detailed model was implemented and tested to explain the discrepancies

observed between the experimental and computational vorticity fields for the PS

actuation. The spanwise domain size of this test was Lz = 0.0831c which corresponds

to the size of one synthetic jet disk and 20 grid points were used in the spanwise

direction. The boundary condition given by the normal velocity in the actuator
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Figure 4.16: Experimental time averaged vorticity field in the near wake (α = 0◦).
SS actuation (left) and PS actuation (right)

chamber now depends on the spanwise direction (z):

Un = A sin

(
π
z

Lz

)
sin (2πF+T ) (4.11)

Where A is set to match the same mass flux of the 2D boundary condition (see

equation 3.29). Figure 4.17 shows the time averaged vorticity field at two different

spanwise locations for this simulation. It is clear that at z = 0.04c (center of the

synthetic jet outlet) the vortical structures and the near wake are shorter than at

z = 0. A very good agreement is observed between the experimental PIV results (at

the same spanwise location - figure 4.18) and the three dimensional simulation, not

only in the magnitude and size of the vortical structures but also on the computed

streamlines based on a 2D velocity field. Though the three-dimensionality of the

velocity field explains such differences, using this model makes the CFD extremely

expensive. For a simulation with a domain of one chord-length in the Z direction, it

requires about 250 grid point in the spanwise direction and a reduction of the filter
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Figure 4.17: Time averaged vorticity field with streamlines for 3D detailed model.
z = 0 (left) and z = 0.04 (right)

size in the LES region of 10 times, increasing the number of control volumes to the

order of 100 millions. For this reason this three dimensional synthetic jet model was

not pursued any further.

The effect of the actuators in the wake is more dramatic in the instantaneous

vorticity fields. Figure 4.19 shows the instantaneous vorticity field of the wake for the

SS actuated (left) and PS actuated (right) 15T after the actuation was iniciated. For

the suction side actuation, the Strouhal number increases to 5.1 as was corroborated

through a Fourier analysis (see figure 4.44). More details about this St increment are

given in section 4.3.4.2. It is also clear that the wake for the suction side actuation

is thinner in comparison to the unactuated case. On the other hand the pressure

side actuation produces a different effect on the wake, it reduces the vortex shedding

substantially, and a stabilization of the wake is observed after 8 convective time units

(T). Attenuation of vortex shedding with high frequency actuation has also been
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Figure 4.18: Experimental time averaged vorticity field with streamlines for the PS
actuation.

observed in other experimental studies in which it was found that the high frequency

actuation increases the dissipation and reduces the turbulent kinetic energy in the

wake[49][130].

Figures 4.20 and 4.21 show the averaged turbulent kinetic energy in the near

wake for the unactuated case and the pressure side actuation case respectively. For

the unactuated case, the computational results fluctuating energy is about a factor of

1.5 larger than the experimental measurements. The stabilization of the wake due to

pressure-side actuation observed in the instantaneous vorticity field is corroborated

in the averaged computational turbulent kinetic energy field (Figure 4.21 left). This

reduction of the turbulent kinetic energy has also been observed in the experimental

setup at Georgia Tech, but not as strongly as is predicted by the simulations.
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Figure 4.19: Instantaneous vorticity field in the wake (α = 0◦). SS actuation (left)
and PS actuation (right)

Figure 4.20: Averaged turbulent kinetic energy field unactuated case (α = 0◦). Com-
putational (left) and experimental (right)
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Figure 4.21: Averaged turbulent kinetic energy field pressure side actuation case
(α = 0◦). Computational (left) and experimental (right)

This stabilization of the wake is not observed at other angles of attack or lower

jet strengths, so several computational experiments were run changing other param-

eters such as: frequency of actuation and trailing edge rounding, at full actuation. It

was found that the stabilization of the wake was still observed at other frequencies of

actuation (in the vicinity of F+) so a phase locking effect was ruled out. On the other

hand, it was observed that the stabilization of the wake was broken if the trailing

edge was rounded (at F+ = 31.24). Despite that there was not available data of

the exact rounding of the trailing edge of the wind tunnel model, the computational

model was rounded with a radius of ≈ 0.001c. Figure 4.22 shows the effects of the

rounding in the instantaneous and time averaged vorticity for the PS actuation. It is

clear that the time averaged vorticity shows a shorter near wake and that the instan-

taneous vorticity field shows a vortex street. The effect of such an small rounding of

the trailing edge is significant in the flow field but it is negligible in the aerodynamic

properties as is shown in section 4.3.4.2.
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Figure 4.22: Vorticity field for the rounded trailing edge case (PS actuation and
α = 0◦). Time averaged near wake (left) and Instantaneous wake (right)

Figure 4.23 shows the evolution of the vorticity and velocity vector field in

one actuation cycle at full actuation. The cycle starts with the inflow phase (Figure

4.23a). In this stage the fluid is sucked into the actuator cavity, as this is happen-

ing a clockwise vortex (blue) is formed over the synthetic jet outlet. The size and

strength of the vortex increases as the inflow finishes as is shown in Figure 4.23b.

The outflow phase starts in Figure 4.23c, at this moment the fluid that is blown out

of the cavity interacts with the clockwise vortex and detaches it. As the outflow

continues a counterclockwise vortex (Figure 4.23d), which is smaller and weaker than

the clockwise vortex of the inflow phase, is created at the synthetic jet outlet. Figure

4.23e shows the end of the outflow phase, were the counterclockwise vortex detaches

from the actuator due to the cross flow. Both vortices interact with the wall vorticity

and with the shear layer as they are convected downstream. Figure 4.23f shows the

beginning of the inflow stage, in which the clockwise vortex starts. Finally, the cycle

is completed as it is shown in Figure 4.23g.
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Figure 4.23: Evolution of the vorticity and vector field close to the synthetic jet outlet
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This dynamic of the vorticity field at the synthetic jet outlet depends on a

formation criteria given by the inverse of the strouhal number based on the slot

height (F+
h ) [59]

1

F+
h

=
Ũ

Ωh
(4.12)

Where h is the height of the synthetic jet outlet, Ω is the actuation frequency and Ũ

is the time and spatial averaged synthetic jet exit velocity given by

Ũ =
2

Th

∫ h

0

∫ T/2

0

u(t, h)dtdh (4.13)

Mittal et al [59] proposed that when this quality is greater than about 1, a synthetic

jet is formed 2 [59]. For full actuation the inverse of the strouhal number is 3.86 so as

is shown in figure 4.23 a jet is formed. If the jet strength is not high enough to reach

the formation criteria then the pair of vortices is ingested back into the slot during the

inflow phase and no jet is formed. Figure 4.24 shows the evolution of the vorticity field

in one actuation cycle at a quarter of full actuation. The cycle starts with the outflow

(Figure 4.24a) in which the fluid is blown out of the actuator’s cavity and a pair of

co-rotating vortices are formed at the synthetic jet outlet. The size and strength of

the vortices increase as the outflow phase continues (see figures 4.24b and 4.24c) but

not as strong as in the full actuation case. The outflow finishes in Figure 4.24c, but

the vortices are not detached and they stay at the synthetic jet outlet. The inflow

starts in Figure 4.24d in which the pair of co-rotating vortices start being sucked into

the synthetic jet outlet. As the inflow continues (Figures 4.24e and 4.24f), the vortices

2Jet formation as “the appearance of a time-averaged outward velocity along the jet axis and
corresponds to the generation and subsequent convection or escape of a vortex ring”[59]
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are slowly ingested into the synthetic jet as their size and strength decreases. Finally,

the cycle is completed as is shown in Figure 4.24g in which the pair of co-rotating

vortices were ingested back into the slot. For this case, the inverse of the strouhal

number was about 0.98 so the evolution shown in figure 4.24 is consistent with the

theory of jet formation and it is expected that the performance of the synthetic jet

will be seriously affected for this operating condition.

4.3.3.2 Effects on the the aerodynamic properties

The effects of the actuation on the aerodynamic properties are mainly focused

on the lift, moment and pressure coefficients for two reasons: first Cl and Cm are the

most relevant properties to airfoil dynamics; and second, it is expected that the impact

of the synthetic jet actuation on the drag coefficient is negligible. The evolution of the

aerodynamic properties in time before and after actuation is the first way in which

the effects of the actuation will be explored. Figure 4.25 shows the evolution of the

moment coefficient (Cm) measured at 0.25c for an angle of attack of 0◦ in which the

actuator is active after 7.5 convective time units. When the suction side actuator is

active, there is an increase in the pitch down moment, on the other hand there is a

pitch up when the pressure side actuator is active.

Figure 4.26 shows the effects of the actuator on the lift coefficient (Cl) for

the same simulation, when the suction side actuator is active there is a reduction

of the lift coefficient, while there is an increase when the pressure side actuator is

active. For this simulation (Re = 9 × 105 and α = 0◦) the increase in the Cm due to

the suction side actuator is about 0.015 while the reduction in Cl is about 0.07 (i.e
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Figure 4.24: Evolution of the vorticity and vector field close to the synthetic jet outlet
for quarter of full actuation
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Figure 4.25: Moment coefficient as a function of T. (No act − SS − PS −)

∆Cl ≈ 5∆Cm), similar results were reported in the experimental measurements at

Georgia Tech.

The effect of the actuation on the drag coefficient at an angle of attack of 0◦

is shown in figure 4.27. The change in the drag is negligible since the average Cd

value before actuation is ≈ 0.016 while for the suction and pressure side actuation it

is ≈ 0.0157 and ≈ 0.0152 respectively. Another important observation is the change

in the dominant frequencies in the evolution of the aerodynamics properties, before

and after the actuation. Before actuation, the shedding frequency is dominant, but

with actuation, it is the actuation frequency that is dominant.

Figure 4.28 shows the variation of the time-averaged pressure coefficient (Cp)

along the airfoil due to full actuation at an angle of attack of 0◦. Actuation influences
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Figure 4.26: Lift coefficient as a function of T. (No act − SS − PS −)
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Figure 4.27: Drag coefficient as a function of T. (No act − SS − PS −)
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Figure 4.28: Pressure coefficient at α = 0◦ . (SS − PS − no act −)

the pressure distribution, especially at the trailing edge where a spike in the pressure

is induced by the actuation. The increment of Cp at full actuation, for both the

suction and pressure side actuators, at x
c

= 0.95 (position of the actuators) is about

0.9 relative to the unactuated case. Similar results were reported by DeSalvo et al

[37] with the same actuators but on a different airfoil. This local reduction of the

pressure is associated with the trapped vorticity and with a flow acceleration close to

the trailing edge.

Figure 4.29 shows the effect of the suction side jet strength on the time-

averaged pressure coefficient at an angle of attack of 0◦. On the left, is shown that

as the level of actuation decreases the area inside the CP curve (hence Cl) decreases.

Figure 4.29 (right) shows the Cp spike near the trailing edge caused by the actua-
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Figure 4.29: Pressure coefficient at α = 0◦ for different levels of SS actuation. (Full
− Three quarter− half− quarter − noact −)

Actuation ∆Cp

0.25 0.05
0.5 0.21
0.75 0.6
1.0 0.99

Table 4.1: ∆Cp at x
c
≈ 0.97 (synthetic jet outlet location) for different levels of

actuation

tion. When the jet strength is approximately a quarter of the full actuation, the lift

enhancement is greatly reduced, as was predicted by the jet formation criteria which

can be quantified by the increment on the local pressure at the synthetic jet outlet

(see table 4.1).

The effectiveness of the actuator is measured by computing the increase or

decrease of the the aerodynamic properties of the airfoil, in particular the change in

moment and lift coefficients (∆Cm and ∆Cl respectively). In early computational ex-

periments, the performance of the pressure and suction side actuators was presumed
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to be identical; That is A = 0.38U∞ (see equation 3.29) was the same for both ac-

tuators, set to match the experimental determined Cµ = O(10−3). But comparison

with experimental data over a range of α showed and inconsistency which was not

possible to eliminate under the assumption of identical actuators. A number of pos-

sible causes for this discrepancy were eliminated, including three dimensionality of

the actuation and PS boundary layer grid resolution. To address this discrepancy,

the amplitudes of the boundary condition forcing for the two actuators were adjusted

independently to match experimental ∆Cm at α = 0◦, with the result of A = 0.41U∞

and A = 0.36U∞ for the SS and PS actuators respectively. However, there was still

a discrepancy in the PS ∆Cm response, with the sensitivity of ∆Cm to α too large

in the computations, as is evident in figure 4.30. It was found that this discrepancy

could be addressed by making a small geometric adjustment in the PS actuator as

shown in figure 4.31.

Figures 4.32 and 4.33 show the effectiveness of the actuator (computational and

experimental), with the modifications mentioned before, in the range of −2◦ to 6◦ at

full actuation. It is shown that the boundary condition and geometric modifications

help to capture the correct trend in the ∆Cm and ∆Cl slopes. The performance

and parametrization of the detailed and RSSJ models could be improved by more

precisely matching the experimental data. Since ∆Cm is a small quantity of O(10−4),

it is very sensitive to the precision in the boundary condition parameter A. Here,

it was considered that the precision given to A was acceptable to demonstrate the

capabilities of the detailed model.
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Figure 4.30: ∆Cm as a function of α (early results). (SS exp − PS exp− SS comp ◦
PS comp �)

Figure 4.31: Geometrical modification in the PS actuator
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Figure 4.32: ∆Cl as a function of α. (SS exp − PS exp− SS comp ◦ PS comp �)
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Figure 4.33: ∆Cm as a function of α. (SS exp − PS exp− SS comp ◦ PS comp �)
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Figure 4.34: Reynolds Stress field arising from the suction side synthetic jet. u′u′

(left) u′v′ (center) v′v′ (right).

4.3.4 Modified Actuated - RSSJ model

As pointed out in section 3.5.2, numerical results from the detailed model can

be used to develop a less computationally expensive synthetic jet model for dynamic

simulations. As it was discussed in chapter 3, this ad hoc model involves parameteriz-

ing the two dimensional time and spanwise averaged Reynolds stress field (RSF) that

arises from the synthetic jet. Figure 4.34 shows the three components of the RSF (for

the suction side actuator at α = 0◦) that arise from the jet, which are obtained by

computing the difference between the actuated and unactuated averaged fields. To

fully describe the Reynolds stress tensor, it is necessary to represent at least eight

concentrations (sources or blobs). As explained in section 3.5.2 (see equation 3.30)

each source requires six different numerical parameters (Γi, θi, λi, ωi, Xi and Yi)

meaning that a complete description of the RSF needs almost fifty numerical param-

eters per actuator, and in general each parameter would be a function of α and the

jet strength for static airfoils.

A model with 50 numerical parameters to independently characterize as a
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function of α and the jet strength is challenging, so for practical reasons the model

was here simplified by reducing the number of spots and by dependency reduction.

The dependency reduction is simply based on observation of the Reynolds stress

field behavior (obtained from detailed simulations) at three different angles of attack

(−6◦ ,0◦ and 6◦) and four different levels of actuation (full, three quarter, half and

quarter). For example: Figure 4.35 and 4.36 show the variation of the u′u′ component

of the actuator induced Reynolds stress with the angle of attack and jet strength

respectively. For this component of the Reynolds stress, the angle of attack strongly

affects θi and in a weaker way Γi, λi and ωi, while the jet strength directly affects

only Γi. Similar behavior was observed for the v′v′ component of the Reynolds stress,

while the u′v′ component is strongly affected by the jet strength but is unaffected

by changes in the angle of attack. The spots position defined by (Xi, Yi) does not

strongly change with the jet strength or the angle of attack for any component of the

Reynolds stress field.

Based on these observations, dependency reduction allows the number of de-

pendent parameters to be decreased from almost fifty to eleven parameters per actu-

ator. These eleven parameters are: the strength of all eight spots (see figure 4.34),the

angle of spot 1 and the size controlling parameters (λi and ωi) of spot 6. This model

was implemented and tested, showing good results in both the averaged vorticity field

and the aerodynamic properties in comparison with the experimental results (see fig-

ure 4.37). Using these eleven parameters in the model not only captures the basic

shedding frequency but also other frequencies due to the interaction of the synthetic

jet with the shear layer that develops at the end of the actuator ramp.
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Figure 4.35: Reynolds Stress field arising from the suction side synthetic jet vs α.
α = 0◦ (left) α = 6◦ (right).

Figure 4.36: Reynolds Stress field arising from the suction side synthetic jet vs jet
strength. Full actuation (left) half actuation (right).
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Figure 4.37: Averaged vorticity field (left) and Cm evolution for the RSSJ model (11
parameters).

In order to eliminate the synthetic jet interaction with the shear layer, the

weaker spots were also eliminated i.e: Only those concentrations of Reynolds stress

that were located closer to the synthetic jet outlet (1, 4, 5 and 6) were retained. It

seems that these spots would represent the Reynolds stress field very close to the

synthetic jet outlet disregarding the interaction of the synthetic jet with the shear

layer formed at the edge of the actuator ramp. Based on this analysis a simplified

RSSJ model can be developed with only seven numerical parameters (Γ1, θ1, Γ4, Γ5,

Γ6, λ6 and ω6) that change with the angle of attack and the jet strength. Once the

number of parameters used in the RSSJ model are determined, then their numerical

values have to be estimated. A First approximation to this estimation is done by

eyeballing matching the Reynolds stress field obtained from the detailed model. Then

the numerical parameters are slightly adjusted in order to match ∆Cm values from

the detailed model. Appendix C shows the magnitude of the seven parameters finally
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used in the RSSJ model for the different cases including those parameters that remain

unaltered. Though this set of numerical parameters is specifically designed for this

application and problem, the methodology followed in this study could be extended

to other synthetic jet simulations.

To complete the model, the maps of the dependence of these numerical param-

eters with respect to the change of pressure (∆p) along the actuator ramp has to be

determined. As discussed in section 3.5.2, to use this model in a dynamic simulation

the numerical parameters must be controlled by a local flow field variable (∆p) and a

radial basis function interpolation. Appendix D shows the values of the weights used

in the interpolation process, in which a Gaussian radial basis function was employed

due to its extrapolation properties particularly close to zero jet strength [95]. This

simplified model was implemented and used here and its results are shown in the

following sections.

4.3.4.1 Effects on the vorticity field

As previously discussed, the important quantitative effect of the actuation, is

the bending of the shear layer formed at the actuator ramp edge towards the coanda

surface. Figures 4.38 and 4.39 show the time average spanwise vorticity for the suction

and pressure side actuators respectively, with a comparison of the detailed and RSSJ

model.

While there are some differences in the details, the simplified model captures

the bending of the shear layer towards the coanda surface and also the distribution of

vorticity along the surface including the trapped vorticity close to the trailing edge,
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Figure 4.38: Comparison of the time-averaged spanwise vorticity field (SS) at α = 0◦

between detailed model (left) and RSSJ model (right)

despite the fact that the simplified model just retained the sources that were closer

to the synthetic jet outlet. The most remarkable difference is the vorticity far from

the coanda surface on the suction side actuator. It is suspected that this difference is

due to the lack of sources in this part of the domain, which would interact with the

shear layer that is formed at the end of the actuator ramp.

Figure 4.40 shows the time average vorticity field for the suction and pressure

side in the near wake, which shows very good agreement with the detailed model (see

figure 4.15). As in the detailed model, there is a downwash of the vortical structures

for the suction side actuation and a upwash for the pressure side actuation. It is

also clear that the recirculation regions seem longer and thinner for the pressure side

actuation than the suction side actuation which is also apparent in the detailed model

results.

The effect of the model on the instantaneous vorticity field in the wake is
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Figure 4.39: Comparison of the time-averaged vorticity field (PS) at α = 0◦ between
detailed model (left) and RSSJ model (right)

Figure 4.40: Computational time averaged vorticity field in the near wake (RSSJ
model) at α = 0◦. SS (left) and PS(right)
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Figure 4.41: Instantaneous vorticity field in the wake at α = 0◦ (RSSJ model). SS
(left) and PS (right)

shown in figure 4.41. The RSSJ model shows good agreement with the detailed

model especially for the suction side actuator, for which the vortex shedding frequency

with the RSSJ model is consistent with the detailed model. There is an observable

difference in the wake for the pressure side actuation. As was pointed out in section

4.3.3.1, the detailed model showed a wake stabilization by pressure side actuation,

and this effect it is not completely captured by the RSSJ model. This was expected

since the RSSJ model does not represent the dynamic interaction between the jet

unsteadiness and vortex shedding. With round trailing edge, for which there is no

wake stabilization, the RSSJ model is in good agreement with the detailed model.

4.3.4.2 Effects on the aerodynamic properties

Similar to the detailed model, we are particularly interested in the lift, moment

and pressure coefficients. Figures 4.42 and 4.43 show the evolution of Cm and Cl

respectively. The conditions for these simulations are the same as the detailed model

113



5 6 7 8 9 10 11 12
-0.14

-0.12

-0.1

-0.08

-0.06

-0.04

T

C
m

Figure 4.42: Moment coefficient as a function of T for the RSSJ model. (No act −
SS − PS −)

i.e: Re = 9 × 105 and α = 0◦, and the actuation starts at T = 7.2. Clearly,

lift enhancement and moment reduction result from suction side actuation while lift

reduction and moment enhancement arise with pressure side actuation. In these plots,

the dominant frequency after actuation corresponds to the shedding frequency, not

the actuation frequency, as was the case in the detailed model (see figures 4.25 and

4.26). The fact that the dominant frequency for the RSSJ model is the shedding

frequency, it allows the model to be advanced in time faster than the detailed model.

Though the magnitude of Cm and Cl fluctuations are significantly smaller in the RSSJ

model, the average values of the aerodynamic properties are consistent between RSSJ

and detailed models.

A Fourier analysis of the moment coefficient evolution (in both models) was
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Figure 4.43: Lift coefficient as a function of T for the RSSJ model. (No act − SS −
PS −)

performed further analyze the differences between the models. Figure 4.44 shows the

frequency spectrum of the suction side moment coefficient evolution for both synthetic

jet models.

For the detailed model two primary peaks are observed in the frequency spec-

trum: at F = 31.2U∞

c
and at F = 5.1U∞

c
. The first occurs at the actuation frequency

F+ while the other is at the shedding frequency St. In fact St is shifted to higher

frequency compared to that for the unactuated case of 4.0 (see figure 4.8). The RSSJ

model eliminates the actuation frequency while retaining the shedding frequency and

amplitude, which is corroborated by the comparison between the evolution of Cm for

the RSSJ and the low-pass filtered evolution of Cm for the detailed model (see figure

4.45).
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Figure 4.44: Fast Fourier transform of the evolution of Cm for the SS actuation.
(Detailed model − RSSJ model −)

A similar analysis was performed on the pressure side actuation (see figure

4.46). As in the SS case the RSSJ model retains the shedding frequency (St ≈ 3.7)

while the actuation frequency (F+ ≈ 31.2) is eliminated. In this case, the shedding

frequency is shifted to lower frequencies compared to the unactuated case . Finally,

the amplitude of the shedding frequency is not as well captured as it was in the SS

case, as it was pointed out previously the attenuation of the shedding frequency in

the detailed model is stronger than the attenuation in the RSSJ model.

Since the stabilization of the wake was suppressed by rounding the trailing

edge, a Fourier analysis of simulations results with rounded trailing edge was per-

formed for both synthetic jet models. Figure 4.47 shows the frequency spectrum for

the evolution of the moment coefficient for several cases. With rounded trailing edge
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Figure 4.45: Evolution of Cm for the SS actuation. (Filtered detailed model − RSSJ
model −−)

the shedding frequency in all cases occurs at F ≈ 4.3. This result corroborates the

effect of the trailing edge geometry on the stabilization of the wake and the magnitude

of the shedding frequency relative to the unactuated case. The effect of this small

trailing edge rounding on the mean aerodynamic properties is otherwise negligible as

shown in table 4.2.

Figure 4.48 shows the time-averaged pressure coefficient along the airfoil at

α = 0◦ and full actuation for both the detail and RSSJ models. Good agreement is

found between the two models, despite the fact that the Cp spike is a little bit over

predicted by the RSSJ model in both SS and PS actuation. It is also observed that

the RSSJ model reproduces very well the pressure distribution along the synthetic

jet actuator ramp which plays an important role in the performance of the RSSJ
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Figure 4.46: Fourier transform of the evolution of Cm for the PS actuation. (Detailed
model − RSSJ model −)
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Figure 4.47: Fourier transform of the evolution of Cm for both SS actuation (left)
and PS actuation (right) with rounded trailing edge. (no actuation − Detailed model
−− RSSJ model −.)
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Cm Detailed model
Sharp Rounded

α no act SS PS no act SS PS

0◦ -0.0910 -0.1066 -0.0759 -0.0905 -0.1065 -0.0761
6◦ -0.0870 -0.0972 -0.0654 -0.0868 -0.0974 -0.0652

Cm RSSJ model
Sharp Rounded

α no act SS PS no act SS PS

0◦ -0.0908 -0.1075 -0.0767 -0.0901 -0.1068 -0.0750
6◦ -0.0869 -0.0973 -0.0660 -0.0871 -0.0975 -0.06710

Cl Detailed model
Sharp Rounded

α no act SS PS no act SS PS

0◦ 0.4471 0.5171 0.3830 0.4473 0.5172 0.3829
6◦ 1.1444 1.1939 1.0543 1.1445 1.2001 1.0543

Cl RSSJ model
Sharp Rounded

α no act SS PS no act SS PS

0◦ 0.4451 0.5172 0.3804 0.4431 0.5171 0.3785
6◦ 1.1443 1.1932 1.0553 1.1450 1.1910 1.0487

Table 4.2: Aerodynamic properties for rounded and sharp trailing edge NACA4415.

model. Figure 4.49 shows a Cp comparison at the trailing edge (α = 0◦) between the

detail and RSSJ model for three different levels of SS actuation. The time averaged

Cp spike close to the synthetic jet outlet is well represented by the RSSJ model for

the different levels of actuation but some differences can be observed in the pressure

distribution on the trailing edge especially at 0.75 of full actuation.

The actuator effectiveness (∆Cl and ∆Cm) was also computed for the RSSJ

model at different angles of attack as shown in figures 4.50 and 4.51. A very good

agreement was achieved between the RSSJ model and the detailed model not only
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Figure 4.48: Pressure coefficient at α = 0◦ for the PS (left) and SS (right) actuation.
(Detailed model − RSSJ model −−)

in the trends but also in the magnitude of the effectiveness. Even though the cali-

bration of the RSSJ model was done for 0◦, 6◦ and −6◦, the model performs well at

intermediate angles of attack like −2◦ and 3◦.

Finally, table 4.3 shows a ∆Cm comparison between the experimental and

computational results for both actuators and both models at different levels of actua-

tion. Jet strength (JS) in this computational study is defined as the nondimensional

A (amplitude of boundary condition) while in the experiments is defined by the input

voltage, so a mapping function between A and voltage to match the actuator effec-

tiveness needs to be created to perform dynamic simulations with the controller. It

is clear that in the computational results the actuator effectiveness is highly reduced

at JS = 0.25 making a correct measurement of ∆Cm difficult. This reduction in the

actuator performance is in agreement with the formation criteria for synthetic jets as

described in section 4.3.3.1.
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Figure 4.49: Time averaged Cp close to the trailing edge at α = 0◦ for the SS actuation
and different levels of actuation. (Detailed model solid line and RSSJ model dashed
line. Colors indicate: 0.75, 0.5 and 0.25 of full actuation)

4.3.4.3 Dynamic simulation

To test the capabilities of the RSSJ model, a dynamic simulation of the modi-

fied NACA4415 was performed using a moving mesh implementation in CDPv2.3[66].

This implementation is based on a conservative formulation of the Navier-Stokes equa-

tion in a non-inertial reference frame, and it does not require remeshing or volumetric

source terms in the NS equation [72]. The dynamic test pursued in this study consists

on forcing the airfoil to pitch with a frequency of 0.5U∞/c in a prescribed angle of

attack given by

α = −2.5(1 − cos(πT )) (4.14)
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Figure 4.50: ∆Cl and as a function of α. (SS exp − PS exp− SS detailed model ◦
PS detailed model + SS RSSJ model ⋄ PS RSSJ model �)

The actual dynamic maneuver frequencies in the wind tunnel are about one order of

magnitude slower than this test case, so that there are not experimental data available

for comparison. The initial condition for the pitching airfoil simulation is a static

airfoil at α = 0◦, and five different cases were pursued: dynamic no actuation, dynamic

SS actuation (detailed model), dynamic SS actuation (RSSJ model), dynamic PS

actuation (detailed model) and dynamic PS actuation (RSSJ model). All simulations

were run for ten pitching cycles to compute estimates of the vorticity and aerodynamic

properties phase averages. Figure 4.52 shows the instantaneous vorticity field in the

wake after 9.5 pitching periods i.e α = −5◦ and T = 19.5 after the dynamic motion

was initialized. The vortex street shows a sinusoidal undulation due to the motion of

the airfoil and the vortices are weaker and smaller than in the static case. There are
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Figure 4.51: ∆Cm and as a function of α. (SS exp − PS exp− SS detailed model ◦
PS detailed model + SS RSSJ model ⋄ PS RSSJ model �)

no remarkable differences in the far wake due to the actuation, but in the near wake

the PS actuation shows a minor stabilization of the vortex shedding at this specific

moment in the airfoil maneuver.

The phase averaged vorticity in the near wake at the maximum pitch up case

(α = −5◦) is shown in figure 4.53 for all actuation cases and both models. As in the

static case, there is a downwash of the near wake with SS actuation and an upwash

with PS actuation. There are some differences in the vorticity distribution between

the detailed and RSSJ models, similar to those observed in the static case, but in

general the RSSJ model captures the effect of actuation reasonably well.

A more interesting result is the evolution of the aerodynamic properties, in
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SS Exp PS exp
H

H
H

H
H

H
JS

α −6◦ 0◦ 6◦ −6◦ 0◦ 6◦

1/4 -0.0028 -0.0023 -0.002 0.002 0.0022 0.0027
1/2 -0.0084 -0.0066 -0.0041 0.0046 0.0063 0.0071
3/4 -0.012 -0.0116 -0.0066 0.008 0.011 0.0117
1 -0.018 -0.015 -0.010 0.011 0.015 0.022

SS detail PS detail
H

H
H

H
H

H
JS

α −6◦ 0◦ 6◦ −6◦ 0◦ 6◦

1/4 -0.0015 -0.0007 -0.0002 0.0021 0.0025 0.003
1/2 -0.0054 -0.0035 -0.0019 0.0038 0.0042 0.0043
3/4 -0.0155 -0.0114 -0.0091 0.0072 0.010 0.0102
1 -0.0245 -0.0173 -0.0114 0.0142 0.0152 0.0178

SS RSSJ PS RSSJ
H

H
H

H
H

H
JS

α −6◦ 0◦ 6◦ −6◦ 0◦ 6◦

1/4 -0.001 -0.0005 -0.0003 0.002 0.0022 0.0025
1/2 -0.0055 -0.0025 -0.0013 0.0037 0.0045 0.0047
3/4 -0.014 -0.012 -0.0074 0.0087 0.012 0.0123
1 -0.0239 -0.0167 -0.0113 0.0140 0.016 0.019

Table 4.3: ∆Cm comparison between experiments and synthetic jet models at different
levels of actuation.

particular, Cl and Cm. Figure 4.54 shows the evolution of Cl for two pitching periods

including both models and the unactuated case in which Cl varies between −0.25

and 0.5. The static values of Cl for α = −6◦ and α = 0◦ are 0 − 0.21 and 0.45

respectively. For the detailed model the evolution of the aerodynamic properties is

the superposition of three frequencies (actuation, shedding and pitching) while for the

unactuated case and RSSJ model there is a superposition of two frequencies (shedding

and pitching). As in the static case, a lift enhancement with respect to the unactuated

case is observed for the SS actuation and a lift reduction for the PS actuation. The
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Figure 4.52: Instantaneous vorticity field on the wake for the dynamic test. Top to
bottom: no actuation, SS actuation and PS actuation. Detailed model (left column)
and RSSJ model (right column)

RSSJ model appears to follow the average behavior of the detailed model. Similar

results were found for the evolution of Cm (not shown).

A phase average of the aerodynamic properties was performed using the data

for 10 pitching periods and plotted against time and α (see figures 4.55 and 4.56).

The shift between the actuated and unactuated curves is due to lift enhancement

and moment reduction due to the SS actuation and lift reduction and moment en-

hancement due to the PS actuation, as in the static results. A hysteresis, typical

in pitching airfoils, is observed in both aerodynamic properties and in these figures,

the Cm loop is counterclockwise which is characteristic of high frequency pitching

airfoils [21]. The RSSJ model performance in capturing the average values of the

aerodynamic properties is good.

A comparison of the evolution of the aerodynamic properties (five pitching

periods) of the RSSJ model and the low pass filtered detailed model is shown in figure

4.57. The RSSJ model has a larger amplitude oscillation at the shedding frequency
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Figure 4.53: Near wake phase averaged vorticity field for a periodically pitching airfoil
at maximum pith up (α = −5◦). Top to bottom: no actuation, SS actuation and PS
actuation. Detailed model (left column) and RSSJ model (right column)

than the detailed model and a phase lag is also observed between the two models,

which can be attributed to the initial conditions for the dynamic motion (which are

slightly different).

Figure 4.58 shows the evolution of the effectiveness of the SS actuation in time

for both models. Even though there is an initial phase lag between the two models,

the RSSJ model is successful in representing the average behavior of the detailed
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Figure 4.54: Lift coefficient as a function of T (dynamic test). No actuation − SS
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Figure 4.55: Phase average lift coefficient as a function of T (left) and α (right). No
actuation − SS actuation detail − SS actuation RSSJ − PS actuation detail − PS
actuation RSSJ −
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Figure 4.56: Phase average moment coefficient as a function of T (left) and α (right).
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Figure 4.57: Comparison Cl and Cm between RSSJ model and low pass filtered de-
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actuation RSSJ −
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Figure 4.58: Evolution of the suction side actuation effectiveness. Detail − RSSJ −

Effectiveness SS detail SS RSSJ PS detail PS RSSJ

∆Cm -0.023 -0.022 0.0158 0.0155
∆Cl 0.101 0.099 -0.073 -0.072

Table 4.4: Actuation effectiveness at full actuation in dynamic case

model. Table 4.4 shows the time average values of the effectiveness of both actuators

and both models. The lift to moment effectiveness ratio (for both actuators) is about

4.7 which is very close to the static result.

Since the RSSJ model was created for static cases is important to check the

performance and evolution of the RSSJ model numerical parameters in time. In order

to compute the model control variable moving average, a time constant of 0.5c/U∞

was used, this allows the shedding frequency (4U∞/c) but not the pitching frequency

(0.5U∞/c) to be filtered out. Figure 4.59 shows the evolution of the RSSJ control

variable moving average and the evolution of the numerical parameter Γ1 for SS

actuation. These two variables are in phase with the angle of attack and not with the

aerodynamic properties, thus these numerical parameters do not show hysteresis.
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Figure 4.59: Evolution of Γ1 (−) and ∆p for the suction side actuation (−−)

4.3.4.4 Computational cost

The idea of developing a synthetic jet model by using the time-averaged

Reynolds stress field induced by the jet is to reduce the computational cost of the

detailed model. Time advancing with the detailed model is constrained by the fre-

quency of actuation, the higher the actuation frequency the smaller the time step.

On the other hand, the RSSJ model eliminates the actuation frequency, therefore it is

constrained by the stability/accuracy of the numerical method. A cheaper synthetic

jet model represents an advantage, particularly for dynamic simulations in which the

frequency of plunging/pitching of the airfoil can be three to four orders of magnitude

smaller than the frequency of actuation. Dynamic simulations performed with a de-

tailed synthetic jet model must be run for many convective time units, with a very
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Model Time Step (TS) CFL CPU time per
TS (sec)

CPU time per
c

U∞

(min)

Detail 3 × 10−4 c
U∞

9 ∗ 1.5 84

RSSJ 1.5 × 10−3 c
U∞

∗ 30 1.9 ∗ 21

No act 1.6 × 10−3 c
U∞

∗ 30 1.8 ∗ 19

∗
Average value

Table 4.5: CPU time for static simulations

small time step, making the simulations very expensive. For example, forced pitch-

ing maneuvers in the wind tunnel are normally executed at a frequency of 0.5Hz or

0.007U∞/c [89], while the actuation frequency is 2050Hz or 31.24U∞/c. Assuming

that a simulation like this must extent for ten periods of simulation and that in order

to correctly discretize an actuation period 100 steps are required, then the time step

is about 3 × 10−4c/U∞ while the simulation has to be run for 1313c/U∞, this means

that for a simple dynamic simulation about 4.5 × 106 time steps are needed.

Table 4.5 summarizes the computational cost (in CPU time) of a static simu-

lation (α = 0◦, Re = 9 × 105 and full actuation) for the detailed and RSSJ models.

These results were obtained using 32 CPUs in parallel on a 264-CPU cluster ma-

chine called Reynolds 3. Reynolds has 64 compute nodes each one with four Intel

Xeon processor 5140 Woodcrest (64 bit at 2.33 GHz), 8Gb in RAM and infiniband

interconnected.

In these tests the detailed model was advanced in time with a constant time

step while the RSSJ model was advanced in time with a fixed CFL number. The

RSSJ model spends more CPU time per time step in comparison to the detailed

3http://reynolds.ae.utexas.edu
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model, because it takes a couple of more iterations in the Bi-CGSTAB solver. Even

though the time step used in the RSSJ model is 5 times the time step used in the

detailed model, the actual speed up achieved by the model is a factor of 4. This

speed up is significant for dynamic simulations which are computationally expensive,

for example: Performing detail simulations such as the actuated cases of the dynamic

test shown in section 4.3.4.3, takes ≈ 3 hours per pitching cycle instead of ≈ 1 hour

for the RSSJ model. Table 4.5 also shows a comparison between the RSSJ model and

an unactuated simulation. It is clear that for a fixed CFL number, the RSSJ model

is slightly more expensive than the unactuated case due to the momentum sources

introduced in the Navier-Stokes equation.

4.4 Dragon Eye

The Dragon eye airfoil is the actual profile that will be used in the UAV at

Georgia Tech, so it is important to test the different models used in the NACA4415

performance on this airfoil. Several simulations of a Dragon Eye profile were con-

ducted for a wide range of angles of attack (section 4.4.1) and validated with available

experimental data. Then, simulations of a modified Dragon Eye section (no actuation

- section 4.4.2 - and with actuation using the detailed model -section 4.4.3) were per-

formed but could not be validated due to the lack of experimental data. Finally, the

capabilities of the Reynolds Stress Synthetic Jet model were tested with this modified

Dragon Eye profile (section 4.4.4). The same grid generation guidelines followed for

the NACA4415 were applied to the Dragon Eye airfoil, providing a mesh with the

same regions and similar characteristics.
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4.4.1 Unmodified

The angle of attack for this first set of simulation was set from −6◦ up to

15◦ and a Re = 3.6 × 105 to match the experimental conditions at the Georgia

Tech Research Institute (GTRI). A complete validation of the computational results

obtained in this study can not be performed since some details of the experimental

set-up at GTRI were unknown. Nevertheless it is known that the facility at GTRI is

a two-dimensional wind tunnel (Dragon Eye model spans through the entire tunnel)

so even without the corrections it is expected to be a fairly good agreement between

the computational and experimental data. Figure 4.60 shows lift and moment (at

quarter chord) coefficients along with the experimental results at GTRI, with good

agreement between the computational and experimental results specially for the Cm

and Cl curve slopes. In fact,the positive magnitude of Cl curve slope and the negative

value of Cm curve slope at low angle of attack was correctly predicted by the CFD

model. Similar to the results for the NACA4415 (see section 4.3.1), in the stall region

(α > 12◦) the computational aerodynamic properties highly depend on the spanwise

domain length. The polar plot (figure 4.61) shows an underprediction of Cd relative

to the experimental results which could be related to the lack of correction of Cd for

wind tunnel effects and a possible underprediction of the skin friction coefficient by

the DDES model. Due to the reflexed camber line of the Dragon Eye profile, at low

angle of attack the attached boundary layer experiences adverse pressure gradients

which can be inadequately modeled, affecting the prediction of the shear stress and

Cd.

Computational and experimental results for the time average Cp along the
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Figure 4.60: Comparison of lift and moment coefficient with experimental data for
the Dragon Eye airfoil. Cl exp− Cl comp � Cm exp−− Cm comp ◦

airfoil surface also show very good agreement as shown in figure 4.62 for α = 0◦ (left)

and α = 15◦ (right). It is clear that the peak value of the pressure close to the leading

edge is well captured in the computational experiments at both angles of attack. At

α = 15◦, Cp is over predicted especially in the pressure side of the airfoil, this could be

attributed to the fact that at this angle of attack the flow is separated and it requires

long simulations to correctly predict the average properties.

Even though there are not PIV measurements available from the experiments

to compute the vorticity field, it is relevant to analyze the characteristics of the

vorticity field for this wing section in special at a high angle of attack. Figure 4.63

shows an instantaneous vorticity field at α = 15◦, it is clear that the flow is separated

at a location close to x/c ≈ 0.25. After the flow is separated a shear layer is formed
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Figure 4.62: Comparison of pressure coefficient with experimental data for the Dragon
Eye airfoil at α = 0◦ (left) and α = 15◦ (right). Comp − Exp−−
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Figure 4.63: Instantaneous vorticity field at α = 15◦ (Dragon Eye)

and then it rolls up into a clockwise vortical structure that is later separated and

convected downstream.

4.4.2 Modified unactuated

Though the modifications to the Dragon Eye profile to accommodate the ac-

tuators has not been designed yet by the experimental group at Georgia Tech, it was

considered important to exercise DDES and the synthetic jet models for this airfoil.

The modified Dragon Eye geometry was created using three inputs: the Dragon Eye

profile, the actuator geometry and the position of the synthetic jet outlet relative to

the trailing edge used in the NACA4415 case. The resulting geometry is shown in

figure 4.64). Several computational experiments were performed for this geometry
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Figure 4.64: Modified Dragon Eye geometry. (Unmodified− modified−)

with Re = 9 × 105 and a range of angles of attack between −2◦ and 9◦.

Figure 4.65 shows the time average vorticity field close to the trailing edge for

an angle of attack of 0◦. The size and magnitude of the vorticity in the recirculation

region (downstream the trailing edge) are very similar to the modified NACA4415.

But, the size and magnitude of the co-rotating vortices (that appear in each side of

the airfoil close to the trailing edge) are larger for the modified Dragon Eye section.

The instantaneous spanwise vorticity in the wake of the Dragon Eye airfoil

(α = 0◦) also shows a clear vortex street (see figure 4.66). In comparison to the

NACA4415 this vortex street is thinner, the magnitude of the vortices is weaker

and the distance between vortical structures slightly smaller (≈ 0.21x/c). A Fourier

analysis of the evolution of Cm revealed that the dominant frequency is St ≈ 4.7

which is to the strouhal number based on the chord.
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Figure 4.65: Time average vorticity field in the near wake (Dragon Eye).

Figure 4.66: Instantaneous vorticity field for the Dragon Eye airfoil at α = 0◦.
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Figure 4.67: Cl and Cm vs α for the Dragon eye airfoil. Cl unmodified − Cl modified
� Cm unmodified −− Cm modified ◦

Figure 4.67 shows Cl and Cm for the modified Dragon Eye along with the

unmodified profile for a range of angles of attack between −2◦ to 9◦. The magnitude

and slope of the Cl curve is slightly altered while the Cm curve is strongly affected by

the modification. The Cm slope, in both unmodified and modified profiles, remains

negative which is a primary requirement for static stability of the airfoil. ∂Cm

∂Cl
is

≈ −0.007 and ≈ −0.018 for the unmodified and modified sections respectively, based

on this calculation the Dragon Eye section has an aerodynamic center located at

x/c ≈ 0.257 while for the modified Dragon Eye is located at x/c ≈ 0.268 so that

the effect of the geometrical modification is the translation of the aerodynamic center

towards the trailing edge. For both, the NACA4415 and Dragon Eye profiles, the

displacement of the aerodynamic center was O(10−2) which is consistent with the

experimental results for different NACA profiles with increases in the airfoil thickness

at x/c = 0.9 of the same order[97]
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Figure 4.68: Time average vorticity field in the near wake for the dragon eye at
α = 0◦. SS actuation (left) PS actuation (right)

4.4.3 Modified actuated - Detailed Model

This set of computational experiments were performed for full actuation only

for a range of α between −2◦ to 9◦. The non-dimensional frequency of actuation (F+)

was set to 31.24 and the amplitude of the boundary condition was set to 0.38U∞ based

on the average amplitude (between the PS and SS actuation) used in the NACA4415

case. The time step was also set to 3×10−4 to ensure ≈ 100 steps per actuation cycle.

The effects of the actuation on the average spanwise vorticity close to the trailing edge

for the Dragon Eye (see figure 4.68) is very similar to the ones observed in the modified

NACA4415 (see figure 4.13). There is clear bending of the shear layer towards the

coanda surface compared to the unactuated case. It is also appreciated a downwash

of the near wake for the suction side actuation and an upwash of the near wake for the

pressure side actuation. Similar to the NACA4415 with the rounded trailing edge,

the vortical structures in the near wake are shorter than in the unactuated case.
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Figure 4.69: Instantaneous vorticity field of the wake for the dragon eye at α = 0◦.
SS actuation (left) PS actuation (right)

Figure 4.69 shows the effects of the actuation in the instantaneous vorticity

field in the wake at α = 0◦. A Fourier analysis of the evolution of the aerodynamic

properties in time showed that the dominant frequency in both actuation cases was

close to ≈ 4.8 and no stabilization of the wake was observed. This is consistent with

the results obtained in the rounded trailing edge NACA4415 and gives support to the

hypothesis that the stabilization of the wake in the actuated cases is associated to

the geometry at the trailing edge.

The effects on the aerodynamic properties are the same as those observed for

the NACA4415 airfoil i.e: for SS actuation a reduction of Cl associated with an incre-

ment of Cm and vice versa for the PS actuation. Figure 4.70 show the effectiveness of

the actuation, computed as changes in the aerodynamic properties (∆Cm and ∆Cl)

including the NACA4415 results for comparison. The trends on these curves is very

similar to the results in the NACA4415, except for the fact that the SS actuation
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Figure 4.70: ∆Cl and ∆Cm as a function of α for the Dragon Eye airfoil. (SS − PS
− SS NACA4415 ◦ PS NACA4415 �)

effectiveness is stronger compared to the PS actuation and to the NACA4415 results.

Similar differences between the SS and PS actuation have also been experimentally

observed with the same type of actuators in the NACA4415 model with a different

piezoelectric disks[89].

4.4.4 Modified actuated - RSSJ Model

The simplified (seven-parameters) RSSJ model was implemented for the Dragon

Eye airfoil and tested over a range of angles of attack between −2◦ and 6◦ and full

actuation. Appendix E shows the values of the numerical parameters used to cali-

brate the model which are basically the same used for the NACA4415 except for some

changes in the source locations and strength. Figures 4.71 and 4.72 show the time

averaged vorticity in the near wake and the instantaneous vorticity field in the wake

for both actuation. The similarity with the detailed model is remarkable (see figures

4.68 and 4.69).

142



Figure 4.71: Time average vorticity field in the near wake for the dragon eye at α = 0◦

(RSSJ model). SS actuation (left) PS actuation (right)

Figure 4.72: Instantaneous vorticity field of the wake for the dragon eye at α = 0◦

(RSSJ model). SS actuation (left) PS actuation (right)
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Figure 4.73: ∆Cl and ∆Cm as a function of α for the Dragon Eye airfoil. (SS detail
− PS detail− SS RSSJ ◦ PS RSSJ �)

Finally, figure 4.73 shows the effectiveness of the actuation for the RSSJ model

and a comparison with the detailed model, in which trends are similar between the

two models. The RSSJ model capabilities to capture the average behavior of the

detailed model is further demonstrated with this test.
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Chapter 5

Conclusions and future work

5.1 Conclusions

A computational study of a NACA4415 airfoil with synthetic jet control was

presented. For this study, an implementation of the delayed detached eddy simulation

(DDES) turbulent model in a nearly kinetic energy conserving CFD code was devel-

oped. Two different synthetic jet models were presented and evaluated: detailed and

RSSJ models, which were calibrated and validated with experimental data provided

by Dr Glezer’s group at Georgia Tech. Numerical results demonstrated the effects

of the synthetic jets actuation on the flow field and on the aerodynamic properties

of the airfoil. The performance and capabilities of the RSSJ model were tested in a

dynamic simulation and static simulation on a different airfoil (the Dragon Eye).

5.1.1 CFD code, turbulent model and grid generation

CDPv2.3 a parallel unstructured grid incompressible flow solver developed in

the Center of Integrated Turbulent Simulations at Stanford was selected as the CFD

code because it satisfies the requirements needed in this dissertation in particular

due to its kinetic energy conserving properties. CDPv2.3 as provided by CITS is an

LES code, so the selection and implementation of a turbulent model was necessary. A

hybrid RANS/LES turbulent model called Delayed detached eddy simulation (DDES)
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was selected to be implemented on CDPv2.3. DDES is designed to use a RANS

representation for boundary layers, and LES in separated regions and wakes. In

implementing DDES, one of the hardest properties to preserve in the SA equation

discretization is the positivity of ν̃ which depends on different factors such as: time

discretization, numerical solver and type of grid used. In hybrid RANS/LES models

the transition from RANS to LES relies on the grid. A hybrid grid was generated with

a structured grid close to the airfoil (RANS region) and unstructured grid elsewhere

(LES and Euler regions). One important parameter in the grid generation is the LES

filter size (∆o) which corresponds to the spanwise grid size to ensure an isotropic mesh

in the LES region, here ∆o = 0.02. The mesh generation in the airfoil surface normal

direction requires some prior knowledge of the flow such as: expected boundary layer

thickness and transition location. Using a panel method with integral boundary layer

representation was effective in determining these quantities leading to a successful

grid generation process. The model was tested on a flat plate boundary layer and

a massively separated flow. In the latter, it was discovered that in the wake the

eddy viscosity was not reduced to values appropriated for LES. This was improved

by extending the implementation to Extended DDES (EDDES)[99][98].

5.1.2 Validation and results of unactuated cases

Numerical results for the NACA4415 were satisfactory at low angle of attack in

which Cl and Cm were in agreement with legacy data. At high angle of attack, some

differences in the aerodynamic properties between the numerical results and legacy

data were observed, which was likely due to spanwise domain size. Nevertheless
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good agreement with experimental results at GA Tech were obtained at α = 19◦ for

Cp distribution and time-average vorticity field. Better agreement was observed in

the aerodynamic properties (including Cd) between the numerical and experimental

results for the modified NACA4415 section. Regarding the time-averaged vorticity

field in the near wake, computational results show good agreement in the size and

magnitude of the recirculation regions. On the other hand, stronger concentrations

of vorticity close to the airfoil surface was observed in the computational results that

was attributed to higher resolution of the CFD in this part of the domain compared

to the PIV measurements. Another validation observation is that the modification

of the airfoil (due to the actuators) moves the aerodynamic center ≈ 0.025c towards

the trailing edge consistent with legacy experiments on NACA profiles.

5.1.3 Synthetic jet models

The effect of the synthetic jet actuators was first represented using a tem-

porally and spatially resolved model of the action of the jet. The oscillation of the

piezoelectric disk is modeled with a sinusoidal velocity boundary condition normal to

one of the cavity walls, using an amplitude and frequency that match the experimen-

tal conditions. The detailed model fully captures the dynamics of the synthetic jet

actuator but it increases the complexity of the simulation due to the cavity geometry

and high actuation frequency. A major disadvantage of this model is that resolving

the jet frequency requires a 5 times smaller time step than would otherwise be nec-

essary. A new synthetic jet model representing the Reynolds stress field arising from

the jet was proposed. This model reduces the complexity of the simulation and the
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required time step. In its simplest implementation, the RSSJ model required seven

numerical parameters to completely model the effects of the synthetic jet strength

and angle of attack.

5.1.4 Validation and results of actuated cases

Based on the numerical results obtained from the different actuated cases, it

can be concluded that:

• Since the actuators are located close to the trailing edge, there is an important

influence of the precise trailing edge geometry on the synthetic jet model pre-

diction of St and the spanwise vorticity field in the wake. With a sharp trailing

edge, changes in St were observed for both actuation, while with a rounded

trailing edge these changes were not observed. Numerical results of the PS ac-

tuation showed a wake stabilization that could be related to the reduction of

the turbulent kinetic energy already observed in experiments[17].

• Based on a simple three-dimensional synthetic jet model implemented here, the

three dimensional effects of the synthetic jets already observed in experiments[9]

were corroborated. This three-dimensionality has a stronger impact on the

spanwise vorticity field in the wake than on the airfoil aerodynamic properties

and synthetic jet effectiveness.

• The assumption of identical synthetic jets on both sides of the airfoil was not

valid since the computational effectiveness of the PS actuation showed differ-

ences with experiments. A small geometrical modification in the angle between
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the synthetic jet outlet and the coanda surface was need to effectively match the

detailed model to experimental observations. It can be concluded that a correct

validation of a tangential synthetic jet model requires a precise representation

of the experimental actuator geometry.

• The evolution of the vorticity field close to the synthetic jet outlet at full ac-

tuation showed a clear formation of a synthetic jet in which a pair of counter

rotating vortices that are created in each actuation cycle and convected down-

stream by the cross flow. These vortices interact with a shear layer that is

formed at the end of the actuator ramp and with the vorticity close to the wall

of the coanda surface. At 1/4 of full actuation the evolution of the vorticity

field showed that the pair of counter rotating vortices were sucked back into the

actuator cavity during the outstroke phase instead of separating from the syn-

thetic jet outlet. These observations are consistent with the formation criteria

for synthetic jets in which 1/F+
h >= 1 in order to create a synthetic jet and

with the reduction in the synthetic jet effectiveness at 1/4 of full actuation.

• A synthetic model based on Reynolds stress fields arising from the synthetic jet

(RSSJ model), eliminates the high frequencies of actuation while retaining the

shedding frequency and amplitude. Elimination of high frequencies is related

to larger time steps, so that the time advancing is not constrained. These

characteristics make the RSSJ model attractive for flow control simulations with

synthetic jets, in which there is a difference of more than 3 orders of magnitude

between maneuvering time scale and the actuation time scale.
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• The simplified RSSJ model demonstrated that by only representing the Reynolds

stress field close to the synthetic jet outlet, it is possible to capture the basic

actuation effects on the flow field and particularly on the aerodynamic proper-

ties. A dynamic simulation of a pitching NACA4415 was used as test of the

synthetic jet models used here and results were satisfactory.

5.1.5 Dragon Eye

The methodology followed in the NACA4415 airfoil was tested on a Dragon

Eye profile, which is the actual section that will be used in the AVOCET project

UAV. Except for some differences in Cd, the unmodified section Cl, Cm and Cp results

showed good agreement with the experiments carried on at GTRI, particularly at low

angle of attack. The modified Dragon Eye has a near wake similar to the NACA4415,

with two main vortical structures and co-rotating vortices close to the airfoil surface.

A clear vortex street was also observed with St = 4.7. A displacement of ≈ 0.011c

towards the trailing edge in the aerodynamic center was observed due to the section

geometrical modification. Similar effect of the actuation in the vorticity field and

aerodynamic properties observed in the NACA4415 were also observed in the Dragon

Eye profile. The most important observation is that the SS actuation effectiveness

is stronger in comparison to the PS actuation and to the NACA4415 results. Minor

changes in the NACA 44515 RSSJ model numerical parameters were required to used

the model with the Dragon Eye to achieved satisfactory results regarding vorticity

field and aerodynamic properties.
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5.1.6 AVOCET

In the context of the AVOCET project, this study provided detailed informa-

tion about the controlled flow that is relevant for the reduced-order model and the

development of controllers, that are not available in experiments such as:

• Early evolution of the aerodynamic properties in an impulsive started flow used

in the validation of the discrete vortex model.

• Evolution of the vorticity flux very close to the airfoil trailing edge used in the

estimation of forces in the discrete vortex model

• Evolution of the aerodynamic properties in high frequency dynamic maneuvers,

which are important for the validation of the discrete vortex model, and the

development of the flow controller

• Two dimensional velocity fields for actuated and unactuated cases used to test

the POD model.

This computational study also provides information relevant to the experimental

group at Georgia Tech. For example: Computational experiments showed that mov-

ing both actuators to the trailing edge reduced the actuator effectiveness, this result

was latter corroborated by experiments.

5.2 Recommendations and Future work

• In the context of DDES, several computational experiments can be performed

to further explore and test its performance, for instance: A numerical study
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of the influence of the spanwise length and discretization on the aerodynamic

properties can be carried on especially with massive separation (high α). Since

DDES is a model that is still evolving, new modifications such as a wall-modelled

LES or Improved DDES (IDDES) [108] can be also implemented and tested.

• This computational study showed the importance of the trailing edge in deter-

mining St and the wake vorticity field, consistent with experimental observation.

However, the trailing edge geometry used in this computational study does not

exactly correspond to that actually presented in the experimental model which

has not been documented. Further computational results for AVOCET should

use realistic geometrical details of the trailing edge.

• The performance and parametrization of both detailed and RSSJ models could

be improved by more precisely matching the experimental data, and for the re-

duced RSSJ model, using a principal component analysis to reduced the number

of parameters.

• In the AVOCET context, implementation of the synthetic jet models used in

this dissertation to controlled simulations of airfoils requires a mapping between

jet strength and controller input voltage. The RSSJ model should be used in

such simulations with a controller as testbed for further controller development.

• While the RSSJ model was developed for a tangential synthetic jet, the method-

ology used in this study can be extended to normal synthetic jet actuators. This

will require computational experiments of normal actuation initially in to qui-

escent ambient fluid and then into a cross flow.
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Appendix A

Gradients in CDPv2.3

Applying the Green-Gauss theorem to an scalar φ in any interior control vol-

ume of the computational domain

∫

cv

∂φ

∂xi

=

∫

s

φdsn̂i (A.1)

Where n̂i represents a surface normal vector in the ith direction. Assuming that the

gradient of φ is a constant within the control volume (cv), then

∂φ

∂xi
Vcv =

∫

s

φdsn̂i (A.2)

The right hand side of this equation represents the summation of the fluxes of φ

through all the faces of cv, which can be expressed as:

∫

s

φdsn̂i =

nf∑

f=1

φfAf n̂i (A.3)

Where φf is the average value of φ at the control volume face. Finally, the gradient

of any scalar can be computed as:

∂φ

∂xi

=
1

Vcv

nf∑

f=1

φfAf n̂i (A.4)
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Appendix B

Gridgen script file

# Gridgen Journal File to generate mesh for a modified NACA4415

# Developed by Omar Lopez

# Thesis title: "Computational study of a NACA4415 airfoil using synthetic jet control"

# Supervisor: Robert D. Moser

# Department of Mechanical Engineering.

# University of Texas at Austin. 2009

package require PWI_Glyph 1.6.9

# Delete any existing grids and database entities.

#Reset AS/W, defaults, and tolerances.

gg::memClear

gg::aswDeleteBC -glob "*"

gg::aswDeleteVC -glob "*"

gg::aswSet GENERIC -dim 3

gg::defReset

gg::tolReset

gg::updatePolicy DELAYED

#Read the grid file that contains the modified NACA4415 profile.

#Make sure the file is in the correct path.

set _ggTemp_(1) [gg::conImport "./modifiedNACA4415.grd"]

set _CN(1) [lindex $_ggTemp_(1) 0]

set _CN(2) [lindex $_ggTemp_(1) 1]

set _CN(3) [lindex $_ggTemp_(1) 2]

set _CN(4) [lindex $_ggTemp_(1) 3]

set _CN(5) [lindex $_ggTemp_(1) 4]

set _CN(6) [lindex $_ggTemp_(1) 5]

set _CN(7) [lindex $_ggTemp_(1) 6]

set _CN(8) [lindex $_ggTemp_(1) 7]

set _CN(9) [lindex $_ggTemp_(1) 8]

set _CN(10) [lindex $_ggTemp_(1) 9]

set _CN(11) [lindex $_ggTemp_(1) 10]

set _CN(12) [lindex $_ggTemp_(1) 11]

set _CN(13) [lindex $_ggTemp_(1) 12]

set _CN(14) [lindex $_ggTemp_(1) 13]

set _CN(15) [lindex $_ggTemp_(1) 14]

set _CN(16) [lindex $_ggTemp_(1) 15]

set _CN(17) [lindex $_ggTemp_(1) 16]

set _CN(18) [lindex $_ggTemp_(1) 17]

set _CN(19) [lindex $_ggTemp_(1) 18]

set _CN(20) [lindex $_ggTemp_(1) 19]

set _CN(21) [lindex $_ggTemp_(1) 20]

set _CN(22) [lindex $_ggTemp_(1) 21]

set _CN(23) [lindex $_ggTemp_(1) 22]
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set _CN(24) [lindex $_ggTemp_(1) 23]

unset _ggTemp_(1)

#########################################################

#Create other connectors needed fot the RANS region

gg::conBegin

gg::segBegin -type 3D_LINE

gg::segAddControlPt [gg::conGetPt $_CN(6) -arc 0]

gg::segAddControlPt [gg::conGetPt $_CN(5) -arc 0]

gg::segEnd

set _CN(25) [gg::conEnd]

gg::conBegin

gg::segBegin -type 3D_LINE

gg::segAddControlPt [gg::conGetPt $_CN(6) -arc 1]

gg::segAddControlPt [gg::conGetPt $_CN(5) -arc 1]

gg::segEnd

set _CN(26) [gg::conEnd]

gg::conBegin

gg::segBegin -type 3D_LINE

gg::segAddControlPt [gg::conGetPt $_CN(8) -arc 0]

gg::segAddControlPt [gg::conGetPt $_CN(7) -arc 0]

gg::segEnd

set _CN(27) [gg::conEnd]

gg::conBegin

gg::segBegin -type 3D_LINE

gg::segAddControlPt [gg::conGetPt $_CN(8) -arc 1]

gg::segAddControlPt [gg::conGetPt $_CN(7) -arc 1]

gg::segEnd

set _CN(28) [gg::conEnd]

gg::dispSmallText FALSE

set _ggTemp_(1) [list 1.107 -7.52e-4 0]

gg::conBegin

gg::segBegin -type 3D_LINE

gg::segAddControlPt [gg::conGetPt $_CN(23) -arc 1]

gg::segAddControlPt $_ggTemp_(1)

gg::segEnd

set _CN(29) [gg::conEnd]

unset _ggTemp_(1)

set _ggTemp_(2) [list -0.1 0 0]

gg::conBegin

gg::segBegin -type 3D_LINE

gg::segAddControlPt [gg::conGetPt $_CN(1) -arc 1]

gg::segAddControlPt $_ggTemp_(2)

gg::segEnd

set _CN(30) [gg::conEnd]

unset _ggTemp_(2)

set _ggTemp_(1) [list 0.5 0.2638 0]

gg::conBegin

gg::segBegin -type CONIC -rho 0.01

gg::segAddControlPt [gg::conGetPt $_CN(30) -arc 1]

gg::segAddControlPt [gg::conGetPt $_CN(29) -arc 1]

gg::segAddControlPt $_ggTemp_(1)

gg::segEnd

set _CN(31) [gg::conEnd]

unset _ggTemp_(1)

set _ggTemp_(1) [list 0.5 -0.2003 0]
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gg::conBegin

gg::segBegin -type CONIC -rho 0.01

gg::segAddControlPt [gg::conGetPt $_CN(29) -arc 1]

gg::segAddControlPt [gg::conGetPt $_CN(30) -arc 1]

gg::segAddControlPt $_ggTemp_(1)

gg::segEnd

set _CN(32) [gg::conEnd]

unset _ggTemp_(1)

set _CN(33) [gg::conSplit $_CN(31) [gg::conGetPt $_CN(31) -x 0.8356]]

set _CN(34) [gg::conSplit $_CN(33) [gg::conGetPt $_CN(33) -x 1.004]]

set _CN(35) [gg::conSplit $_CN(32) [gg::conGetPt $_CN(32) -x 0.8574]]

set _CN(36) [gg::conSplit $_CN(32) [gg::conGetPt $_CN(32) -x 0.9721]]

gg::conBegin

gg::segBegin -type 3D_LINE

gg::segAddControlPt [gg::conGetPt $_CN(1) -arc 0]

gg::segAddControlPt [gg::conGetPt $_CN(31) -arc 1]

gg::segEnd

set _CN(47) [gg::conEnd]

gg::conBegin

gg::segBegin -type 3D_LINE

gg::segAddControlPt [gg::conGetPt $_CN(4) -arc 0]

gg::segAddControlPt [gg::conGetPt $_CN(33) -arc 1]

gg::segEnd

set _CN(48) [gg::conEnd]

gg::conBegin

gg::segBegin -type 3D_LINE

gg::segAddControlPt [gg::conGetPt $_CN(3) -arc 1]

gg::segAddControlPt [gg::conGetPt $_CN(35) -arc 0]

gg::segEnd

set _CN(49) [gg::conEnd]

gg::conBegin

gg::segBegin -type 3D_LINE

gg::segAddControlPt [gg::conGetPt $_CN(10) -arc 1]

gg::segAddControlPt [gg::conGetPt $_CN(32) -arc 1]

gg::segEnd

set _CN(50) [gg::conEnd]

gg::conBegin

gg::segBegin -type CONIC -rho 0.5

gg::segAddControlPt [gg::conGetPt $_CN(10) -arc 1]

gg::segAddControlPt [gg::conGetPt $_CN(4) -arc 0]

gg::segAddControlPt [gg::conGetPt $_CN(23) -arc 1]

gg::segEnd

set _CN(51) [gg::conEnd]

set _CN(52) [gg::conSplit $_CN(51) [gg::conGetPt $_CN(51) -arc 0.49249061616]]

#Create connectors needed for the LES and EULER regions

set _ggTemp_(1) [list 1 2.5 0]

set _ggTemp_(2) [list 6 2.5 0]

gg::conBegin

gg::segBegin -type 3D_LINE

gg::segAddControlPt $_ggTemp_(1)

gg::segAddControlPt $_ggTemp_(2)

gg::segEnd

set _CN(37) [gg::conEnd]

unset _ggTemp_(1)

unset _ggTemp_(2)
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set _ggTemp_(3) [list 6 2 0]

gg::conBegin

gg::segBegin -type 3D_LINE

gg::segAddControlPt [gg::conGetPt $_CN(37) -arc 1]

gg::segAddControlPt $_ggTemp_(3)

gg::segEnd

set _CN(38) [gg::conEnd]

unset _ggTemp_(3)

set _ggTemp_(4) [list 6 -2 0]

gg::conBegin

gg::segBegin -type 3D_LINE

gg::segAddControlPt [gg::conGetPt $_CN(38) -arc 1]

gg::segAddControlPt $_ggTemp_(4)

gg::segEnd

set _CN(39) [gg::conEnd]

unset _ggTemp_(4)

set _ggTemp_(5) [list 6 -2.5 0]

gg::conBegin

gg::segBegin -type 3D_LINE

gg::segAddControlPt [gg::conGetPt $_CN(39) -arc 1]

gg::segAddControlPt $_ggTemp_(5)

gg::segEnd

set _CN(40) [gg::conEnd]

unset _ggTemp_(5)

set _ggTemp_(6) [list 1 -2.5 0]

gg::conBegin

gg::segBegin -type 3D_LINE

gg::segAddControlPt [gg::conGetPt $_CN(40) -arc 1]

gg::segAddControlPt $_ggTemp_(6)

gg::segEnd

set _CN(41) [gg::conEnd]

unset _ggTemp_(6)

set _ggTemp_(7) [list -1.5 0 0]

gg::conBegin

gg::segBegin -type CIRCULAR_ARC

gg::segAddControlPt [gg::conGetPt $_CN(41) -arc 1]

gg::segAddControlPt [gg::conGetPt $_CN(37) -arc 0]

gg::segAddControlPt $_ggTemp_(7)

gg::segEnd

set _CN(42) [gg::conEnd]

unset _ggTemp_(7)

set _ggTemp_(1) [list 4 2 0]

gg::conBegin

gg::segBegin -type 3D_LINE

gg::segAddControlPt [gg::conGetPt $_CN(38) -arc 1]

gg::segAddControlPt $_ggTemp_(1)

gg::segEnd

set _CN(43) [gg::conEnd]

unset _ggTemp_(1)

set _ggTemp_(2) [list 4 -2 0]

gg::conBegin

gg::segBegin -type 3D_LINE

gg::segAddControlPt [gg::conGetPt $_CN(43) -arc 1]

gg::segAddControlPt $_ggTemp_(2)

gg::segEnd

set _CN(44) [gg::conEnd]
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unset _ggTemp_(2)

gg::conBegin

gg::segBegin -type 3D_LINE

gg::segAddControlPt [gg::conGetPt $_CN(44) -arc 1]

gg::segAddControlPt [gg::conGetPt $_CN(39) -arc 1]

gg::segEnd

set _CN(45) [gg::conEnd]

set _ggTemp_(3) [list -0.172 0 0]

gg::conBegin

gg::segBegin -type CONIC -rho 0.5

gg::segAddControlPt [gg::conGetPt $_CN(43) -arc 1]

gg::segAddControlPt [gg::conGetPt $_CN(44) -arc 1]

gg::segAddControlPt $_ggTemp_(3)

gg::segEnd

set _CN(46) [gg::conEnd]

unset _ggTemp_(3)

#######################################################

#Set the number of nodes in the connectors

gg::conRedimBegin

gg::conRedim $_CN(4) 50

gg::conRedim $_CN(12) 20

gg::conRedim $_CN(6) 25

gg::conRedim $_CN(19) 25

gg::conRedim $_CN(15) 29

gg::conRedim $_CN(18) 25

gg::conRedim $_CN(14) 15

gg::conRedim $_CN(26) 15

gg::conRedim $_CN(5) 25

gg::conRedim $_CN(25) 15

gg::conRedim $_CN(13) 10

gg::conRedim $_CN(11) 50

gg::conRedim $_CN(23) 43

gg::conRedim $_CN(24) 43

gg::conRedim $_CN(2) 50

gg::conRedim $_CN(9) 10

gg::conRedim $_CN(27) 15

gg::conRedim $_CN(10) 20

gg::conRedim $_CN(7) 25

gg::conRedim $_CN(17) 15

gg::conRedim $_CN(20) 25

gg::conRedim $_CN(16) 29

gg::conRedim $_CN(21) 25

gg::conRedim $_CN(28) 15

gg::conRedim $_CN(8) 25

gg::conRedim $_CN(22) 50

gg::conRedim $_CN(49) 75

gg::conRedim $_CN(50) 75

gg::conRedim $_CN(29) 75

gg::conRedim $_CN(48) 75

gg::conRedim $_CN(47) 75

gg::conRedim $_CN(30) 75

gg::conRedim $_CN(34) 50

gg::conRedim $_CN(33) 50

gg::conRedim $_CN(31) 80

gg::conRedim $_CN(35) 80
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gg::conRedim $_CN(36) 50

gg::conRedim $_CN(32) 50

gg::conRedim $_CN(46) 1024

gg::conRedim $_CN(44) 483

gg::conRedim $_CN(43) 50

gg::conRedim $_CN(45) 50

gg::conRedim $_CN(39) 42

gg::conRedim $_CN(38) 7

gg::conRedim $_CN(40) 7

gg::conRedim $_CN(41) 52

gg::conRedim $_CN(37) 52

gg::conRedim $_CN(42) 80

gg::conRedim $_CN(51) 50

gg::conRedim $_CN(52) 50

gg::conRedimEnd

####################################################################

#Set the distribution of the nodes in each connector

#5e-5 corresponds to the first cell heigth in the SS of the airfoil.

gg::conBeginSpacing $_CN(4) -sub 1 5e-5

gg::conBeginSpacing $_CN(12) -sub 1 1e-4

gg::conEndSpacing $_CN(12) -sub 1 5e-5

gg::conBeginSpacing $_CN(6) -sub 1 5e-5

gg::conEndSpacing $_CN(6) -sub 1 5e-5

gg::dispSmallText FALSE

gg::conBeginSpacing $_CN(5) -sub 1 5e-5

gg::conEndSpacing $_CN(5) -sub 1 5e-5

gg::conEndSpacing $_CN(19) -sub 1 5e-5

gg::conEndSpacing $_CN(18) -sub 1 5e-5

gg::conBeginSpacing $_CN(15) -sub 1 5e-5

gg::conEndSpacing $_CN(15) -sub 1 5e-5

gg::conBeginSpacing $_CN(14) -sub 1 5e-5

gg::conEndSpacing $_CN(14) -sub 1 5e-5

gg::conBeginSpacing $_CN(26) -sub 1 5e-5

gg::conEndSpacing $_CN(26) -sub 1 5e-5

gg::dispSmallText FALSE

gg::conBeginSpacing $_CN(25) -sub 1 5e-5

gg::conEndSpacing $_CN(25) -sub 1 5e-5

gg::conBeginSpacing $_CN(13) -sub 1 5e-5

gg::conEndSpacing $_CN(13) -sub 1 5e-5

gg::conBeginSpacing $_CN(11) -sub 1 5e-5

gg::conEndSpacing $_CN(11) -sub 1 5e-5

gg::conBeginSpacing $_CN(52) -sub 1 5e-5

gg::conEndSpacing $_CN(52) -sub 1 5e-5

gg::conBeginSpacing $_CN(23) -sub 1 5e-5

gg::conEndSpacing $_CN(23) -sub 1 1e-3

gg::conBeginSpacing $_CN(24) -sub 1 5e-5

gg::conEndSpacing $_CN(24) -sub 1 1e-3

gg::conBeginSpacing $_CN(2) -sub 1 5e-5

gg::conEndSpacing $_CN(2) -sub 1 5e-5

gg::conBeginSpacing $_CN(51) -sub 1 5e-5

gg::conEndSpacing $_CN(51) -sub 1 5e-5

gg::conBeginSpacing $_CN(9) -sub 1 5e-5

gg::conEndSpacing $_CN(9) -sub 1 5e-5

gg::conBeginSpacing $_CN(7) -sub 1 5e-5

gg::conEndSpacing $_CN(7) -sub 1 5e-5
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gg::conBeginSpacing $_CN(17) -sub 1 5e-5

gg::conEndSpacing $_CN(17) -sub 1 5e-5

gg::conBeginSpacing $_CN(20) -sub 1 5e-5

gg::conEndSpacing $_CN(21) -sub 1 5e-5

gg::conBeginSpacing $_CN(16) -sub 1 5e-5

gg::conEndSpacing $_CN(16) -sub 1 5e-5

gg::conBeginSpacing $_CN(8) -sub 1 5e-5

gg::conEndSpacing $_CN(8) -sub 1 5e-5

gg::conBeginSpacing $_CN(28) -sub 1 5e-5

gg::conEndSpacing $_CN(28) -sub 1 5e-5

gg::conBeginSpacing $_CN(27) -sub 1 5e-5

gg::conEndSpacing $_CN(27) -sub 1 5e-5

gg::conBeginSpacing $_CN(10) -sub 1 1e-4

#2e-5 corresponds to the first cell height in the PS of the airfoil.

gg::conEndSpacing $_CN(10) -sub 1 2e-5

gg::conEndSpacing $_CN(22) -sub 1 5e-5

gg::conBeginSpacing $_CN(29) -sub 1 7e-4

gg::conEndSpacing $_CN(29) -sub 1 7e-3

gg::conBeginSpacing $_CN(48) -sub 1 5e-5

gg::conEndSpacing $_CN(48) -sub 1 7e-3

gg::conBeginSpacing $_CN(47) -sub 1 5e-5

gg::conEndSpacing $_CN(47) -sub 1 7e-3

gg::conBeginSpacing $_CN(30) -sub 1 5e-5

gg::conEndSpacing $_CN(30) -sub 1 7e-3

gg::conBeginSpacing $_CN(49) -sub 1 2e-5

gg::conEndSpacing $_CN(49) -sub 1 7e-3

gg::conBeginSpacing $_CN(50) -sub 1 2e-5

gg::conEndSpacing $_CN(50) -sub 1 7e-3

gg::conBeginSpacing $_CN(31) -sub 1 5e-3

gg::conEndSpacing $_CN(31) -sub 1 1.5e-2

gg::conBeginSpacing $_CN(33) -sub 1 1.5e-2

gg::conEndSpacing $_CN(33) -sub 1 1e-3

gg::conBeginSpacing $_CN(34) -sub 1 1e-3

gg::conEndSpacing $_CN(34) -sub 1 2.6e-3

gg::conEndSpacing $_CN(32) -sub 1 1e-3

gg::conEndSpacing $_CN(32) -sub 1 1.5e-3

gg::conBeginSpacing $_CN(32) -sub 1 3.935e-3

gg::conEndSpacing $_CN(36) -sub 1 7e-3

gg::conBeginSpacing $_CN(36) -sub 1 1e-3

gg::conEndSpacing $_CN(35) -sub 1 5e-3

gg::conBeginSpacing $_CN(35) -sub 1 1e-2

#0.02 is the expected characteristic size of the mesh

#in the LES region i.e.\Delta_o

gg::conDim $_CN(46) -spacing 0.02

gg::conDim $_CN(44) -spacing 0.02

gg::conBeginSpacing $_CN(45) -sub 1 8e-3

gg::conEndSpacing $_CN(45) -sub 1 1e-1

gg::conEndSpacing $_CN(43) -sub 1 8e-3

gg::conBeginSpacing $_CN(43) -sub 1 1e-1

gg::conDim $_CN(42) -spacing 0.1

gg::conDim $_CN(37) -spacing 0.1

gg::conDim $_CN(38) -spacing 0.1

gg::conDim $_CN(39) -spacing 0.1

gg::conDim $_CN(40) -spacing 0.1
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gg::conDim $_CN(41) -spacing 0.1

########################################################

#DOMAIN CREATION

#Create RANS region (structured) mesh

gg::domBegin -type STRUCTURED

gg::edgeBegin

gg::edgeAddCon $_CN(18)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(14)

gg::edgeAddCon $_CN(26)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(19)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(15)

gg::edgeEnd

set _DM(1) [gg::domEnd]

gg::dispConGPS FALSE

gg::dispSmallText FALSE

gg::domBegin -type STRUCTURED

gg::edgeBegin

gg::edgeAddCon $_CN(5)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(25)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(6)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(26)

gg::edgeEnd

set _DM(2) [gg::domEnd]

gg::domBegin -type STRUCTURED

gg::edgeBegin

gg::edgeAddCon $_CN(11)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(13)

gg::edgeAddCon $_CN(25)

gg::edgeAddCon $_CN(12)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(52)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(23)

gg::edgeEnd

set _DM(3) [gg::domEnd]

gg::domBegin -type STRUCTURED

gg::edgeBegin

gg::edgeAddCon $_CN(24)

gg::edgeEnd
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gg::edgeBegin

gg::edgeAddCon $_CN(51)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(10)

gg::edgeAddCon $_CN(27)

gg::edgeAddCon $_CN(9)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(2)

gg::edgeEnd

set _DM(4) [gg::domEnd]

gg::domBegin -type STRUCTURED

gg::edgeBegin

gg::edgeAddCon $_CN(7)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(28)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(8)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(27)

gg::edgeEnd

set _DM(5) [gg::domEnd]

gg::domBegin -type STRUCTURED

gg::edgeBegin

gg::edgeAddCon $_CN(28)

gg::edgeAddCon $_CN(17)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(20)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(16)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(21)

gg::edgeEnd

set _DM(6) [gg::domEnd]

gg::domBegin -type STRUCTURED

gg::edgeBegin

gg::edgeAddCon $_CN(29)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(34)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(48)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(52)

gg::edgeEnd

set _DM(7) [gg::domEnd]

gg::domBegin -type STRUCTURED
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gg::edgeBegin

gg::edgeAddCon $_CN(4)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(47)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(33)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(48)

gg::edgeEnd

set _DM(8) [gg::domEnd]

gg::domBegin -type STRUCTURED

gg::edgeBegin

gg::edgeAddCon $_CN(1)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(30)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(31)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(47)

gg::edgeEnd

set _DM(9) [gg::domEnd]

gg::domBegin -type STRUCTURED

gg::edgeBegin

gg::edgeAddCon $_CN(3)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(49)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(35)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(30)

gg::edgeEnd

set _DM(10) [gg::domEnd]

gg::domBegin -type STRUCTURED

gg::edgeBegin

gg::edgeAddCon $_CN(49)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(36)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(50)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(22)

gg::edgeEnd

set _DM(11) [gg::domEnd]

gg::domBegin -type STRUCTURED
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gg::edgeBegin

gg::edgeAddCon $_CN(50)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(32)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(29)

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(51)

gg::edgeEnd

set _DM(12) [gg::domEnd]

#Create the LES region (unstructured) mesh

gg::domBegin -type UNSTRUCTURED

gg::edgeBegin

gg::edgeAddCon $_CN(46)

gg::edgeAddCon $_CN(44)

gg::edgeReorient

gg::edgeEnd

gg::edgeBegin

gg::edgeAddCon $_CN(35)

gg::edgeAddCon $_CN(31)

gg::edgeAddCon $_CN(33)

gg::edgeAddCon $_CN(34)

gg::edgeAddCon $_CN(32)

gg::edgeAddCon $_CN(36)

gg::edgeEnd

set _DM(13) [gg::domEnd]

gg::domBegin -type UNSTRUCTURED

gg::edgeBegin

gg::edgeAddCon $_CN(45)

gg::edgeAddCon $_CN(39)

gg::edgeAddCon $_CN(43)

gg::edgeAddCon $_CN(44)

gg::edgeEnd

set _DM(14) [gg::domEnd]

gg::domBegin -type UNSTRUCTURED

gg::edgeBegin

gg::edgeAddCon $_CN(41)

gg::edgeAddCon $_CN(40)

gg::edgeAddCon $_CN(45)

gg::edgeAddCon $_CN(46)

gg::edgeAddCon $_CN(43)

gg::edgeAddCon $_CN(38)

gg::edgeAddCon $_CN(37)

gg::edgeAddCon $_CN(42)

gg::edgeEnd

set _DM(15) [gg::domEnd]

set _ggTemp_(1) [list $_DM(14)]

gg::domUnsSolverBegin $_ggTemp_(1)

gg::domUnsSolverAtt $_DM(14) -boundary_decay 0.92

gg::domUnsSolverRun REFINE

gg::domUnsSolverEnd

unset _ggTemp_(1)
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#########################################################

#Create blocks by extrusion of the domains.

gg::blkExtrusionBegin [list \

$_DM(1) \

$_DM(2) \

$_DM(3) \

$_DM(4) \

$_DM(5) \

$_DM(6) \

$_DM(7) \

$_DM(8) \

$_DM(9) \

$_DM(10) \

$_DM(11) \

$_DM(12) \

$_DM(13) \

$_DM(14) \

$_DM(15) \

] -default HYPERBOLIC

gg::blkExtrusionMode TRANSLATE

gg::blkExtrusionAtt -distance 1

gg::blkExtrusionAtt -direction [list 0 0 1]

#50 is the number of nodes in the spanwise direction.

#If 2D the set the number of steps to 1.

gg::blkExtrusionStep 50

set _ggTemp_(1) [gg::blkExtrusionEnd]

set _BL(1) [lindex $_ggTemp_(1) 0]

set _BL(2) [lindex $_ggTemp_(1) 1]

set _BL(3) [lindex $_ggTemp_(1) 2]

set _BL(4) [lindex $_ggTemp_(1) 3]

set _BL(5) [lindex $_ggTemp_(1) 4]

set _BL(6) [lindex $_ggTemp_(1) 5]

set _BL(7) [lindex $_ggTemp_(1) 6]

set _BL(8) [lindex $_ggTemp_(1) 7]

set _BL(9) [lindex $_ggTemp_(1) 8]

set _BL(10) [lindex $_ggTemp_(1) 9]

set _BL(11) [lindex $_ggTemp_(1) 10]

set _BL(12) [lindex $_ggTemp_(1) 11]

set _BL(13) [lindex $_ggTemp_(1) 12]

unset _ggTemp_(1)
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Appendix C

RSSJ model numerical parameters (NACA 4415)

The sources used in the simplified RSSJ model follow the numeration given

in figure 4.34. Sources 1 defines the u’u’ component; Sources 4 and 5 define the u’v’

component and source 6 defines the v’v’ component. JS stands for Jet Strength and

it indicates a fraction of the full actuation.

SUCTION SIDE
H

H
H

H
H

H
α

JS
1/4 1/2 3/4 1

−6◦ 0.065 0.32 0.82 1.5
0◦ 0.06 0.3 0.77 1.4
6◦ 0.04 0.21 0.55 1.0

PRESSURE SIDE
−6◦ 0.043 0.21 0.55 1.0
0◦ 0.035 0.17 0.44 0.8
6◦ 0.031 0.15 0.38 0.7

Table C.1: Strength of source 1 (Γ1)

H
H

H
H

H
H

α
JS

All levels SS All levels PS

−6◦ -0.3 -0.4
0◦ -0.2 -0.1
6◦ 0.0 0.15

Table C.2: Angle of source 1 (θ1) in radians

167



λ1 ω1 X1 Y1

SS 1 × 105 5 × 106 0.97 0.026
PS 1 × 105 5 × 106 0.967 -0.018

Table C.3: Unaltered parameters of source 1

H
H

H
H

H
H

α
JS

1/4 1/2 3/4 1

−6◦ to 6◦ (SS) 0.01 0.03 0.06 0.09
−6◦ to 6◦ (PS) -0.004 -0.033 -0.1 -0.2

Table C.4: Strength of source 4 (Γ4)

θ4 λ4 ω4 X4 Y4

SS -0.2 1 × 106 1 × 108 0.974 0.0263
PS 0.0 2 × 105 8 × 105 0.971 -0.0187

Table C.5: Unaltered parameters of source 4

H
H

H
H

H
H

α
JS

1/4 1/2 3/4 1

−6◦ to 6◦ (SS) -0.007 -0.051 -0.17 -0.3
−6◦ to 6◦ (PS) 0.008 0.02 0.04 0.07

Table C.6: Strength of source 5 (Γ5)

θ5 λ5 ω5 X5 Y5

SS -0.2 1 × 106 5 × 108 0.971 0.026
PS 0.0 2 × 105 8 × 105 0.9675 -0.0178

Table C.7: Unaltered parameters of source 5
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SUCTION SIDE
H

H
H

H
H

H
α

JS
1/4 1/2 3/4 1

−6◦ 0.013 0.06 0.16 0.3
0◦ 0.011 0.05 0.13 0.25
6◦ 0.004 0.02 0.05 0.1

PRESSURE SIDE
−6◦ 0.01 0.05 0.14 0.26
0◦ 0.009 0.04 0.12 0.22
6◦ 0.008 0.03 0.1 0.18

Table C.8: Strength of source 6 (Γ6)

H
H

H
H

H
H

α
JS

All levels SS and PS

−6◦ 2 × 104

0◦ 5 × 104

6◦ 8 × 104

Table C.9: Size control parameter of source 6 (λ6)

H
H

H
H

H
H

α
JS

All levels SS and PS

−6◦ 6 × 105

0◦ 8 × 105

6◦ 1 × 106

Table C.10: Size control parameter of source 6 (ω6)

θ6 X6 Y6

SS 0.0 0.974 0.027
PS -0.2 .971 -0.019

Table C.11: Unaltered parameters of source 6
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Appendix D

RSSJ model radial basis function interpolation

weights (NACA 4415)

Γ1 × 10−9 θ1 × 10−10 Γ4 × 10−6 Γ5 × 10−5 Γ6 × 10−9 λ6 × 10−15 ω6 × 10−16

W1 -0.98226 0.30637 0.50022 -0.33974 -0.44979 0.57380 0.38253
W2 1.72840 -0.53907 -0.87976 0.59752 0.79147 -1.00956 -0.67305
W3 -0.74642 0.23278 0.38000 -0.25809 -0.34181 0.43593 0.29062
W4 -1.01703 0.31528 0.51733 -0.3541 -0.46937 0.59437 0.39625
W5 1.68148 -0.52123 -0.85500 0.59235 0.77604 -0.98257 -0.65505
W6 -0.66474 0.20603 0.33813 -0.23426 -0.30680 0.38836 0.25891
W7 -4.57624 1.43375 2.36674 -1.64811 -2.10923 2.69606 1.79738
W8 8.81842 -2.76265 -4.55846 3.17435 4.06455 -5.19462 -3.46311
W9 -4.24368 1.32937 2.19418 -1.52795 -1.9560 2.49945 1.66631
W10 3.35062 -1.04872 -1.72436 1.8814 1.5399 -1.96850 -1.31234
W11 -5.93032 1.85605 3.05045 -2.10185 -2.7256 3.48370 2.32248
W12 2.58074 -0.80765 -1.32777 0.91488 1.18616 -1.51580 -1.01054
W13 3.61669 -1.13004 -1.86499 1.3033 1.66957 -2.12811 -1.41875
W14 -6.10887 1.90860 3.14880 -2.20045 -2.82007 3.59411 2.39608
W15 2.493215 -0.77888 -1.28549 0.89833 1.15097 -1.46660 -0.97774

Table D.1: Radial basis function interpolation weights for the suction side actuator
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Γ1 × 10−10 θ1 × 10−10 Γ4 × 10−5 Γ5 × 10−5 Γ6 × 10−9 λ6 × 10−16 ω6 × 10−16

W1 0.14243 -0.63793 0.36477 -0.31456 0.51411 -0.08006 -0.53374
W2 -0.40321 1.80623 -1.03254 0.89043 -1.45549 0.226685 1.51122
W3 0.26082 -1.16846 0.66807 -0.57612 0.94151 -0.14664 -0.97762
W4 0.21959 -0.85408 0.20777 -0.40110 0.75118 -0.10682 -0.71213
W5 -0.45368 1.76473 -0.42916 0.81849 -1.55197 0.22071 1.47141
W6 0.23413 -0.91082 0.22152 -0.42764 0.80094 -0.11391 -0.75942
W7 0.73797 -3.08473 1.42544 -1.52333 2.60337 -0.38669 -2.57796
W8 -2.11504 8.84219 -4.08463 4.36513 -7.46151 1.10843 7.38950
W9 1.37728 -5.75837 2.66048 -2.84319 4.85891 -0.72185 -4.81230
W10 -0.51154 2.21441 -1.16857 1.09702 -1.82687 0.27779 1.85195
W11 1.55577 -6.73583 3.55359 -3.33598 5.55634 -0.84499 -5.63324
W12 -1.04437 4.52204 -2.38603 2.23992 -3.72998 0.56727 3.78181
W13 -0.62381 2.51604 -0.92955 1.22328 -2.16953 0.31509 2.10061
W14 1.66519 -6.71724 2.48085 -3.26481 5.79151 -0.84121 -5.60807
W15 -1.04154 4.20182 -1.55202 2.01216 -3.62252 0.52620 3.50799

Table D.2: Radial basis function interpolation weights for the pressure side actuator
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Appendix E

RSSJ model numerical parameters (Dragon Eye)

The sources used in the simplified RSSJ model follow the numeration given

in figure 4.34. Sources 1 defines the u’u’ component; Sources 4 and 5 define the u’v’

component and source 6 defines the v’v’ component. This model was calibrated for

full actuation only.

SUCTION SIDE
α Γ1 θ1 λ1 ω1 X1 Y1

−2◦ 0.98 -0.25 1 × 105 5 × 106 0.966 0.023
0◦ 0.9 -0.2 1 × 105 5 × 106 0.966 0.023
6◦ 0.7 -0.1 1 × 105 5 × 106 0.966 0.023

PRESSURE SIDE
−2◦ 0.5 0.05 1 × 105 5 × 106 0.9675 -0.02
0◦ 0.6 0.1 1 × 105 5 × 106 0.9675 -0.02
6◦ 0.9 0.2 1 × 105 5 × 106 0.9675 -0.02

Table E.1: Parameters for source 1

Γ4 θ4 λ4 ω4 X4 Y4

SS -0.25 -0.2 1 × 106 1 × 107 0.967 0.023
PS 0.2 0.0 2 × 105 8 × 105 0.967 -0.0198

Table E.2: Parameters for source 4 for all α
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Γ5 θ5 λ5 ω5 X5 Y5

SS 0.08 -0.2 1 × 106 1 × 108 0.97 0.0236
PS -0.1 0.1 1 × 107 1 × 107 0.97 -0.0204

Table E.3: Parameters for source 5 for all α

SUCTION SIDE
α Γ6 θ6 λ6 ω6 X6 Y6

−2◦ 0.19 0.0 4 × 104 7.5 × 105 0.971 0.024
0◦ 0.18 0.0 5 × 104 8 × 105 0.971 0.024
6◦ 0.14 0.0 7 × 104 9 × 105 0.971 0.024

PRESSURE SIDE
−2◦ 0.11 0.0 4 × 104 7.5 × 105 0.971 -0.02
0◦ 0.12 0.0 5 × 104 8 × 105 0.971 -0.02
6◦ 0.15 0.0 7 × 104 9 × 105 0.971 -0.02

Table E.4: Parameters for source 6
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