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ABSTRACT

Context. The Gaia mission has provided the largest catalogue ever of sources with tangential velocity information. However, it is
difficult to use this catalogue for dynamical studies because most of the stars lack line-of-sight velocity measurements. Recently, we
presented a selection of ~107 halo stars with accurate distances that were selected based on their photometry and proper motions.
Aims. Using this sample, we model the tail of the velocity distribution in the stellar halo locally and as a function of distance. Our
goal is to measure the escape velocity, and based on this, to constrain the mass of our Galaxy.

Methods. We fitted the tail of the velocity distribution with a power-law distribution, a commonly used approach that has long been
established. For the first time, we used tangential velocities that were accurately measured for an unprecedented number of halo stars
to estimate the escape velocity.

Results. In the solar neighbourhood, we obtain a very precise estimate of the escape velocity, which is 497j§ kms~!. This estimate
is most likely biased low, our best guess is by 10%. As a result, the true escape velocity is most likely closer to 550kms™'. The
escape velocity directly constrains the total mass of the Milky Way. To find the best-fitting halo mass and concentration parameter,
we adjusted the dark (spherical Navarro-Frenk-White) halo of a realistic Milky Way potential while keeping the circular velocity at
the solar radius fixed at v.(Ro) = 232.8 kms™'. The resulting halo parameters are M7 0% = 1.11*5% - 10'? Mo, and the concentration
parameter is ¢*'%% = 11.8%03, where we use the explicit notation to indicate that they are corrected for the 10% bias. The slope of
the escape velocity with galactocentric distance is as expected in the inner Galaxy based on Milky Way models. Curiously, we find
a disagreement beyond the solar radius where the estimated escape velocity is higher than at the solar radius. This result is likely an
effect of a change in the shape of the velocity distribution and could be related to the presence of velocity clumps. A tentative analysis
of the escape velocity as a function of (R, z) shows that the slope is shallower than expected for a spherical halo when standard values

are used for the characteristic parameters describing the galactic disc.

Key words. Galaxy: kinematics and dynamics — Galaxy: structure — Galaxy: fundamental parameters

1. Introduction

Numerous studies have attempted to measure the mass of the
Milky Way, but it has been notoriously difficult to obtain
precise and model-independent constraints. Most works now
agree that the mass of the Milky Way dark matter halo is
10'2 My, within a factor of 2 (see Fig. 7 of Callingham et al.
2019, for a recent compilation). The kinematics of glob-
ular clusters, dwarf galaxies, and halo stars have often
been used in these studies (Kochanek 1996; Xue et al. 2008;
Watkins et al. 2010; Deason et al. 2012; Fragione & Loeb 2017,
Posti & Helmi 2019; Callingham et al. 2019; Fritz et al. 2020).
The timing argument and the properties of debris streams such as
those from the Sagittarius dwarf galaxy (e.g., Dierickx & Loeb
2017; Zaritsky et al. 2020) have provided additional but still sim-
ilar constraints. In this work, we aim to derive a very precise
estimate of the escape velocity near the Sun and hence, under
further assumptions, of the mass of the Milky Way.

The escape velocity is the maximum velocity that stars can
have while still being bound to the Galaxy. In principle, the
single fastest moving bound star places a lower limit on the
escape velocity. However, in practice, individual stars might
be affected by large measurement uncertainties or they might

Article published by EDP Sciences

be outliers (such as escapees). A more robust approach is to
fit the velocity distribution as a whole, as was put forward by
Leonard & Tremaine (1990, hereafter LT90), who described the
tail of the velocity distribution with a power law.

Several works have used the LT90 method in the past. For
example, Smith et al. (2007) and Piffl et al. (2014b), hereafter
S07 and P14, estimated the escape velocity locally to lie in the
range of [500-600]kms™!, using only radial velocity informa-
tion from RAVE (Steinmetz et al. 2006). The analysis of 2017
(2017, hereafter W17) supports these values and these authors
also show that the escape velocity drops to ~300kms™" at a
distance of 50 kpc. The advent of full phase-space information
with Gaia DR2 has not led to a reduction in the estimated range
for the escape velocity in the solar neighbourhood: It is still
[500—640]kms~! (Monari et al. 2018; Deason et al. 2019, here-
after M18 and D19), a result that can largely be attributed to the
different underlying assumptions used by the authors.

In this paper, we use a sample of halo stars with only tan-
gential velocities from Gaia DR2 to infer the escape velocity
applying also the LT90 method. This sample comprises orders
of magnitude more halo stars than any other sample used before.
Samples making use of only tangential velocities have not been
popular for this type of studies in the past because of the large

A136, page 1 of 14


https://doi.org/10.1051/0004-6361/202038777
https://www.aanda.org
https://www.edpsciences.org

A&A 649, A136 (2021)

uncertainties in the velocities, particularly induced by the dis-
tance uncertainties. The lack of (accurate) proper motion mea-
surements for large numbers of stars was even more dramatic.
However, Gaia DR2, containing about ~200x more stars with
proper motions than radial velocities, makes this type of study
feasible now. We proceed in this work as follows. We describe
the data we used and their properties in Sect. 2 and the meth-
ods in Sect. 3. In Sect. 4 we test the method for determining the
escape velocity using mock data and cosmological simulations.
In Sects. 5 and 6 we present our results in the solar neighbour-
hood and as a function of galactocentric distance, respectively.
In Sect. 7 we use the local escape velocity to derive an estimate
of the mass of the Milky Way dark halo and to identify likely
unbound stars. In Sect. 8 we present our conclusions.

2. Data

The determination of the escape velocity is contingent upon hav-
ing a sample of halo stars with high-quality measurements and
large velocity amplitudes. Most of the data used in this work are
provided by the Gaia mission (Gaia Collaboration 2016, 2018).
We mainly use the sample of halo stars that was selected and
analysed in Koppelman & Helmi (2021, KH21 hereafter). This
sample comprises ~107 main-sequence (MS) halo stars, and we
refer to it as the reduced proper motion or the 5D sample here-
after. Additionally, we make use of a set of nearby halo stars with
full phase-space information.

2.1. Velocity information

To transform the observed motions (proper motions and radial
velocities when available) into space velocities, we proceeded as
follows. We computed the tangential velocity of a star by com-
bining the proper motion and its distance as

Lj d
vy = 474057 km s~ (L) (5 )
' mas yr kpc

where j = ({,b). These velocities were then corrected
for the solar motion using the values for the motion of
the Sun with respect to the local standard of rest (LSR)
given by Schonrich et al. (2010) and the motion of the LSR
given by McMillan (2017); they are (Ug,Vo,Wy) =
(11.1,12.24,7.25)kms~" and v sg = 232.8kms™!, respectively.
The transformation to correct the tangential velocities is

ey

vj- =V +Vje, 2)
where v, and v, are defined as

veo = —Ugsin{ + (Vg + v sr) cos t, (3a)
Voo = Wocosb —sinb - (Ug cost + (Vo + visr) sinf). (3b)

Finally, the tangential velocity in the Galactic frame of rest as
observed from the Sun is calculated as

“

Similarly, the line-of-sight velocity can be corrected for the solar
reflex motion using vy & = Vios + Vios 0, Where

Ve = N+ Vo) + (0 + Vo).

Vieso = Wosinb +cosb - (Ug cos € + (Vg + visr) sinf). 5
To derive space velocities, we used the following expressions:
vy = Vo, cos £ cosb — vy sinf — v, cos £sin b, (6a)
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Vy =V sinfcosb + v, cosl — v, sinlsinb, (6b)

Vv, = Vi sinb + v} cos b. (6¢)
To transform the coordinates into a galactocentric frame, we
placed the Sun at X = —8.2kpc (McMillan 2017). We used
this value for the distance to the Galactic centre because it is
consistent with the McMillan (2017) potential that we employ
later, and the same is true for the LSR velocity. We note, how-
ever, that the McMillan values agree well with the more recent
determination of the distance to the Galactic centre by the
GRAVITY Collaboration (2018) and with the circular velocity
at the position of the Sun by Eilers et al. (2019).

To isolate a halo sample using the Gaia DR2 data, we
considered stars with velocity vectors that deviate more than
250kms~! from the velocity vector of the LSR (i.e. the veloc-
ity vector of a typical disc star), namely v — v sg| > 250kms~!.
This type of selection is known as a “Toomre’ selection.

When no line-of-sight velocity information was available,
we used Eq. (6) and set vio5 to zero. In that case, we refer to the
velocity vector as (¥, ¥y, ¥;) to stress that these are not the true
Cartesian velocities. For this set of stars, which constitute the
majority of our sample, we used an adapted Toomre selection to
isolate a halo sample, namely |§ — v sg| > 250kms™".

2.2. Sample with full phase-space information

In the solar neighbourhood, we used a sample of stars with full
phase-space information from Gaia that is known as the 6D or
the radial velocity spectrometer (RVS) sample (Katz et al. 2019).
We extended this dataset by adding sources with radial veloci-
ties observed by APOGEE (Wilson et al. 2010; Abolfathi et al.
2018), LAMOST (Cui et al. 2012), and RAVE (Kunder et al.
2017), see Sect. 2 of Koppelman et al. (2019) for a full descrip-
tion of this catalogue. The cross-matches with APOGEE and
RAVE were obtained from the Gaia archive (Marrese et al.
2019).
For this sample and in line with M 18 and D19, we used the

quality cuts described in Marchetti et al. (2019), namely

— astrometric_gof_al < 3,

— astrometric_excess_noise_sig <2,

— —0.23 < mean_varpi_factor_al < 0.32,

— visibility_periods_used > 8,

— rv_nb_transits > 5,
and also imposed the following quality criteria:

— ruwe < 1.4,

— parallax_over_error > 5.
For the additional spectroscopic data we used the same quality
cuts, with the exception of the criterion on rv_nb_transits.
Additionally, we used survey-specific quality constraints. For
APOGEE we used

— SNR > 20,

— STARFLAG == 0,

— abs(SYNTHVHELIO_AVG — OBSVHELIO_AVG) < 50,

— NVISITS > 2,
for RAVE,

— eHRV < 10,

— Algo_Conv_K! =1,

— SNR_K > 20,
and for LAMOST,

— snri > 20,

— snrg > 20.
Several studies have reported that the sources in the RVS sam-
ple, and bright sources in general, contain a parallax offset
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of ~0.05 mas (see Schonrich et al. 2019; Leung & Bovy 2019;
Zinn et al. 2019; Chan & Bovy 2020). Therefore we corrected
the parallaxes in the 6D sample for an offset of —0.054 mas as
estimated by Schonrich et al. (2019). Following these authors,
we increased the parallax uncertainties by 0.006 mas to account
for the uncertainties in the offset and by 0.043 mas to account for
the RMS in the offset reported by Lindegren et al. (2018), both
of which were added in quadrature.

Nonetheless, to mitigate the effects of the parallax offset,
we only considered sources within 2 kpc. As explained earlier,
we selected halo stars as those with [ — vysg| > 250kms™!.
Finally, we removed the star with Gaia DR2 source_id
5932173855446728064 because its radial velocity reported in
Gaia DR2 is known to be incorrect (Boubert et al. 2019). The
final sample comprises 2067 high-quality stars, of which 495 are
from the Gaia RVS sample, 10 from APOGEE, one from RAVE,
and 1561 from LAMOST.

Since the spectroscopic surveys add a considerable number
of stars, mostly from LAMOST, we verified that they do not bias
our results. They are fully consistent with using only Gaia RVS
sources. The stars from the spectroscopic surveys do not domi-
nate the determination of v, because they have larger uncertain-
ties in general. However, they do help in closing the confidence
contours, as we show in Sect. 5.

2.3. Reduced proper motion sample

For the complete description of the reduced proper motion
(RPM) sample, we refer to the KH21 paper. Here we sum-
marise the details that are relevant for this paper. By virtue of
the selection method, the RPM sample comprises only MS stars.
The relatively linear colour-magnitude relation for these types of
stars can be used to calculate photometric distances with typical
uncertainties of 7%.

In KH21 we have introduced several quality cuts. Here we
prune the sample even further. Firstly, we targeted the purest
set of halo stars by imposing the following cut on velocities
[ — vrsr] > 250kms™! (see Sect. 2.1). Then we selected
stars with tangential velocities higher than v, > 250kms~!.
Furthermore, we isolated stars that are least affected by extinc-
tion, that is, we considered only those with Ag < 0.2. Next,
we selected stars in the colour range where the photometric dis-
tances have the smallest uncertainty: 0.50 < G — Ggp < 0.715.
The blue limit here is stricter than in KH21 to remove any pos-
sible contamination from the MS turn-off. Finally, we selected
stars at high latitudes to remove contamination from the disc:
[b] > 20.

Some stars in the RPM sample have less precise photometric
distance than trigonometric distance (i.e. parallax from Gaia).
Furthermore, some stars may have been excluded because they
did not satisfy the last three quality cuts described above, even
though their trigonometric parallaxes are accurate. Therefore we
returned these stars to the sample. We also replaced the pho-
tometric distances with trigonometric distances for stars with
parallax_over_error > 10 if the latter has a smaller uncer-
tainty than the first, and we only considered stars with paral-
laxes >0.5 mas.

As mentioned above, the trigonometric parallaxes from Gaia
DR2 are known to contain a zero-point offset that has a complex
dependence on other observational parameters (e.g., the colour
and magnitude of the stars). Because most of the stars in the 5D
sample (without radial velocities) are fainter than those in the 6D
sample, we corrected their parallaxes with a different offset. Fol-
lowing Lindegren et al. (2018), we used a value of —0.029 mas

X [kpc]

2 3 4 5 6
Log(counts)

Fig. 1. Spatial distribution of the RPM sample used in this work, in
heliocentric coordinates and for stars with v, > 250km s~'. The Galactic
centre is located at X = 8.2 kpc as indicated. The concentration of stars
near the origin is caused by a small subset of stars with very accurate
trigonometric parallaxes.

for the parallax offset and increased the parallax uncertainties
by 0.043 mas (the uncertainties were added in quadrature) to
account for variations in the offset.

Within 1 kpc, about 90% of the distances stem from the Gaia
parallaxes, and at 2 kpc, this percentage drops to ~50%. The final
pruned sample comprises 197 449 sources, 18 236 of which have
Gaia parallaxes.

2.4. Inspection of the RPM sample

Figure 1 shows the spatial distribution of the stars in the sam-
ple. The maps are coloured by the logarithm of the counts per
bin. The quality cuts described in the previous section affect
the spatial distribution of the stars, most notably, by removing
low-latitude stars. The overdensity in the solar neighbourhood
(centre of the figure) is caused by the addition of sources with
accurate parallaxes. The median heliocentric distance of the
sample is 3.6 kpc.

In Fig. 2 we show the tail of the tangential velocity distribu-
tion as a function of galactocentric distance by slicing the sample
into uniformly spaced overlapping bins, ranging from 4—-12 kpc,
of 1 kpc width, which is larger than the typical uncertainty in the
distances. A visual inspection reveals only small variations in
the distributions. These clearly resemble a power law (as antic-
ipated), but with a slight tendency to become more exponential
with distance from the Galactic centre.

We propagated the uncertainties in the tangential velocities,
which we denote as o, using the standard uncertainty propaga-
tion approximation. This approximation uses a Taylor expansion
to linearise the coordinate transformations, which is a common
practice in the literature. We started the propagation from the
measurement uncertainties of Gaia DR2, where the uncertainty
of the distance is derived from the parallax uncertainty for the
trigonometric sample. For the RPM sample, we derived dis-
tance uncertainties separately because this sample contains pho-
tometric distances (see Sect. 3.3. of KH21 for more informa-
tion). Typically, the photometric distance uncertainties are at the
7% level.

The distribution of the relative uncertainties in the tangen-
tial velocity v, is shown in Fig. 3 for the photometric and
trigonometric distances separately. On average, the tangential
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Fig. 2. Tail of the tangential velocity distributions for different galactocentric distances. The annotations in the panels indicate the central distance
and number of stars per bin. The black marks give the uncertainty in the counts and the mean uncertainty in v, for each bin.
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Fig. 3. Distribution of velocity uncertainties for sources in the RPM

sample shown separately for sources with photometric (in blue) and
trigonometric (in green) distances.

velocities derived from the trigonometric parallaxes are slightly
more accurate than those based on the photometric distances.
This is a selection effect because only sources with very accurate
parallaxes are included in our sample. When the uncertainties are
propagated in the velocities, we find that the uncertainty distribu-
tion for sources with photometric distances peaks at 7% and has
a median of 8%. For the trigonometric distances, the distribu-
tion in the velocity uncertainties peaks at ~5%. The distribution
of o has a tail towards higher uncertainties because of proper
motions uncertainties, and there is only is a small dependence
on magnitude at the faint end (i.e. for G > 20).
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3. Methods
3.1. Determining Vesc

As described earlier, we used the LT90 method to determine
the escape velocity, denoted hereafter as ve,. The motivation of
this method is that the tail of the velocity distribution can be
described by a power law, and v, is the velocity at which the
probability of finding a star reaches zero. Although we closely
followed Sections Ila and Ilc from LT90 and adopted their nota-
tion, the formalism we used reveals some differences.

As just stated, the probability of finding a star in a local vol-
ume with a velocity in the range (v, v + dv) is described close to
the escape velocity as a power law,

A(Vesc — V)ka
0,

Veut <V < Vese,
v Z veSCv

SOlVese, k) = { @)

where k is the exponent, vy is the escape velocity, and vy is
a threshold velocity below which the distribution is poorly rep-
resented by a power law. It is important to set v, accordingly
such that only the tail of the distribution is fit. The normalisation
constant is defined as A = ktl which is obtained from

(Vese=Veu)**1?
A FWVese, k) dv = 1.

The expression in Eq. (7) describes the distribution of veloci-
ties corrected for the solar motion (including peculiar and LSR),
for example at the location of the Sun. If fdv is the probabil-
ity of finding a star with velocity v in the range (v, v + dv), this
implies that some distribution g(v) exists such that fQ g(v)dv =

4mv?g(v)dv = f(v)dv under the assumption that the velocity dis-
tribution is isotropic.

We now wish to obtain the probability distribution for the
tangential velocity (i.e. fi(v¢|ve, k)). This can be derived from the
joint distribution f,.,(v,, v;|v, k), which gives the probability of
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finding a star with a given line-of-sight velocity and tangential
velocity as f.,(v,, Vi|ve, k)dv,d2v,. By performing a transforma-
tion of variables

Jrirvilve, k) = f 8Wve, k)o(v, —v - W)o(v; — lo X A))dv,  (8)

where 7 is a unit vector along the line of sight. To express the
distribution function in terms of v, alone, we integrated over the
line-of-sight component (and over angle),

Jiilve, k) = %r f 8@lVese, k)6(v; — o X faf)dv. €))
The distribution f;dv, gives the probability of finding a tangential
velocity v; in the range (v, v; + dv,).

Evaluating this integral in spherical coordinates, with 7
aligned with the z-axis (implicitly assuming the stars are dis-
tributed isotropically), we obtain

Ji(vilve, k) = ff F8(v; — vsinB)v? sin @ dvde, (10)
which, by changing the order of integration and the substitution
of u = v; — vsin @, reduces to

Filve k) = —-t]ﬂ%“.f(v>[v;2 —v2| v, )

The resulting integral for f(v) given by Eq. (7) can be solved
with Mathematica (and depends on the regularised hyperge-
ometric »F; function). When the Taylor series expansion of
v; — v, is evaluated for the integral, we obtain

Ko+t
(Vese = V)" ™2, ey < Vp < Vege,
0, Vi 2 Vesc,

Jiilvese, kr) o { (12)

which is the expression found by LT90. It can be normalised
by multiplying with the constant A, = ktl2 which is

(Vesc_chl)ktH'S ’
derived from the requirement that A, fv " f Wlvese, k) dvy = 1,
cut

and where we have replaced k with k, for clarity. The reason
for this is that only in the case of v, — v, are the two power-
law indices of Egs. (7) and (12) related, and k, = k. It is thus
best to think of f,(v|vesc, k;) in Eq. (12) simply as a power-law
description of the tangential velocity tail, an approximation that
is supported by Fig. 2. We show in Sect. 4.1 that it is in general
not quite true that k, = k for the v, values that are typically con-
sidered in the literature. In what follows, we therefore reserve
the notation k; for the power-law exponent of f;, use k for the
exponent using the distribution from Eq. (7), and use k, to indi-
cate the exponent for a sample using only line-of-sight velocities
(e.g., when comparing to values in the literature).

So far, we have assumed that the velocities (v and v,) are
the true velocities. However, in reality, we are dealing with
‘observed’ velocities, which are a combination of the true veloc-
ity and some unknown uncertainty. In this section we use v;
to indicate the observed tangential velocity and reserve v, for
the true value. To account for the uncertainty, we smoothed
the velocities by convolving them with an error distribution
e(v; — v;,0:), where o, is the uncertainty in v,. When we
assume that v, and v, have Gaussian errors, then the distribu-
tion e(v, — v, o) follows the Beckmann distribution' (i.e. it is
non-Gaussian). However, when it is evaluated far away from the

! The Beckmann distribution is the most general form of the distri-

bution p(r) of parameter » = +/x? + y?, where x and y drawn from a

origin (v;/o; > 0), this distribution is well approximated by a
Gaussian. This gives us another reason to choose a sufficiently
large vy In what follows, we therefore approximate e(v,—v;, o)
by a Gaussian f;(v; — v;, 0;). The convolution of the power law
from Eq. (12) and the Gaussian is given by

Vesc

C(V;, 0, 0) = fI(Vt|Vesu kr)fG(Vz - V;, o)dv, (13)

Veut

where 0 = (Vegc, kz» Veut)-

We note that we took v, as the lower boundary and not zero,
as in Eq. (17) of LT90, because the velocity distribution below
Veut 18 poorly described by a power law. In this range, it is better
described by a different distribution function f(v,) for which the
convolution over the range 0 < v; < v, would take the form

Veut

C W, o, vew) = ST e, = vi, o)dv, (14)
which neither depends on ves nor on k. As we show below, we
may thus ignore this part of the velocity distribution. This also
means that we also ignored stars with an apparent v; below the
cut, but with a finite probability of having a true v, above it. We
show in Sect. 4 that these assumptions do not affect the ability of
the method to infer veg.

By normalising Eq. (13), we find P(v;, 0|@), the probability
of finding a star with v; in the range (v{, v; + dv}),

C(v;, 04, 6)

P, o) = —————.
|y €. 0)dv;

15)

By definition, because both f; and f;; are normalised, the integral
in the denominator is unity because the area under a convolution
is [(f@g)dt = [[ f(u)dul[ [ g(r)df] = 1. The resulting likelihood
function is given by

L£=[]Po, o). (16)
i=1

The probability distribution of the model parameters ves. and
k; is found by using Bayes’ theorem,

POV, o) o P PR [ | P07 olle), (17)

i=1

where P(ves.) and P(k;) are priors for ves. and k;. For numerical
reasons, the logarithm of the probability is evaluated, which also
allows us to ignore the normalisation because that is constant
and independent of the model parameters.

The procedure that is outlined above implicitly makes the
following assumptions. Firstly, the tail of the velocity distribu-
tion is populated up to the escape velocity and, secondly, the tail
of the velocity distribution is smooth. Furthermore, we assume
that there are no unbound stars in our sample and that there is no
contamination from a rotating (disc-like) population. The latter
would break the isotropy on the sky.

bivariate Gaussian distribution (see https://reference.wolfram.
com/language/ref/BeckmannDistribution.html). The distribu-
tion can generally only be expressed in integral form (e.g., Eq. (31)
of Beckmann 1962), but takes an explicit form for specific cases. For
example, when x and y are independent and drawn from a standard nor-
mal distribution, p(r) takes the form of the Rice distribution. The more
general case of p(r), in which x and y are drawn from an uncorrelated
bivariate Gaussian distribution, is known as the non-central chi distri-
bution.
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Perhaps the most problematic assumption is the first. There
is no guarantee that the velocity distribution locally, or at any
other location in the Milky Way, extends up to the escape veloc-
ity. Most likely, it is truncated at some lower value. As a result,
the LT90 method may easily underestimate the true ves.. For
example, cosmological simulations show velocity distributions
that are truncated at 90% of vy (e.g., S07). The exact location
of the truncation depends on the assembly history of the galaxy,
and quite possibly, also on the resolution of the simulation. We
quantify the truncation of the velocity distribution using mock
data in Sect. 4. We stress that because of this truncation, what-
ever value we derive for v it most likely is a lower limit.

The second assumption has recently been tested by
Grand et al. (2019), who found that clustering in the velocity
distribution biases the estimation of v, and can result in both
under- and overestimates. Nonetheless, these authors showed
that the estimated ves is typically underestimated by 7%. To
emphasise the importance of this bias: A difference of 7% in
the escape velocity results in a 21% bias in the estimated mass.

It seems unlikely that our sample contains many unbound
stars because hyper-velocity stars are typically young stars
ejected from the Galactic centre and not old stars in the
halo (e.g., Brown 2015; Boubert et al. 2018). Furthermore, the
velocity distributions shown in Fig. 2 are relatively smooth,
suggesting the presence of a single population dominated by
main-sequence halo stars. Nonetheless, it would be interesting
to spectroscopically follow up stars near the escape velocity. In
Sect. 7.3 we revisit possible outliers in the solar neighbourhood.

3.2. Adopting a prior on Vege and k;

In line with the literature, we assumed a simple prior on Veg
of the form P(ves.) o 1/ves.. For k (we use the notation k
here, understanding that it only compares to k; and k, in the
limiting case) there is some debate in the literature on what to
assume, and because vesc and k are highly degenerate (see next
section), the prior assumed might bias the resulting ves.. For
example, the M18 and D19 estimates of v, differ by ~50km s~!
mainly because different ranges were considered for k. Attempt-
ing to estimate vy and k simultaneously is only possible with a
large sample with very small uncertainties. For example, LT90
estimated that a sample of >200 stars with high-quality radial
velocities above v, is necessary to estimate both values
simultaneously.

LT90 argued that k values should be in the range [0.5-2.5]
because this brackets k = 1.5, which is the value expected for a
system that has undergone violent relaxation (Aguilar & White
1986; Jaffe 1987; Tremaine 1987). SO7 have compared stel-
lar halos in cosmological simulations of Milky Way-like galax-
ies and found a range of [2.7-4.7] to be more appropriate.
P14, building on more recent simulations like this, reduced this
range to [2.3—3.7], which is also the range used by M18. D19
updated the criteria for finding Milky Way analogues based on
recent discoveries regarding the merger history of the Milky Way
(Belokurov et al. 2018; Helmi et al. 2018). When using cosmo-
logical simulations, the range [1.0-2.5] was found to be more
favoured. Using a sample of blue horizontal branch (BHB) stars,
K giants, and main-sequence turnoff stars from the Sloan Dig-
ital Sky Survey (SDSS) with only line-of-sight velocities, W17
determine both k and v,y simultaneously. They report a value for
k. of 4 + 1 for the local stars.

The above paragraph shows that no consensus has been
reached on the value of k for the Milky Way. To complicate mat-
ters, the ranges mentioned above were determined for the stel-
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Fig. 4. Probability distributions of v.,. and k, derived using tangential
velocities for a mock data sample drawn from a power-law distribution
in the velocity modulus, and convolved with realistic uncertainties. The
left panel shows the results based on mock data drawn directly from
Eq. (12), and on the right we draw the data from Eq. (7) and then trans-
form the velocities into tangential velocities. The closed contours mark
the probability levels at which the probability has dropped to 61%, 14%,
and 1% of the maximum a posteriori value (they correspond to the 1, 2,
and 30 levels if the distribution were Gaussian). The coloured markers
indicate the highest probability parameter combinations, with the red
marker showing the input parameters.

lar halo at the position of the Sun (in the simulations). It is not
clear whether k remains constant as a function of distance to the
Galactic centre. In this work, we mainly rely on the estimate of
k at the location of the Sun. This is where our sample contains
many stars with reliable parallax information that are approxi-
mately isotropically distributed on the sky. For this local sample
of stars, we calculated the marginalised posterior distribution for
k;. We applied this posterior as a prior to other distance bins in
which we estimate veg.. In doing so, we assumed that k, does not
vary (much) over the distance range that we probe, which is also
justified by the analysis we carry out in Sect. 4.2.

4. Validating the method

Before applying the method to the data, we attempted to
establish the accuracy of the method, the sample size required
to estimate both v, and k, at the same time, and the effect of
the cut-off parameter v . We first consider mock data and then
apply the method to cosmological simulations.

4.1. Tests with mock data

The mock data were drawn from an idealised power-law dis-
tribution. We sampled velocities according to the distribution
given by Eq. (12) assuming ves. = 550kms~! and k, = 2.3. We
convolved the resulting distribution with realistic uncertainties
drawn from the distribution of uncertainties (i.e. that shown in
Fig. 3) for the sample of photometric distances.

The left panel of Fig. 4 shows the results of applying the
formalism described in Sect. 3 to this dataset for three different
sample sizes (see annotation) above vy, = 250km s~!. The con-
tours mark the 1,2, and 30 levels estimated by the level where
the probability has dropped to 61%, 14%, and 1% of the prob-
ability of the most likely parameter combination. The true veg.
and k; of the parent distribution are indicated with a red marker.
Decreasing the number of stars (from 10000 to 500) results in
higher uncertainties in the estimates of the ves. and k, parameters.
A sample with ~10% stars is sufficiently large to determine both
vese and k; at the same time, given the amplitude of the velocity
uncertainties.
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Fig. 5. Mock tangential velocity distributions drawn using Eq. (7) for

two cut-off velocities (250, 500)kms™" (left and right panels, respec-

tively). The red line indicates the distribution that is expected when
V; = Ve (€. Eq. (12)).

We also tested a procedure drawing the mock distribution
of v, starting from a parent distribution of full 3D velocities
(e.g., starting from Eq. (7) rather than from Eq. (12)). The 3D
velocities were then transformed into v; velocities by artificially
setting one component to zero, assuming that the velocities are
distributed isotropically. Arguably, the resulting distribution of
mock v, more closely describes the observed distribution of v;
than the one drawn directly from Eq. (12). The right panel of
Fig. 4 shows that the resulting values for vy are close to the
input value. However, the values for k; are slightly overesti-
mated. This overestimate arises from the difference between k
and k, for low v, and was already anticipated in Sect. 3.1.

To emphasise this behaviour, we show in Fig. 5 the behaviour
of the artificial v; distribution (drawn without uncertainties) com-
pared to the expected distribution of k, — k if v, — ves (i-e.
Eq. (12)). The two distributions are only equivalent for cut-off
velocities v, very close to the escape velocity.

Although this does not invalidate our approach at all because
Vesc 18 Tobustly determined without any biases, we nonetheless
have to be cautious when we compare the value of k, obtained
using tangential velocities. Similar considerations are in order
when the LT90 method is applied to a sample of line-of-sight
velocities only.

4.2. Tests on Aurigaia Milky Way-like halos

We now test the method on two halos from the Aurigaia suite
of mock Gaia catalogues (Grand et al. 2019). We explore here
whether the tail of the velocity distribution is well described by
a power law, the effect of velocity clumps, the behaviour of k;
as a function of distance, and the power of the method given the
typical uncertainties in the tangential velocity in our sample.
The Aurigaia catalogues have been generated from the
Auriga suite of Milky Way-like galaxies (Grand et al. 2017),
which is a suite of high-resolution, zoomed-in re-simulations
based on galaxies extracted from the EAGLE simulations
(Schaye et al. 2014). The mock catalogues that we analysed cor-
respond to halos 6 and 27, have the bar at 30 degrees orientation,
and were generated with the SNAPDRAGONS code (Hunt et al.
2015). We refer to these simulations as Au-06 and Au-27.
These specific halos are chosen somewhat at random, although
Au-06 is the most similar to the Milky Way (based on halo spin,
Grand et al. 2018). The halo of Au-06 has a similar mass as the
Milky Way (i.e. Myy ~ 10'2 M), whereas that of Au-27 is
slightly more massive: May ~ 1.7 - 10'> My, (Grand et al. 2017).
Both halos are mildly prograde (~30-70kms~!), as measured

1.10 o fastest « Au-06
105 <«  10th fastest x  Au-27
21.00 %%
i‘v X xxXXx ) " ,XX
é0.95 §‘=,!;..x:6‘ o x‘
E ® 50 ® ¥ x ° Y -
>0.90 L
0.85
0.80 . . . .
0 5 10 15 20 25

Galactocentric distance [kpc]

Fig. 6. Truncation of the velocities in the Aurigaia halos as a function
of galactocentric distance. The velocity distribution in the halos is trun-
cated at ~95%, except for a few bins in the outer regions of Au-27. The
black markers show the stars that are the closest to the escape velocity.
To indicate how densely populated the high-velocity tail is, the tenth
fastest star is also shown (grey markers).

by the mean rotational velocity of accreted stars with heliocen-
tric distances smaller than 1 kpc.

Because the original Auriga simulations do not have the res-
olution of Gaia DR2 (~10° stars), the SNAPDRAGONS code was
used to artificially increase the number of objects, whereby sim-
ulated stellar particles are split into multiple ‘stars’. This leads to
artificial enhancement of the clustering of stars in phase-space,
which can lead to biases in the determination of the escape veloc-
ity. Therefore we only used unique stellar particles by filtering
all duplicates using the true HCoordinates and HVelocities
parameters in the Aurigaia catalogue.

4.2.1. High-velocity tail in Aurigaia

Figure 6 shows the velocity of the fastest moving stars rela-
tive to the escape velocity and as a function of distance. We
see that the fastest star typically moves at 90—100% of the true
Vesc throughout the range of galactocentric distances probed. The
escape velocity was calculated as the velocity needed to reach
r — oo for the potential given in the Aurigaia catalogue (param-
eter: GravPotential), and using

Vese(r = 00) = N210(r) = D(c0)| = V2((1). (18)
In Fig. 6 the black markers correspond to the fastest star, and the
grey markers indicate the location of the tenth fastest star and
provide an idea of the steepness of the velocity tail.

Interestingly, for the halo of Au-27, the velocity distribution
is truncated close to the escape velocity around a galactocen-
tric radius of ~15 kpc. In the inner regions, particularly for Au-6
but for Au-27 to some extent as well, the difference between the
fastest and the tenth fastest moving star typically shows less scat-
ter, indicating that there are many stars near the truncation of the
velocity distribution.

4.2.2. Determining the escape velocity in Aurigaia

We followed a similar procedure as for the data to select
stars with high tangential velocities from the Aurigaia halos.
Firstly, the tangential velocities were convolved with uncertain-
ties drawn from the ‘observed’ uncertainty distribution shown
in Fig. 3 (and as in Sect. 4.1). We then selected stars that have
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Fig. 7. Determination of vy and k, as a function of galactocentric dis-
tance. The results for both a fixed (blue) and adaptive (green) cut-off
velocity are shown. The yellow contour in the background shows the
true escape velocity, calculated as v2|GravPotential|. The grey con-
tour has been shifted downwards by 10%. The error bars indicate the
30 confidence levels.

v, > 200kms~!. Next, we artificially set the line-of-sight veloc-
ities to zero and selected stars with [§ — vy sr| > 250kms! (as
in Sect. 2.3). Although the Aurigaia catalogues do not exactly
represent the Milky Way, these velocity cuts serve to remove the
thin disc and (most of) the thick disc present in the simulations.

We then determined v,y and k; in concentric shells of 1kpc
in width centred on the galaxy centre, with radii ranging from
2-21kpc. For both Auriga halos, the cut-off velocity was set at
Vew ~ 250kms™!. This is well below the escape velocity in all
the distance bins we probed. We also tested a heuristic procedure
to determine vy by taking the maximum of 250 km s~! and the
velocity of the 10 000th fastest moving star (20 000th for Au-27).
For bins with a large number of stars, this pushes the cut-off to
higher values.

We note that for the Au-27 halo, the top 20 000 stars work
better to determine v, than the top 10 000. Because this halo is
more massive than that of Au-06, its escape velocity is higher and
there are more stars with extreme velocities. However, because
the Au-06 halo is more similar to the Milky Way, we expect that
10000 is a realistic number of stars for the Milky Way.

Figure 7 shows the results of fitting the tangential veloc-
ity tail in the halos of Au-06 (left) and Au-27 (right). In yel-
low we show the mean vy that is calculated from Eq. (18) by
using the pre-computed potential energies of every particle (i.e.
the GravPotential parameter). The width of the yellow region
indicates that there is a range of escape velocities at a fixed
radius. This range exists because the potential is not spherically
symmetric. Stars close to the disc experience a stronger potential
than those slightly farther away.

The results obtained from a fixed v, are indicated with blue
markers, and green markers are for the adaptive v¢,. The top pan-
els of Fig. 7 show that the estimates are systematically too low
compared to the expected vy for both halos. However, they match
the grey curve well that has been obtained by lowering the yellow
region by 10%. This is a reflection of a truncation in the tangential
velocity distribution in that it does not extend all the way to vegc.
In both halos, the features in the ves. curve are closely matched
by the velocity features apparent for the tenth fastest stars shown
in Fig. 6. An interesting result is that k, varies only weakly over
distance, as is shown in the bottom panels of Fig. 7.

The above results mean that the determination of ve,. with
the method described in Sect. 3 is sensitive to the behaviour of
the tail of the velocity distribution. This is particularly clear for
Au-27, which shows a bump in v, at d > 15kpc. An excess
of stars (a clump) is visible in the halo of Au-27 that moves at
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Fig. 8. Velocity distribution in Au-27 in two distance ranges. Left:
smooth distribution of stars in the range 9—-11kpc that is truncated
shortly before the escape velocity indicated by the dashed vertical line.
Right: clumpy velocity distribution for stars in the range 15—17 kpc that
reaches up to the escape velocity. This figure shows the full velocities
(and not v,) to emphasise the clumpiness.

a velocity close to ve, as can be seen by comparing the panels
of Fig. 8, which plot the velocity distributions for the distance
ranges 9—11 kpc and 15—-17 kpc.

In summary, the analysis of the Aurigaia experiments analy-
sis shows that v, can be determined from the top 10 000 stars.
Secondly, we may assume that k, varies only weakly over the dis-
tance range probed by the RPM sample. Furthermore, on aver-
age, the method underestimates vesc by ~10%. This is slightly
more than the 7% estimated by Grand et al. (2019), which might
be related to differences in the method (e.g., the convolution with
an uncertainty distribution and the typically large uncertainties
on v;). Finally, we note that by determining ves. over a range of
galactocentric distances, we can determine local ‘biases’.

5. Results: Solar neighbourhood

We determined the escape velocity at the solar position using
the two samples of stars described in Sect. 2, one with full 6D
information and the other with only tangential velocities (5D).
We considered only stars with a heliocentric distance of 2 kpc or
less. We evaluated the probability (Eq. (17)) on a grid of 100 x
100 points ranging from 400kms™! < ve. < 800kms~! and
1 < k; < 6 (both for the 5D and 6D cases). These ranges bracket
the values that are presented in the literature. For the 5D sample,
the cut-off velocity is based on the 10000th fastest star and set
to 317kms~!, and for the 6D sample, it is 250 km s~!. Although
the results for the 6D sample are consistent when vy is set to
317 kms~!, in this case, the inference on k is weaker.

The confidence contours for the two samples are presented
in Fig. 9. For the sample with full phase-space information, we
plot the results for the Gaia-only data (6D) and also includ-
ing the additional data from ground-based spectroscopic surveys
(6D+). The arrows in the figure indicate the maximum probabil-
ity values for each sample. The contours correspond to estimates
of the 1,2,and 30 levels (see Sect. 4.1). The side panels show
the marginalised distributions P(ves.) and P(k) (P(k;) for the 5D
sample). These distributions are best constrained for the 5D sam-
ple (in blue) because of its large number of stars.

The marginal distributions of v agree very well with each
other for all samples. The slight difference in the 5D and 6D
curves (the contours are consistent within the 20~ level, however),
is driven by the anticipated differences that are the result of using
the full velocity modulus or tangential velocity information only
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Fig. 9. Confidence levels obtained by applying the LT90 method to the
5D and 6D samples in the solar neighbourhood. For each curve the 1,
2, and 30 levels are shown, and the arrows indicate the maximum prob-
ability values. The side panels show the marginalised posterior distri-
butions for P(ves.) and P(k). For the 6D sample we show the results for
both the augmented dataset and when using Gaia data alone. For the
5D sample, we recall that the method determines k;, and this is what is
shown on the y-axis of the main panel, while the blue curve in the right
panel represents P(k;).

Table 1. Escape velocity (ves.), power-law exponent (k;, for the 5D and
k for the 6D samples), and the number of stars (Nya) for different dis-
tance estimates in the solar neighbourhood.

Sample Vese inkms™) & /k Netars
5D 497+ 3.4%94 10000
6D+ 4972 30103 2067
6D (Gaiaonly) ~ 505%2 3077 495

Notes. The uncertainties in ve, and k, (or k) are given by the
marginalised 1o confidence levels.

(i.e. k # k; for vy far from veg, cf. the contours and red marker
in Fig. 4).

Marginalising over k;, we find a maximum probability value
Vese = 497*8 kms™! for the 5D sample, which we stress is most
likely biasecgl low compared to the actual ves.. The quoted uncer-
tainties correspond to the marginalised 68% confidence levels
(i.e. the ~10 level). Table 1 presents vy and k; (or k) derived for
all the samples considered and for the curves shown in Fig. 9.

6. Results: Beyond the solar neighbourhood
6.1. Determining Vesc

We now proceed to determine vy, as a function of galactocen-
tric distance. As we saw in the Aurigaia halos, the behaviour
of ves as a function of distance can help in identifying local
‘biases’ or issues. We assumed as prior for k; the marginalised

distribution obtained for the solar neighbourhood P(k;)sy that is
shown in the right panel of Fig. 9 with the blue curve. Therefore
we implicitly assumed that k; remains constant over the distance
range probed. This assumption is justified by the Aurigaia simu-
lations, as shown in Fig. 7.

We sliced the data into 16 concentric shells of 1 kpc width,
with 4 < r < 12kpc and centred on the Galactic centre (as in
Fig. 2). The number of stars per bin, with velocities higher than
Veut, Varies from 58 744 to 1128. In each shell, v is determined
adaptively by selecting the top 10 000 fastest stars. We note that
the results do not change significantly when the cut-off is fixed
t0 Vet = 250km s™L.

Figure 10 shows the trend of our estimate of ve, with
galactocentric distance. In each bin, the probability map is
marginalised over the range 2.6 < k; < 4.8 after applying
P(k,)sn- This range in k, corresponds to the 30 interval of the
posterior distribution of P(k;)sn. We note that this is a very sim-
ilar range to that assumed in SO7. The use of the P(k;)sn prior
beyond the solar neighbourhood has helped in determining vec
for all the distance bins considered, despite the sometimes rela-
tively small number of stars used. With the size of the samples
that are currently available, we could not have constrained both
k; and ves. simultaneously for all radial bins.

The behaviour of the escape velocity in the inner halo (r <
8 kpc) matches the expectation from several Milky Way models
well. This can be seen by comparison to the predicted escape
velocity plotted in the background of Fig. 10 for the Piffil4,
McMillan17, BT08 (model I), and MW 14 potentials (Piffl et al.
2014a; McMillan 2017; Binney & Tremaine 2008; Bovy 2015,
all computed using the implementation from AGAMA, Vasiliev
2019). The behaviour for the estimated ve,. shows small varia-
tions: a slight elevation at ~6 kpc and a dip at ~4.5 kpc, although
it is fully consistent with a smooth increase towards the inner
Galaxy. Furthermore, the amplitude of these variations is of a
similar level as we observed in the Aurigaia simulations. Curi-
ously, our estimate of vy is higher outside of the solar radius
(i.e. distance >8 kpc). This cannot be driven by the mass profile
of the Milky Way and can only mean that something biases the
determination of veg., as we discuss in detail next.

6.2. High veg outside of the solar radius

Several effects could lead to a higher v, outside the solar radius,
namely (i) biases in the data (e.g., in the distance estimate), (if)
biases in the method (e.g., sample size), and (iii) variations in
the dynamical properties of the stars with distance. We already
explored the biases introduced by the first two categories in
Sect. 2 (see also KH21) and Sect. 4.1. Nevertheless, we also
tested that when the sample is downsized to a random subset of
5000 stars and bins with fewer stars are excluded, the results do
not change. We therefore now focus on the third possibility, that
the velocity distribution might be different outside of the solar
radius.

Careful inspection of Fig. 2 shows that the velocity distribu-
tion is not contaminated by single outliers, even though in a rel-
ative sense (to the absolute number of objects), there seem to be
more extreme velocity values in the outer radial bins. However,
as mentioned earlier, the figure does show that the distributions
seem to become more exponential with distance.

Curiously, we have seen a similar behaviour for Au-27 of the
Vesc profile as observed for the 5D sample, see Fig. 7. In this case,
the increase in ves. Was tentatively attributed to the presence of
tidal debris (or at least lumpiness) that moved with speeds close
to the true escape velocity.
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Fig. 10. Escape velocity as a function of galactocentric distance (fop). We also shown in grey the expected behaviour of the escape velocity for
four often-used Milky Way models. The bottom panel shows the logarithm of the number of stars for each distance bin. The blue marker indicates
the v, that we determined using a local sample of stars, see Sect. 5. The error bars indicate the 10~ confidence levels. We note that the local sample
is not the same as the data sample at the bin of ~8.2 kpc, therefore the two markers there do not overlap exactly.

With a two-point velocity correlation function, we tested
the statistical clustering of the stars in the tail of the velocity
distribution of our 5D sample. An excess of pairs implies that
the velocity distribution is not smooth. The two-point velocity
correlation function is given by

DD(Av)
(RR(AV))Y’

where DD(Av) is the number of data-data pairs with a veloc-
ity separation of Av, and similarly, (RR(Av)) is the mean num-
ber of random-random pairs obtained by randomly shuffling the
velocities 100 times. To this end, v, and v, were shuffled and
the pseudo-Cartesian velocities were re-calculated from Eq. (6)
assuming vj,s = 0. Both the data and re-shuffled samples were
cut off at the velocity of the 10 000th star, or 250 km s~lif there
were not enough stars per bin. Because of this re-sampling, most
of the bins have an equal number of stars, except for those at
large radii.

Figure 11 shows the results of the correlation function & for
the 5D sample for the same distance bins as used throughout this
paper. The curves in Fig. 11 are coloured by the mean distance of
the bin, and the error bars show the uncertainty in £ estimated by
the Poisson error in the number of counts per bin. A value £ = 1
indicates no excess correlation. Inside 8 kpc, & decreases with
distance. Meanwhile, the bins just outside of this radius (light
red) show the highest level of correlation over the full velocity
range probed. The inner and outermost bins (dark colours) show
the least correlation, although the uncertainties are large because
of the low number of stars in these bins. There might also be
an effect associated with the area of the shells increasing with
distance squared, which results in the stars in the outer shells
being physically more separated than those in the inner shells.
This might give rise to gradients in the trajectories of the stars
and hence to lower correlation amplitudes.

The analysis of the velocity correlation function confirms
that the properties of the velocity distribution change with

&Av) = 19)
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Fig. 11. Two-point correlation function & of the pseudo-Cartesian veloc-
ities of the stars, binned by galactocentric distance. A correlation of
¢ > 1 indicates an excess of pairs compared to a random sample. The
random sample (RR) is obtained by randomly shuffling the velocities in
the Galactic rest frame.

distance. An indication of velocity clustering at r ~ 10kpc in
our 5D sample similar (although of lower amplitude) to that seen
for Au-27 could thus be responsible for this change.

7. Discussion
7.1. Relating ves. to the Milky Way potential

In Eq. (18) we defined the escape velocity as the velocity
required to reach r = co. A more realistic definition is obtained
by taking a different zero-point. No matter how ‘escaping from
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the Milky Way’ is defined, stars do not have to travel to infin-
ity to be considered as escapees. For example, stars escaping to
M31 make a much shorter journey (r = 800 kpc).

Therefore we used the definition of P14, who took the escape
velocity to be the velocity required to reach 3r340,

Vese(r = 37r340) = 2I(r) = ©(3r3a)l, (20)
where r349 is the radius within which the average halo density is
340 X perit (Which is equal to 3H?/87G, and where we assume
H = 73kms~! Mpc™!). We note that this zero-point is set some-
what arbitrarily, the ‘true’ value depends on the direction and
might be a few kms~! higher or lower. D19 used a different def-
inition, which is for the star to escape to 2rp(x 2.5r349). At
the solar position, these two definitions result in a difference of
S5kms~L.

Because the potential is axisymmetric, ves Varies as a func-
tion of cylindrical R and z for a fixed spherical r. In the plane of
the disc, where the potential is the steepest, the escape velocity is
highest. Using the McMillan (2017) potential, we estimate that
Vese decreases by ~20kms™! at a distance of Skpc away from
the plane of the disc, whereas at 10 kpc, the difference is about
50kms!.

To develop some intuition of how properties such as the mass
of the Milky Way are related to ves., we used the following equa-
tions: For a spherical potential, the gradient dves./dr is related to
the mass, circular velocity, and potential as

d® d Vi GM

D - =0 Y MO @n
dr dr r r
Another insightful equation, given by Egs. (2)-(22) of
Binney & Tremaine (1987), is
Vese(ro)” = 20eire(ro)” + 871G f rp(r) dr (22)

(see S07). The circular velocity v at the solar position is a
direct measure of the mass inside of the solar radius. On the
other hand, the escape velocity ves. is a measure of the total
gravitational potential. The two are related through a factor of

V2 only if there is no mass outside of the radius where both
are measured. In other words, the difference v — 2v§irc in the
solar neighbourhood probes the potential, and with it, the mass

distribution beyond the solar radius.

7.2. Estimating the mass of the Milky Way halo

We used our estimate of v at the position of the Sun to con-
strain the mass of the halo of the Milky Way. The escape veloc-
ity and the gravitational potential of the Milky Way are related
through Eq. (20). A straightforward procedure to derive the mass
of the Milky Way is to take an existing model and adjust the
parameters of the halo such that it matches the ves. measured
for the solar neighbourhood. We closely followed the proce-
dure outlined in Sect. 5 of D19, but we used the McMillan
(2017) potential and only varied the parameters of its dark halo,
which is represented by a Navarro-Frenk-White (NFW) profile
(Navarro et al. 1997).

The only issue with this procedure is that veg.(r) is mostly
sensitive to the mass outside of the solar radius. As a result, fit-
ting vese constrains the concentration of mass inside the solar
radius only weakly. A solution is to use the circular velocity
(Veire), Which is sensitive to the mass inside the solar radius, as

30F X
v T Vesc(ro)
“\ — Veire(ro)
201
O
10+
0 1 1 1
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l0910(M200) [Mo ]

Fig. 12. Best-fit combinations of the halo mass and concentration
parameter. The orange marker indicates the best-fitting My and ¢
parameters, and the red marker shows the best-fitting model after cor-
recting ves. for a 10% offset. The error bars indicate the uncertainty in
the halo parameters that is related to 1o variations in the estimate of

Vesc .

an additional constraint. That is, when fitting ves(7e), we forced
the model to have a certain V(7).

The best-fitting potential is defined as the one that
minimises

1= Wese(ro) = VED? + (Veire(ro) — 232.8 km s ™1)2, (23)

where we take v to be the maximum probability value found
in the solar neighbourhood for the 5D sample (see Table 1).
The value for the circular velocity that we assumed, V(7o) =
232.8kms~!, is the value that was used in the original McMillan
(2017) potential. We note that there is no freedom in choosing
veire (7o) because the data are only consistent with the value above
because it is used in the correction for the solar motion.

Figure 12 shows the values for Eq. (23) for the ranges
of Mo and c¢ that we explored, namely log;,(Ma0)[Mo] €
[11.5,12.5] and ¢ € [1, 30]. The solid line marks all models that
have a correct v.(rp), and the dashed lines mark all models
that have the correct v.. The best-fitting potential lies at the
intersection of the two lines. The curves illustrate the benefit of
including the v in the fit. As we expected, the dashed curve
is only weakly sensitive to c. The orange marker highlights the
combination of M»(y and c that best fits Ve and vej.. Therefore

the best-fitting estimate of the mass is Mago = 0.67*00¢ - 10" Mg,

and the corresponding concentration parameter is ¢ = 15.0:1):3.
The uncertainties are derived by calculating the best-fitting M
and c for the extreme cases of v, + 8 kms~! and v&${ —8km s,
which are the limits given by the 1o level (e.g., Table 1).

As we mentioned above, the LT90 method is likely to
underestimate the ve,.. Therefore the mass and concentration
parameters quoted above should be seen as a lower limit. It is
accordingly consistent with the original potential of McMillan
(2017) in the sense that it is smaller and more concentrated.
Moreover, this lower limit is also lower than most recent mass
estimates (cf. Fig. 7 Callingham et al. 2019, for a recent compi-
lation). If we now use the results from the analysis of the Auri-
gaia simulations and adjust for the 10% underestimation of veg
(grey dashed curve in Fig. 12), we find that the best-fit mass
and concentration parameter are Mago = 1.11*00% - 10'* M, and

c= 11.8f8§.
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7.3. Stars that might be unbound

A possibly interesting follow-up project is to measure the radial
velocities of the stars in the 5D sample that lie near the trunca-
tion of the best-fit power law. Using the maximum probability
fit of the velocity distribution, we can calculate which stars have
a high probability of being unbound. Given the apparent v; and
its uncertainty, we can calculate the probability of these stars
having a true v, higher than ves.. We note that strictly speaking,
the uncertainties are non-Gaussian, see also Sect. 3. However,
we assume that they are small enough such that they may be
approximated to be Gaussian.

For the set of stars that have apparent tangential velocities
higher than the estimated vy, we calculated the probability of
the star being bound as

Poound = Z PSN(Ve,i)f S, v, op)dvy, 24
0

Ve,i

where Psn(v,) is the posterior of ve,. marginalised over k; (i.e.
the blue curve in the right panel of Fig. 9). The uncertainty dis-
tribution f(v;, v¢, o) is defined such that it gives the probability
of finding the star with a true velocity v, and uncertainty o, with
an apparent velocity in the range (v;, v, + dv;). The probability of
the star being unbound is simply Pynbound = 1 — Pbound-

The list of sources that fall outside of the maximum proba-
bility value of v is given in Table 2. We stress that very likely,
the actual ves is higher than our best estimate. The values for
Punbouna given here should therefore be considered as upper lim-
its. To emphasise this, we also calculated the probability of these
stars being unbound after correcting vy for a 10% offset, based
on our analysis in Sect. 4.2. Only two sources remain unbound in
this case, and one of these just barely. The source with the high-
est probability of being unbound, with Gaia DR2 source_id
2655054950237153664, has been flagged in the faststars?
database (Guillochon et al. 2017) as a potential hyper-velocity
star. The source was first identified by Du et al. (2019) based on
its high tangential velocity.

About half of the sources in Table 2 have an inward-pointing
velocity vector based on the pseudo-velocities in the galactocen-
tric frame. This makes it likely that the majority of these stars are
bound to the Milky Way. A possibility remains, however, that
the velocity vectors of the stars point radially outwards when
line-of-sight velocities are measured. However, for some stars
the vectors will always point inwards, even in the extreme case
of Vios = +500km s~!. One of these stars has the highest proba-
bility of being unbound (source_id 2655054950237153664),
which has an outward-pointing velocity vector even for adopted
line-of-sight velocities of +500 km s~!, and therefore it might
truly be unbound.

7.4. veg as tracer of the mass distribution

The luminous components of the Milky Way are most definitely
not spherically symmetric. Because the escape velocity traces
the potential, we should ultimately measure it in axisymmet-
ric coordinates rather than as a function of spherical radius. By
estimating ve as a function of z, we can perhaps constrain the
flattening of the halo, although with the current sample we are
more sensitive to the contribution of the disc to the total poten-
tial of the Milky Way. This means that such an analysis would
benefit from a large sample of stars that probe the Milky Way

2 https://faststars.space/
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Table 2. High-velocity sources that are close to the escape velocity.

source_id Vv, (&)  Pumbona PIY%
5456509319663300096 499 (24) 0.50 0.02
4966291540726119936 500 (48) 0.50 0.13
1301068812277635968 500 (47) 0.51 0.13
3176805236597893248 502 (39) 0.53 0.10
600589157020469120 503 (50) 0.53 0.15
1300879558838744832 506 (41) 0.57 0.13
6669606511542374656 507 (61) 0.55 0.22
1268796702891972864 513 (46) 0.61 0.19
3289306720892701056 513 (64) 0.58 0.26
6843814817473042176 514 (35) 0.65 0.14
6587991790636824960 519 (36) 0.70 0.17
1142600839930233216 521 (65) 0.63 0.30
1948677828145591296 523 (57) 0.66 0.29
1831456179092459264 537 (43) 0.80 0.35
6085387089802067968 538 (63) 0.73 0.40
5845412900328041856 543 (57) 0.77 0.42
1981230244289202176 546 (48) 0.83 0.43
3495222399548253440 553 (68) 0.78 0.49
5175122643183339392 554 (30) 0.96 0.49
6270738976140076928 560 (49) 0.88 0.54
2655054950237153664 614 (62) 0.96 0.82

halo at a greater depth, such as what may become available with
Gaia (e)DR3.

Because of the large number of sources in our 5D sample,
it is possible for the first time to explore the escape velocity
as a function of cylindrical R and z. We sliced our 5D sam-
ple into overlapping bins of 8 X 11 volumes of |[R.| < lkpc
and |z.| < 1kpc, where R, and z. are the centres of the vol-
umes. Assuming that the Milky Way is perfectly axisymmetric,
we included sources independent of their azimuthal angles. Bins
with fewer than 500 stars were discarded. We used the same
method to determine the escape velocity as we used in Sect. 6
and presented in Fig. 10. That is, we again assumed the pos-
terior distribution of Psn(k;) from the solar neighbourhood as
prior on k;. For computational reasons, we decreased the size of
the grid on which the probability distribution was evaluated to
50 x 22 points ranging from 400km s~ < e, <800kms™! and
2.6 < k,; < 4.8 (which corresponds to the 3¢ levels in the solar
neighbourhood).

Figure 13 shows the escape velocity in these volumes (large
coloured markers) with a colour map corresponding to the
escape velocity predicted by the McMillan17 model, with the
updated lower limit of the halo mass computed in Sect. 7.2.
Therefore this model is based on the estimate for ves that is
biased low, and we used it to predict this estimate at other loca-
tions for a spherical NFW halo. The large plus markers in Fig. 13
indicate volumes in which the 30 levels of the ves include the
expected value. The large crosses indicate volumes where the
Vese €xpected from the updated McMillan17 potential lies outside
of the 30 confidence level of the maximum probability determi-
nation of ve. Interestingly, the distribution is not fully symmet-
ric in z. The fact that v, does not match the expected value in
many locations might indicate a bias in the estimated ves. in the
solar neighbourhood. Another possibility is that the decrease in
the strength of the potential with z is less steep than expected
for a spherical halo (e.g., pointing to a prolate halo or a weaker
effect from the disc).
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Fig. 13. Escape velocity determined using the LT90 method in rings
of constant cylindrical R and z. The colour of the markers indicates
the maximum probability value for ves.. The colour map in the back-
ground shows expected isocontours for the escape velocity according to
the McMillan17 potential, which assumes a spherical halo, but whose
parameters we have updated with the values from Sect. 7.2. Volumes
in which the 30 levels enclose the background value are indicated with
plus markers, the crosses indicate volumes in which the determined ve.
is higher than expected.

8. Conclusions

We used a sample of halo stars with high tangential velocities to
constrain the escape velocity in the vicinity of the Sun and as a
function of galactocentric distance. We applied the well-known
LT90 method, which fits the high-velocity tail (i.e. above some
velocity vey) of the velocity distribution with a power law of
the form (ve, — v)X. In the process of applying the method, we
identified a number of shortcomings.

The study presented here constitutes the first application of
the method to a sample of stars using only tangential veloci-
ties. We have found that in practice, the estimated value for the
parameter k is not exactly what is predicted by LT90 (namely
k, = k), except in the very tail of the distribution, in the limit
where vy differs by 10% from vey.. Unfortunately, the value of
veur typically chosen is farther away from v, because enough
stars (~10%) with high velocity need to be present in the sample
to precisely estimate ves.. A similar conclusion may be reached
when the method is applied to radial velocity samples. This
means that care is necessary when the values of k are com-
pared for different studies in the literature. Fortunately, ves is
not affected.

In addition, and as previously discussed in the literature, the
Vese determined via the LT90 method is most likely a lower limit.
To correct for this bias, we tested the method on two mock Gaia
catalogues from the Aurigaia project (Grand et al. 2018). In these
simulated galaxies, the estimated vy are ~10% lower than the true
values, close to the 7% bias found in a similar study by Grand et al.
(2019). Based on this result, we also quote the value obtained by
applying a 10% correction when we report our estimates of the
escape velocity. However, we note that there is no guarantee that
the Milky Way halo is truncated at a similar level as the Aurigaia
halos. The truncation of the velocity distribution depends on the

(recent) assembly history of the Galaxy, and for the simulations,
it might depend on the numerical resolution.

In the solar neighbourhood, using a 5D sample, we deter-
mine a very precise estimate of the escape velocity, Ve, =
497*8kms™!, and power-law exponent k, = 3.4*03. The quoted
uncertalntles are given by the level where the probability has
dropped to 61% of the maximum value (i.e. the ~1o level).
These values agree well with previous works, but this is the
first time that we can determine (a lower limit to) the escape
velocity with such high confidence. This value for v, agrees
remarkably well with the value that is obtained when we use
a local sample of halo stars with full phase-space information.
Applying the 10% fix would mean that the true escape velocity
is vi10% = 552 kms~!.

We also determined ves. as a function of galactocentric dis-
tance. We find that the escape velocity is higher in the inner halo
than at the solar radius. This matches the behaviour expected
from smooth Milky Way models well. Unexpectedly, for radii
beyond 8kpc, vese is also higher than at the solar radius (see
Fig. 2). Indications of a similar trend were picked up by M18,
but at a much lower significance level because of their limited
sample size.

Interestingly, we find that the behaviour of v outside of the
solar radius is paired with a change in shape of the velocity distri-
bution. For example, the tail of the velocity distribution becomes
more exponential (and less power law-like) with galactocentric
distance (see Fig. 2). Moreover, the velocities in the bins out-
side of 8 kpc show a higher degree of correlation as measured
by the velocity correlation function. Therefore we conclude that
the bump in v, in the outskirts is likely driven by a change in
the kinematic properties of the sample as a function of galacto-
centric distance. Coincidentally, we found a similar effect in one
of the Aurigaia halos we analysed, where a velocity bump (pre-
sumably related to a clump or a non-phase-mixed structure in the
halo) dominates the tail near the escape velocity.

The estimated v can be used to provide a very precise esti-
mate of the mass of the halo of the Milky Way. To this end,
we adjusted the halo component of the McMillan (2017) Milky
Way potential (which is a spherical NFW profile) while keeping
the other components fixed. The halo parameters that best fit the
estimated vey(ro) are Mgy = 0.67*09° - 10'2 M, and ¢ = 15%)3,
where we used vi.(ro) as an addltlonal constraint. When we
applied the tentative 10% fix, we find that the best-fitting halo
has M*OI(?% =1. 11+88§ 1012M and c*19% = 11. 8*8%

The method for determining ves. consists of fitting the tail
of the velocity distribution with a parametrised model. Using
the best-fitting model obtained, we can also establish if there
are any unbound stars in the solar neighbourhood. That is, we
may calculate which stars have a high probability of having a
true velocity that is higher than the determined escape veloc-
ity. We list these stars in Table 2. Their pseudo-velocities (with-
out the line-of-sight velocity) suggest they are not all unbound,
however: their velocity vectors point both inwards and outwards.
If these high-velocity stars were truly escaping, we would expect
them to all be on radially outbound trajectories. Nonetheless, it
might be interesting to follow these stars up. When the tentative
10% fix is taken into account, only one candidate with a high
probability of being unbound remains: Gaia DR2 source_id
2655054950237153664. This star was first flagged as being
unbound by Du et al. (2019).

Finally, we discussed a tentative method to probe the mass
distribution of the Milky Way by determining ves as a function
of (R,z). We find that escape velocity values are weakly asym-
metric with respect to the Galactic plane, and also a tentative
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indication that the halo may be prolate. However, for more robust
conclusions, a larger sample with more accurate distances that
probes deeper into the Milky Way is necessary. We hope that
such a sample will become available with Gaia (€)DR3.
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