
 

 

 University of Groningen

Exploring and interrogating astrophysical data in virtual reality
Jarrett, T. H.; Comrie, A.; Marchetti, L.; Sivitilli, A.; Macfarlane, S.; Vitello, F.; Becciani, U.;
Taylor, A. R.; van der Hulst, J. M.; Serra, P.
Published in:
Astronomy and Computing

DOI:
10.1016/j.ascom.2021.100502

IMPORTANT NOTE: You are advised to consult the publisher's version (publisher's PDF) if you wish to cite from
it. Please check the document version below.

Document Version
Publisher's PDF, also known as Version of record

Publication date:
2021

Link to publication in University of Groningen/UMCG research database

Citation for published version (APA):
Jarrett, T. H., Comrie, A., Marchetti, L., Sivitilli, A., Macfarlane, S., Vitello, F., Becciani, U., Taylor, A. R.,
van der Hulst, J. M., Serra, P., Katz, N., & Cluver, M. E. (2021). Exploring and interrogating astrophysical
data in virtual reality. Astronomy and Computing, 37, [100502].
https://doi.org/10.1016/j.ascom.2021.100502

Copyright
Other than for strictly personal use, it is not permitted to download or to forward/distribute the text or part of it without the consent of the
author(s) and/or copyright holder(s), unless the work is under an open content license (like Creative Commons).

The publication may also be distributed here under the terms of Article 25fa of the Dutch Copyright Act, indicated by the “Taverne” license.
More information can be found on the University of Groningen website: https://www.rug.nl/library/open-access/self-archiving-pure/taverne-
amendment.

Take-down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.

Downloaded from the University of Groningen/UMCG research database (Pure): http://www.rug.nl/research/portal. For technical reasons the
number of authors shown on this cover page is limited to 10 maximum.

Download date: 29-10-2022

https://doi.org/10.1016/j.ascom.2021.100502
https://research.rug.nl/en/publications/5e1c2ffe-a00e-493d-859f-d962e812f3d0
https://doi.org/10.1016/j.ascom.2021.100502


Astronomy and Computing 37 (2021) 100502

d
m
t
w
t
i

(
a

T

Contents lists available at ScienceDirect

Astronomy and Computing

journal homepage: www.elsevier.com/locate/ascom

Full length article

Exploring and interrogating astrophysical data in virtual reality
T.H. Jarrett a,b,c,∗, A. Comrie b, L. Marchetti a,b,d, A. Sivitilli a,b, S. Macfarlane a,b, F. Vitello d,
U. Becciani e, A.R. Taylor b,f, J.M. van der Hulst g, P. Serra h, N. Katz i, M.E. Cluver j

a Department of Astronomy, University of Cape Town, Private Bag X3, 7701, Rondebosch, Cape Town, South Africa
b Inter-University Institute for Data Intensive Astronomy (IDIA), University of Cape Town, Rondebosch, Cape Town, 7701, South Africa
c Western Sydney University, Locked Bag 1797, Penrith South DC, NSW 1797, Australia
d INAF - Institute for Radio Astronomy, Via Gobetti 101, 40129, Bologna, Italy
e INAF - Catania Astrophysical Observatory, Via Santa Sofia 78, 95123, Catania, Italy
f Department of Physics and Astronomy, University of the Western Cape, Private Bag X17, 7535 Bellville, Cape Town, South Africa
g Kapteyn Astronomical Institute, University of Groningen, Landleven 12, 9747AD Groningen, The Netherlands
h INAF - Osservatorio Astronomico di Cagliari, Via della Scienza 5, 09047 Selargius, CA, Italy
i Astronomy Department, University of Massachusetts, Amherst, MA 01003, USA
j Centre for Astrophysics and Supercomputing, Swinburne University of Technology, John Street, Hawthorn 3122, Victoria, Australia

a r t i c l e i n f o

Article history:
Received 5 January 2021
Accepted 14 September 2021
Available online 28 September 2021

Keywords:
Virtual reality
Data visualisation
Radio astrophysics
3D catalogues
Volumetric rendering

a b s t r a c t

Scientists across all disciplines increasingly rely on machine learning algorithms to analyse and
sort datasets of ever increasing volume and complexity. Although trends and outliers are easily
extracted, careful and close inspection will still be necessary to explore and disentangle detailed
behaviour, as well as identify systematics and false positives. We must therefore incorporate new
technologies to facilitate scientific analysis and exploration. Astrophysical data is inherently multi-
parameter, with the spatial-kinematic dimensions at the core of observations and simulations. The
arrival of mainstream virtual-reality (VR) headsets and increased GPU power, as well as the availability
of versatile development tools for video games, has enabled scientists to deploy such technology
to effectively interrogate and interact with complex data. In this paper we present development
and results from custom-built interactive VR tools, called the iDaVIE suite, that are informed and
driven by research on galaxy evolution, cosmic large-scale structure, galaxy–galaxy interactions, and
gas/kinematics of nearby galaxies in survey and targeted observations. In the new era of Big Data
ushered in by major facilities such as the SKA and LSST that render past analysis and refinement
methods highly constrained, we believe that a paradigm shift to new software, technology and methods
that exploit the power of visual perception, will play an increasingly important role in bridging the gap
between statistical metrics and new discovery. We have released a beta version of the iDaVIE software
system that is free and open to the community.

© 2021 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Data visualisation plays an important role in the analysis and
issemination of scientific data, which is increasingly becoming
ore complex and large in volume. Our primary tools of the

rade, computers (hardware and software, thereof), may in many
ays decrease the burden of data ‘reduction’ for the scientist as
hey carry out the calculations by which we transform raw data
nto refined products and meta information.

And yet the most crucial step in the scientific method, analysis
and subsequent interpretation), cannot solely rely on computers
nd automated algorithms, e.g. machine-learning tools – which

∗ Corresponding author at: Department of Astronomy, University of Cape
own, Private Bag X3, 7701, Rondebosch, Cape Town, South Africa.

E-mail address: tjarrett007@gmail.com (T.H. Jarrett).
https://doi.org/10.1016/j.ascom.2021.100502
2213-1337/© 2021 The Author(s). Published by Elsevier B.V. This is an open access a
are only as good as the programming and input (‘‘truth’’) knowl-
edge that drive them – to make the critical breakthroughs that
are hidden or obscured by the multi-dimensional dependencies.
These discoveries are typically few and far between. It is through
visualisation and critical analysis that revelations of underlying
and nuanced knowledge and understanding are made; and in
the context of machine learning and neural-network algorithms,
visualisation is often the most reliable way to prune training sets,
and can be employed to understand the complex systems that go
into mapping these networks (cf. Gallagher and Downs, 2003).

It is this step, analysis and validation of the data, for which
we bring to bear our most human of tools – intuition and cre-
ativity – that is largely informed by graphical visualisation, ex-
ploiting the human visual perception of reality (cf. Healey and
Enns, 2012; McCormick et al., 1987). Graphics may range from
simple scatter plots (from 2 to N dimensions), to multi-colour
rticle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Fig. 1. Immersion technology has changed the way we view our data. A very
effective device for viewing 3D astrophyscial data is the Elumenti Cobra, shown
in action here in the IDIA Visualisation Laboratory (IVL).

histograms, charts, imaging, 3D (volumes) and dynamic rendering
(i.e., videos). All are designed to be optimally effective with the
way humans visually process information. Usually this is done
by looking at a flat, 2D computer screen, which in fact limits
the evolved visual skills of humans; notably, the ability to use
all of our vision to assimilate and perceive within our natural
3-dimensional space and, of course the dynamic fourth, time. This
is especially a challenge with 3D and multi-dimensional data sets
projected onto a flat screen. Fortunately, with modern technology
our graphics can now move beyond this limitation.

With the advent of graphical processing units (GPUs), immer-
ion technology has enabled a far more powerful and natural way
o visualise complex data, whether it comes from an instrument
xperiment or is derived from computer models and simulations.
mmersion comes in the form of curved screens and monitors
e.g., see Fig. 1), and the latest digital-projection planetariums are
ncreasingly being used for scientific visualisation. Early efforts to
isualise and conduct research with astrophysical data showed
he promise of immersion and virtual reality technologies, which
ncluded head-sets, walls and cylinders (e.g., CAVE), and full-
ome (digital 360 degree planetarium) facilities (cf. Hassan and
luke, 2011; Djorgovski et al., 2013; Ferrand et al., 2016; Fluke
nd Barnes, 2018; Marchetti and Jarrett, 2018). More recent ef-
orts have added utility and sophistication to the such methods,
oving closer to practical tools that can be deployed across the

ull astronomy research spectrum, that also includes sophisti-
ated simulations and numerical modelling (see Davelaar et al.,
018; Dykes et al., 2018; Baracaglia and Vogt, 2019; Marchetti
t al., 2020; Dykes et al., 2021).
One of the most promising technologies is so-called ‘‘virtual

eality’’ (which we henceforth refer to as VR), which places the
uman in an artificial 3D environment along with their data (or
heir ‘‘game’’, as VR was originally created for gaming); in other
ords, a 3D ‘‘monitor’’ which envelops the user. The scientist is
o longer limited by 2D projections, but is able to move within,
nteract, and manipulate the data using natural motions and
estures. In the last few years there has been much research
nto how VR and augmented-reality (AR) is changing the way we
nteract with our data (analysis) and with other humans (social-
sation, entertainment, communication, etc.), investigating such
spects as visual perception, haptic feedback, auditory perception,
ain management, task and learning performance, psychophysics,
io-medical imaging and surgery, and just about any kind of
uman interactive experience (to name a few works, see Jin,
2

2012; Huang et al., 2016; Hoffman et al., 2014; Shattuck, 2018;
Suh and Prophet, 2018; Velazquez-Pimentel et al., 2021).

In this study, we focus on VR and the application to astrophys-
cal data. We start with a more descriptive definition of VR, as
given by Rubio-Tamayo et al. (2017), quoting: A medium composed
of interactive computer simulations that sense the participant’s po-
sition and actions and replace or augment feedback to one or more
senses, giving the feeling of being mentally immersed or present in
the simulation (a virtual world). Any data that is multi-dimensional
– which is to say, most kinds of scientific research data – lend
themselves well to the VR environment because of this immersion
feature. Astrophysics is a perfect example; astronomers study in
detail the internal structure of stars, nebulae, galaxies and the
Universe itself (e.g., cosmic large scale structure, or the Cosmic
Web). All of these are 3D and dynamic (i.e., time dimension), and
traditionally analysed in sliced or projected 2-dimensions, greatly
simplifying but also limiting the view of the complex systems we
are trying to disentangle and understand. Immersive technology
opens up so many possibilities and new avenues to explore our
rich – and exponentially expanding – multidimensional data sets.

The next step in this evolutionary process, as the VR and GPU
hardware becomes ever more advanced, is to develop interactive
software tools. As summarised by Baracaglia and Vogt (2019), to
quote: We conclude that the future of VR for scientific purposes
in astrophysics most likely resides in the development of a robust,
generic application dedicated to the exploration and visualisation of
3D observational datasets, akin to a ds9-VR. Indeed, the develop-
ment in our lab is based on this primary objective, to create VR
ools that allow and enable interaction with scientific data.

A confluence of hardware improvements and data complexity
mperatives have propelled VR development. Another equally im-
ortant arrival are cadence-driven mega surveys (e.g., LSST) and
he long-wavelength interferometers, notably in the
m-wave (e.g., ALMA) and the radio-wave (Square Kilometre
rray (SKA)) international initiative and its pathfinders. These
assive interferometers, including Australia’s ASKAP and South
frica’s MeerKAT, are producing spectral (velocity) cubes with
normously larger volumes. Intrinsically >2D in nature, these
ata products require a re-evaluation as to how we make sense
f the copious information that they provide. With this as our
esearch imperative and development driver, we created the
DIA Visualisation Lab (IVL)1 at the University of Cape Town,
stablished as a joint project between UCT Astronomy and the
nter-University Institute for Data Intensive Astronomy (IDIA).

Since our founding in 2017, we have developed visualisation
ools in our lab, deploying a number of immersion devices across
diversity of data sets and platforms (see Fig. 1), as well as across
isciplines (see for example the 3D rendering of a mouse cerebel-
um using our system; Fig. 2). The majority of our work thus far
as focused on VR exploration of astrophysical data, both in the
orm of source catalogues – featuring for example cosmic large
cale structure of galaxies, see Fig. 3 – and 3D spectral imaging
cubes) – for example in the form of atomic (neutral) hydrogen
mission in galaxies, showcased in Section 4. Our development
s largely driven by the major radio interferometry science –
hrough the SKA Initiative – that is rapidly accelerating in South
frica, Australia, India, and Europe, and is a major focus of this
resented work.
In this paper, we start (Section 2) with the science cases that

ave informed and driven the IVL development that is the subject
f this document. With this context in place, we then (Section 3)
resent the details of our VR software suite: iDaVIE (Immersive
ata Visualization Interactive Explorer), detailing the standard
echniques that we deploy (e.g., ray marching), and the novel

1 IVL: https://vislab.idia.ac.za/.

https://vislab.idia.ac.za/
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Fig. 2. Mouse cerebellum rendered in our VR system. The colour transform
highlights sensory system tissue which is involved in the coordination of
voluntary movements such as posture and balance, resulting in smooth and
balanced muscular activity. Processed using CLARITY, a method that renders
tissue transparent by washing out light-scattering lipids and allowing for 3D
fluorescent imaging of large tissues. A Carl Zeiss LSM780 confocal microscope
was used for tissue imaging.
Source: Data from B. Loos & A. Du Toit (Stellenbosch Univ.).

Fig. 3. Using the VR system described in this work, research on the large scale
structure of galaxies from the 2MASSS Redshift Survey (2MRS) is carried out by
masters student, Trystan Lambert (see Section 4).

methods we have developed to optimise working with data in VR.
n (Section 4), we present the science results from astrophysical
rojects that use our system for rendering particles and volume
ata sets for 3D exploration and interaction. We conclude the
ection with our extensive development working with volumetric
ata, notably spectral ‘‘cubes’’ derived from radio interferometry.
inally, Section 5 discusses the lessons learned and continuing
hallenges faced by VR for research purposes, and considers the
ath forward as we see development in the next five years.
e hope to show that the immersive perspective provided by
ur iDaVIE suit enhances our visual perception and provides a
ew and powerful avenue for data discovery. In the examples
resented in this paper, the colour libraries available are limited
o those in Matplotlib, although in some cases more optimal
olour transforms may be advised.

. Data and science drivers

The UCT-IDIA Visualisation Laboratory (IVL) was created to
espond to the challenges of the Big Data Era, and notably from
he international LSST and Square Kilometre Array (SKA) initia-
ive and its pathfinders. Large area surveys producing GB-to-TB
ized imaging polarimetry maps, and 3D spectral volumes of
mission lines (e.g., Hi, neutral hydrogen at 21 cm) present a
3

Fig. 4. The 2MRS redshift catalogue VR rendered in the iDaVIE–p mode. The
particles (galaxies) are given a colour (rainbow transform) based on its redshift
distance. Here the physical distance (in Mpc) between two galaxies is computed
on the fly, demonstrating the user-interaction capabilities in 3D space.

number of data challenges, including storage, pipeline reductions,
mosaicking, and most relevant to this study, visualisation and
comprehension of the vast and often complex phenomena we
observe in the universe.

Scientific research with virtual reality was identified early on
as a priority for hardware and development investment because
of the multi-dimensional nature of the data and the science
drivers that researchers associated with the lab, or in collab-
oration with the IVL, were most interested in. Ranging from
3D catalogues, cosmological simulations, and spectral imaging, a
summary of the science projects, associated data sets, and the
VR mode with which they are deployed, is given in Table 1.
The modes are ‘‘particle’’ (‘‘p’’) and ‘‘volume’’ (‘‘v’’) are detailed
in Section 3 and the results discussed in the sections to follow
(Section 4), and finally, a preview of the VR to Dome (‘‘d’’) mode
(Section 5) we will deploy in the future.

2.1. Particle rendering

Source catalogues are one of the most common data prod-
ucts in the field of astrophysics. Typically consisting of source
coordinates, measured and derived physical attributes. These are
called ‘‘particle’’ (iDaVIE–p) data types because they are single
objects or entries in a table. In addition to empirical observa-
tions, mock catalogues are often derived from theoretical and
semi-empirical model simulations, and are used as a toolset to
inform our understanding of the data. These multi-parameter
data and simulation sets are usually visualised with scatter plots,
histograms and images in 2D; but increasingly, 3D is being used
as the data quality and the visualisation methods have improved.
A prime example are the redshift surveys.

Since the 1980s and the first redshift surveys, 3D galaxy cat-
alogues have driven key studies of the large scale structure of
the universe, the so-called ‘Cosmic Web’ of galaxies. A number
of projects carried out by IVL associates are doing front-line
research in this field, both through empirical redshift surveys
and through numerical simulations. Unlike the spectral cubes,
which are volumetric data types, working with galaxy space-
distributions is using the sparse particle data type in VR, which
requires slightly different approaches. Fig. 4 illustrates how a 3D
particle data set is rendered in VR, enabling intuitive and easy
interaction with the data. In Section 4 we present detailed VR
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Table 1
VR data and modes presented in this study.

Project Data type Mode Comment

2MRS Galaxies and Groups
(large scale structure)

Catalogues (VOT/xml, IPAC) p Relatively small number of particles

Galaxy-Galaxy interaction FITS tables pt Includes time domain(t)
Cosmological simulation FITS tables p Dense numbers of particles
Andromeda Galaxy FITS cube & JPEG v Volumetric spectral cube and plane
Fornax Galaxy Cluster Intensity and mask cubes,

SoFiA text file
v, d Volumetric spectral cube and ancillary

information from SoFiA
f
k
o
t
s

t
d

l
i
u
s
o
a
(

exploration with the 2MASS Redshift Survey (2MRS), and with a
cosmological simulation of the local universe, showcasing both
empirical and theoretical 3D data sets.

Another particle-type project that was explored by the IVL
nd associates is n-body simulations, specifically galaxy–galaxy
ravitational interaction. Here the added complexity was the 4th
imension of time (type ‘‘pt’’), where the research focused on the
ynamic evolution of interacting galaxies. This data set presented
ovel VR challenges (memory, latency, efficiency) to overcome.

More details and results are presented in Section 4.
As a last example of catalogue exploration, and serving as a

isual demonstration of physical scales and particle densities, we
orked with colleagues (Joyce et al., 2019) who study the evo-

ution of stars through stellar atmosphere modelling, from white
warf to blue supergiants. The spherical atmospheres, rendered
ith small particles to convey density, was presented in the VR
nvironment using accurate relative scales (e.g., a red giant star
s three times larger than a solar-type star), and colours that are
ntuitively mapped to the star (e.g., solar spectral types appear
ellow). Fig. 5 highlights key features of this data set rendering
although severely limited by what can be conveyed in the 2D
raphic shown here).
For all these particle types, the input data are stored in multi-

olumn tables, either FITS tables (most efficient) or the VOT/xml
tandard, unless otherwise noted (e.g., during early development,
e used simple ascii text).

.2. Volume rendering

Many data sets are best rendered as 3D images, or simply
olumes. A regular grid in X-Y-Z space is used, with the indi-
idual volumetric pixels called ‘‘voxels’’. As opposed to sparsely
opulated (in 3D space) catalogues, the type of data that is best
uited for volumetric rendering is densely packed, filling a large
raction of the data set with information. A classic example is
he spectral image, where the spatial dimensions are the tradi-
ional image, and the third orthogonal dimension is spectral. The
pectral information may be frequency, equivalent wavelength or
adial velocity (e.g., specific to an emission line). It is not just
stronomy of course, other fields of science and technology utilise
pectral imaging, as well as true 3D spatial imaging; e.g., CT and
RI scans in the health industry, tissue probes in biochemistry

see for example, Fig. 2). Hence, it is of special importance to
ur immersion technology development to have user-interactive
unctionality in our VR system.

A key science driver is working directly with 21-cm Hi neutral
ydrogen. Elemental hydrogen is the most abundant element in
he universe, existing in one of three states: neutral, ionised and
olecular. The most common is neutral, Hi, which is also the
ost versatile for study of the cosmic baryon cycle. The enigmatic
i reveals itself when it changes energy state through its orbiting
lectron spin–flip transition. At a truly leisurely pace of once
er 10 million years, this rare transition is (thankfully) offset
y the shear number of hydrogen atoms – 90% of all baryonic
articles in the universe – making the 21-cm photons (1.420 GHz)
4

Fig. 5. VR rendering of stellar atmospheres, ranging in size and densities from
white dwarf, solar-type, red giant, AGB and blue supergiant modelling. Data
(courtesy of M. Joyce) from particle maps generated with the MESA2HYDRO
stellar structure-to-particle map interface (Joyce et al., 2019).

a prime emission line for radio telescopes. With the advent of the
first radio interferometers (the WSRT and the VLA in the 1970s,
and ATCA in the 80s), and most recently the SKA pathfinders,
imaging the Hi line in the Milky Way and in galaxies is the
most viable way to study the fuel behind all cosmic growth
in the universe (see e.g., the seminal work from Allen et al.,
1973; Haschick et al., 1982). For radio astronomers and the new
generation of imaging telescopes, spectral cubes are one of the
primary data products.

We have developed our VR system to work with data products
rom Hi imaging, in particular, but our system works with any
ind of spectral cube (e.g., IFUs) and any kind of emission line,
r even continuum. Galaxies with rotating disks will exhibit gas
hat is at lower and higher velocities relative to the central, or
ystemic velocity, Vsys. It is this kinematic information that is
contained in the spectral cubes and rendered by our VR sys-
em using a ray-marching transfer function method (described in
etail, Section 3).
In the IVL, we began our volumetric development by first

ooking at spectral cubes of nearby galaxies, including those
n the spectactular M81 group, with wide-field data acquired
sing interferometry from the KAT7 and DRAO synthesis tele-
copes (Sorgho et al., 2019). Fig. 6 illustrates volume rendering
f an Hi spectral cube using the iDaVIE–v mode. Here a wide
rea of the M81 Group of galaxies is viewed in the spatial plane
X-Y or RA-DEC), and the frequency (or kinematic velocity) in the
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Fig. 6. Atomic hydrogen in the M81 Galaxy Group, viewed in VR with iDaVIE–v.
he spectral cube shows the spatial (RA-Dec) and velocity distribution of the gas
n the group, consisting of galaxies M81 (central), M82 (starburst), NGC3077,
GC2976, and IC 2574, as well as swirling inter-group gas streams from the
idal interaction.
ource: Data from (Sorgho et al., 2019).

rd (or Z) axis. This outstanding and complex physical system
emonstrates the power and value-add of volume rendering –
he gas kinematics (stretching along the z-axis) is due to both
he individual member disk rotations and the multiple-body
ravitational interaction between the group members, creating
stream of gas in the X-Y-Z volume that is nearly inseparable in
wo dimensions.

Well-resolved both spatially and kinematically, nearby galax-
es put a premium on the contrast between high surface bright-
ess emission (galaxy disks) and fainter diffuse gas emission
hat is located in the outskirts and in the inter-group medium.
arly iDaVIE–v development focused on colour transforms (of
he voxel intensity), adjustments of the minimum and maximum
ntensity mapping, navigation and volume size optimisation. For
he M81 Group case, Fig. 6, balancing the bright emission in the
entral nuclei and spiral arms with the more diffuse streams
etween the group members, iDaVIE defaults to perceptually uni-
orm colourmaps, such as viridis, but the user can easily switch to
lternatives such as jet/rainbow, or its improved variation ‘‘turbo-
et’’ (as shown in figure), to enhance contrast as needed. We
xplore more detailed examples of volume rendering in Section 4.
The spectral cubes are assumed to be in FITS format Wells

nd Greisen (1979), following the conventions thereof for the
eaders (importantly, the WCS) and the binary data structure.
early any 3D data, including those from other disciplines, are
asily converted to FITS format using conventional tools, but for
he purposes of this work presented here, we focus only on the
ITS format. Detailed results are presented in Section 4, focusing
n Hi emission and kinematics of nearby galaxies.

.3. Interdisciplinary application

We have focused our attention on astrophysical applications
f VR exploration (results presented in Section 4), but it is worth-
hile to note that our tools have been developed to be agnostic
o the subject or source of particle and volumetric dataset. It
as our intention when we established the IVL that we would
ork with our science and engineering colleagues, their data and
5

methods/analysis are, in many ways, closely aligned to those in
the astronomy and physics realm.

Specifically, working with our cellular and bio-chemistry col-
leagues, data in the form of specimen slices and 3D scans was
considered and folded into our VR development. The science
drivers included study of neuro-degenerative diseases and can-
cers.

The primary challenge of interdisciplinary research is the di-
versity in data formats. Astronomers adopted the FITS standard
decades ago, which is widely in use, and are slowly moving to
the VOT/XML standard for tables. That makes it easy to control
and mitigate the input data development. Whereas outside of the
astronomy community, there are many other standards for data
products. In the case of CT, MRI and scanning microscope imaging,
the formats may widely vary; e.g., to read in and 3D render the
mouse cerebellum scan in VR (see Fig. 2), transformation of the
aw 3D TIFF file into the astronomical FITS format (header and
inary) was required.
This cross-disciplinary aspect of VR research is still in a pre-

iminary stages, in this paper we do not further detail interdisci-
linary work. However, in the final section (Section 5), we discuss
he way forward with VR, notably with streaming technology,
hich we believe will have wide application across scientific,
ngineering and health-field disciplines.

. Development of iDaVIE

The aim of iDaVIE (Immersive Data Visualization Interactive
xplorer), is to render datasets in a room-scale 3D space where
sers can intuitively view and uniquely interact with their data
n ways unrewarded by conventional flatscreen and 2D solu-
ions. Viewing includes both the conversion of datasets of typi-
al machine-readable formats to practical representations, along
ith the ability for the user to navigate spaces of the virtual
etting to see the data from multiple translational, rotational
nd scalable viewpoints. Unique interaction with the data in
R entails modifying viewing parameters, taking measurements,
nd annotating in the same space where the data is rendered,
ffectively allowing the user to remain in the VR session and
erform science directly on the data.
The added complexity of supporting a variety of hardware

onfigurations and VR devices can be prohibitive for small teams.
e therefore chose to utilise established game engines, such as
nreal Engine or Unity,2 rather than develop iDaVIE from scratch.
oth Unreal Engine 4 (UE4) and modern versions of Unity support
number of VR software development packages. We chose to use
he SteamVR platform, in order to support a number of popular
R headsets, and eventually extend iDaVIE to support Linux and
acOS. While MacOS support for SteamVR has subsequently
een discontinued, Linux support remains a goal, and iDaVIE is
esigned to use cross-platform libraries to enable this.
Initial work on iDaVIE began with UE4, as we were already

amiliar with the platform, and the engine’s open source C++
odebase allows for easy integration of existing C/C++ scientific
ackages. However, the complexity of UE4’s rendering system
ade it difficult to quickly develop and integrate GPU shaders

nto the growing and increasingly complex IDAVIE system. Unity
ffers an easier route to integrating custom shaders, written in
he High Level Shader Language (HLSL). After 6 months of de-
elopment, we migrated to Unity, allowing us to quickly develop
ompute and graphical shaders for both the catalogue and volume
endering features. However, the switch to the .NET-based Unity
ngine came with two cost issues: Firstly, performance-critical
ode (and code handling datasets larger than 2 GB in size, due

2 https://www.unrealengine.com & https://unity.com/.

https://www.unrealengine.com
https://unity.com/
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o a .NET framework limitation) still needed to be written in
++. Secondly, the majority of scientific packages we utilise were
-based. In order to overcome these issues, we make use of
nity’s native code plugin system. A C++ data analysis plugin is
sed to efficiently perform compute-intensive tasks in parallel us-
ng OpenMP, while wrapper plugins were used to interface with
cientific libraries such as CFITSIO (Pence, 1999) and AST (Berry
t al., 2016).

.1. Visualising particle datasets

We now describe the iDaVIE–p mode, relevant to 3D cat-
alogues and multi-parameter datasets. Catalogue datasets are
sparse in nature, and each row in the catalogue table is repre-
sented by a single rendered ‘‘particle’’ (rendered as a simple 2D
shape, oriented to face the user). Particles can have a number of
renderable properties: position, radius, colour, opacity and shape.
As many datasets have tens or hundreds of columns, some level of
user configuration is required, in order to specify which columns
to utilise when rendering, and how to map the values stored in
these columns to renderable properties. This user configuration is
in the form of a JSON configuration file, which contains informa-
tion on which column to use for each renderable property, and
how to transform the column values to render properties. For
example, the configuration file can specify a particular column
to use as the input for the particle colour, and choose bounds
between a minimum and maximum to scale input values, and
a scaling type (linear, logarithmic, square-root or power). The
configuration file can also specify uniform properties, if no map-
ping to a column is required. See Appendix A for example JSON
configuration files that work with the iDaVIE system.

Catalogue datasets are parsed from disk into system memory,
here we store all numeric columns in the table. Those columns
hat are referenced in the configuration file are uploaded to the
PU as 32-bit floating point buffers. A three-stage GPU shader
ipeline is then used to transform those data points into rendered
ixels:

1. Vertex shader: The vertex shader stage looks up data from
the column buffers, based on the mapping configuration
and vertex ID. It then performs the transformation of data
values to positions, radius, shape, opacity and colour prop-
erties. Colour properties can either be directly determined
from the data values, or from a colourmap lookup texture.
The resultant vertex information is passed to the next stage
of the pipeline.

2. Geometry shader: The geometry shader stage uses the
input vertex’s position and radius to draw a user-facing
quadrilateral of the appropriate size. While this approach
(commonly known as ‘‘billboarding’’) is not novel (see
e.g., Hassan and Fluke (2011)), we made some adjustments
to it for VR: instead of assuming the screen is flat, we as-
sume the user’s screen is curved, and as such the direction
that quadrilaterals must be rotated in order to face the user
depends not just on the user’s viewing direction, but also
the quadrilateral’s position in the field of view.

3. Fragment shader: The fragment shader stage fills the
quadrilateral with the appropriate texture (according to the
particle shape value) and shades it according to the particle
colour.

As all the mapping from data values to rendered particles is
erformed on the GPU, the mapping configuration can be altered
n real time for instant feedback. For example, a user can dynam-
cally adjust the particle size without any data reprocessing.

Fully opaque fragments are generally rendered using a
-buffer in order to occlude those fragments that are overlapped
6

by fragments that are closer to the camera. Each fragment is
tested against the Z-buffer, and only those fragments that have
a Z value closer to the camera than the existing value contained
in the Z-buffer are shaded. This prevents the order in which
fragments are drawn from affecting the final image.

Transparent fragments generally do not use the Z-buffer, as
elements in front and behind a transparent fragment will affect
the rendered image. In order to produce a physically accurate fi-
nal image, transparent fragments must be rendered back-to-front.
A number of techniques can be used to overcome this limitation,
but these are generally computationally expensive (Everitt, 2001),
or degrade the final image through stochastic sampling (Enderton
et al., 2010) to a point where a high number of overlapping
fragments would become infeasible, either from an image quality
or performance standpoint.

The incorrect ordering becomes very apparent with highly
transparent particles and certain viewing angles. Fig. 7(a) shows
the effect when ≈ 106 data points are rendered in the order in
which they appear in the data table itself. Notice the systematic
order errors around the origin, forming a sharp line. This is even
more noticeable in VR, as the stereo rendering gives us a sense
of depth, but the rendered ordering of particles does not match
this depth. Fig. 7(b) shows the ideal render order, where the
particles are sorted by decreasing distance from the user’s view-
point. However, this approach is not feasible for large datasets, as
the following steps are required each time the user’s viewpoint
changes:

1. Determine the distance squared from the camera to each
data point (Complexity: O(N)).

2. Sort the array of data points based on distance squared
(Complexity: O(N2) worst case, more likely O(N), as the
order of points will only change slightly each frame).

3. Update the GPU buffers with the new sorted array.

Our initial solution to this issue was to simply remove the
systematic errors from ordering, by shuffling the data points, so
they are drawn in a random order. In this case, every point is as
likely to be in front of every other point as it is to be behind it, so
the ordering between pairs of points is correct roughly half the
time. In this case, systematic errors only crop up due to areas of
high density being more likely to be rendered in front of areas
of low density. This is shown in Fig. 7(c). The high density data
points at the origin is still rendered in front of most of the radial
data points. This is far less jarring in practice, and is also less
noticeable when rendering particles with a lower opacity.

An improved solution is to utilise an octree to partition the
data set into a number of subsets (each consisting of a centre
location, size and list of points in random order) and then apply
a batch rendering approach to render them. The subsets can then
be sorted by the distance from the camera to the centre of each
subset, which applies an approximate ordering. As the sorting
occurs on the subsets, rather than the individual data points, this
approach can be utilised in real time. Fig. 7(d) shows the results
of this approach. The dataset has been divided into 32 partitions
per dimension, for a total of 32768 partitions. However, as the
data is sparsely distributed, only 5266 of these partitions are
populated. The render time for the 5266 partitions was measured
as 2.6 ms per eye, a slight increase from 2.0 ms when using
an un-partitioned data set, while the inaccuracies in the final
result are greatly reduced. One disadvantage of this approach
is that the octree needs to be recomputed if the spatial map-
ping configuration changes. However, this is a minor issue for
our application, as most datasets have a specific set of spatial
coordinates (e.g. columns of Cartesian or spherical coordinates).

In the IVL we have successfully rendered catalogues with 107

particles using a system with 32Gb of CPU RAM and a NVIDIA
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Fig. 7. Effect of render ordering when rendering partially opaque particles. Four
approaches are shown (top to bottom): (a) Default ordering, where the render
ordering is defined by the order of entries in the data set; (b) Precise (ideal)
ordering based on a fixed viewpoint; (c) Shuffled ordering, where the render
ordering is randomised to remove bias; (d) Sparse octree ordering.

1080ti-class GP; see Section 4.3 for example. Larger catalogues
are possible to render, but deleterious effects (noted above) are
much more noticeable to the user. We will be deploying a more
efficient solution to overcome both large (>107) catalogues as
ell as dense (total particles per region) clusterings through the
se of a hierarchical rendering system.

.2. Visualising volumetric datasets

We now describe the iDaVIE–v mode, central to our develop-
ent in the IVL and the research efforts of the radio astronomy
ommunity. Image cubes in FITS format are read into system
 G

7

memory using the CFITSIO library, before being rendered in real-
time using a GPU-accelerated ray-marching transfer function
implementation adapted from the NVIDIA OpenGL SDK.3 Ray-
marching renders volumetric datasets by projecting rays from the
user’s viewpoint through each pixel of the screen, and ‘‘marching’’
each ray through the volume to determine the final colour of the
pixel. At each voxel intersection an accumulation calculation is
performed, which affects the ray’s value (Levoy, 1990; Vohl et al.,
2017). The two simplest examples of this are:

1. Average intensity projection (AIP): the ray’s final value
after propagating through the volume will be equal to the
mean value of the voxels visited.

2. Maximum intensity projection (MIP): the ray’s final value
after propagating through the volume will be equal to the
largest value of the voxels visited.

Preliminary testing of these two methods revealed that the AIP
method conveyed to the user a more distorted appearance, as if
the data was seen through a warped glass surface, the amplitude
of distortion dependent on the angle viewed. In contrast, the MIP
conveyed a more accurate representation of the 3D distribution,
with little or no view-angle dependent distortion, and a level
of transparency that allows easy visual inspection of the data.
Other transfer functions have been proposed and are likely to
be very effective with spectral cubes (see e.g. Vohl et al., 2017),
but given the simplicity and (now) familiarity of the AIP/MIP
transfer (e.g., this method is deployed in the popular astronomy
application of SAOIMAGE-DS9), we have consequently adopted
the MIP as the default (although the user may switch to AIP if
they desire).

Moreover, with our GPU-accelerated system, the user is able to
change the intensity of the voxels, as well as the colour transform,
and thus highlight desired features, such as local maxima (astro-
physical sources) and low surface brightness ‘diffuse’ emission.
In the current implementation of iDaVIE–v, opacity is propor-
tional to voxel intensity, which provides a visually satisfactory
rendering of the cube. We will implement fully-featured transfer
function controls in future development, allowing the user to
specify arbitrary colour and opacity transfer functions, rather
than those based on simple colourmaps.

iDaVIE–v is designed to handle large image cubes, up to the
size of system memory and beyond using virtual memory. How-
ever, there are two limitations that must be taken into account:
Firstly, most machines have a smaller GPU memory capacity, so
the cube must fit in GPU memory. Secondly, ray marching is
highly sensitive to GPU memory bandwidth: For each rendered
pixel, tens or hundreds of voxels from the dataset must be sam-
pled. While many voxels will be sampled multiple times for a
number of pixels’ rays, the datasets are generally orders of magni-
tude larger than GPU cache capacity, so the cost of cache misses
limit rendering performance. The second limitation is generally
more stringent. We found that, even for high-end GPUs with over
10 GB of memory, cubes above approximately 1 GB in size were
not able to be visualised within the target frame time of 11 to
13 ms (likely related to Unity limitations). The solution to both of
these issues is to use down-sampling, thus reducing the volume
as needed.

In order to effectively visualise larger cubes, we utilise a block
downsampling algorithm to reduce cube size. The entire cube is
read into RAM memory using a C++ plugin (making use of the
CFITSIO library). We utilise a block downsampling algorithm in
order to reduce cube size: Each N × M × K block is reduced to a
single voxel, where N , M and K are the width, height and depth

3 https://developer.download.nvidia.com/SDK/10.5/opengl/OpenGL_SDK_
uide.pdf.

https://developer.download.nvidia.com/SDK/10.5/opengl/OpenGL_SDK_Guide.pdf
https://developer.download.nvidia.com/SDK/10.5/opengl/OpenGL_SDK_Guide.pdf
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f the block respectively. Any non-finite voxels in the original
lock are ignored during the downsampling process. We provide
wo downsampling strategies: the resultant voxel is either the
ean value of the block’s voxels, or the maximum value. The
hoice of this strategy is based on the user’s choice of AIP or MIP
ccumulation in the ray-marching process.4
The downsampling process is performed in parallel using

penMP. The values of N , M and K can be specified by the
ser, or are calculated automatically in order to reduce a cube
f size W × H × D to the chosen maximum cube size. After
ownsampling, the reduced cube is uploaded to the GPU as a
loating-point 3D texture, and then rendered on the GPU using
ustom shaders written in High Level Shader Language (HLSL).
he cube is re-rendered at a frequency linked to the headset’s
efresh rate (usually 80 or 90 Hz). The user is then able to explore
he data (now rendered by the GPU), and choose specific sources
r regions of the cube (see below), which may then be re-sampled
o the original resolution (held in CPU memory). In this way we
re able to work with large cubes and also maintain the native
esolution for the most effective exploration.

A user can select a sub-section of the downsampled cube using
he motion controllers. Once the user is happy with the selection,
hey can crop the cube to the selection. As the cropped cube
as a reduced size, the values of N , M or K will be reduced,
nd the downsampled cube will more accurately represent the
ull-resolution data. If the cropped cube is small enough, the full-
esolution data will be used without any downsampling. The user
an instantly jump back to the downsampled cube and make a
ew selection. This process allows users to easily explore large
ubes, while also preserving full-resolution and full-fidelity data
n regions of interest. A sequence diagram of this process is shown
n Fig. B.26 in Appendix B. To date, we have successfully rendered
ubes as large as 100 Gb using a machine with 64Gb RAM and
080ti-class GPU.
In addition to loading the image cube, a mask cube of the

ame dimensions as the image cube (but in 16-bit integer format)
an also be loaded. The mask cube can be used to selectively
how or hide voxels that have been flagged by a source-finding
oftware package such as SoFiA. The mask cube is cropped and
ownsampled in a similar manner to the image cube, and up-
oaded to the GPU. The GPU shaders then sample the mask cube
s well as the image cube while ray-marching. This allows the
ser to instantly mask or unmask their rendered data. Selecting
ndividual objects or targeted regions generally means working
ith full resolution image and mask data, as is the primary
ethod for source interaction.
Users can also edit an existing mask cube, or create a new

ne from scratch. By enabling ‘‘paint mode’’, users can apply an
dditive or subtractive brush of a configurable size to the mask,
hereby adding or removing voxels from the mask using their
otion controller. When paint mode is enabled, an additional
ask outline – a wire mesh – is generated and displayed. The
ask outline is updated in real time. The outline is calculated
ased on scanning the mask cube and determining which faces of
ach voxel are bordered by a voxel with a different mask value.
he ‘‘active’’ faces for each voxel, along with the index of the
oxel in the cube, are then encoded into a 32-bit integer. Voxels
ith no active faces are skipped; i.e., unnecessary segments of
he wire mesh are snipped away automatically, thus providing
clearer view of the mask and the underlying data. The list of
ncoded integers is then sent to the GPU, where a geometry
hader unpacks the face information and creates a wireframe
uadrilateral for each face in the list at the appropriate location
determined by the voxel index). We demonstrate mask/voxel
diting in Section 4.4.

4 From our experience working with astrophysical volumes, such as HI
pectral cubes, the MIP gives the most intuitive rendering experience for general
ay-march rendering and for optimal downsampling.
 e

8

3.3. Cursors, controllers and voice commands

The hand controllers enable scaling (size), rotation and trans-
lation actions, allowing intuitive and natural access to the 3D
data, menus and the space environment. The controllers may be
used to ‘‘grab’’, select and even move objects (e.g., menus), which
is fully exploited within the iDaVIE system. Both controllers are
used together to create additional motions (e.g., rotation is in-
duced with a scissor-action from the controllers, and zooming
in/out from moving the hands closer or further away from each
other, etc.). And one controller may be used to hold a ‘‘menu’’
(e.g., what we call the Quick Menu) and the other to select from
that menu (i.e., your right hand pointing at your left hand in
the VR to select ‘‘painting’’ mode). Hence both controllers are
necessary for full functionality (but also see Voice Commands,
below).

Perhaps one of the most unique and powerful functions the
controllers serve is to enable a 3D cursor. Since we have full
control of the space and the FITS data, the user may place a rect-
angular object, attached to their controller, onto a desired voxel
or set of voxels. This cursor is then used to target specific voxels.
Holding your cursor on a voxel, a small menu will appear next to
your hand that shows the voxel index coordinates, floating point
value and other ancillary information that may be computed
(e.g., the WCS coordinates, the velocity or frequency, integer mask
value, etc.). In this way, the user may explore and interact with
the spectral cube with a fidelity that extends down to a single
voxel. Later we will show examples of detailed interaction, one
of which entails voxel editing, or simply ‘‘painting’’, utilising the
controllers (buttons and motions), and the 3D cursor.

Finally, one of the most efficient methods for data interaction
that is employed by iDaVIE is the Voice Command. A number of
actions may be invoked by simply using a voice command to the
built-in microphone on the VR headset. For example, instead of
hunting around the menus to find the action that changes the
intensity thresholds, the user may invoke the voice command
‘‘edit min’’ to change the lower threshold: vertically raising or
lowering your arm is how you would change the threshold up
or down in value, accordingly. Haptic feedback (a slight buzz felt
in your hand controller) alerts the user that the voice command
has been accepted and executed. We find that the voice command
feature is extremely efficient – much faster than hunting through
menus – and is generally robust in accuracy (voice commands
are recognised with high repeatability). The only downside to
voice commands is remembering the actual command, which is
a growing list. The user has the ability (through a menu) to show
a list of voice commands in case they are needed.

3.4. Rendering considerations for VR

Maintaining a high, regular frame rate is essential for reducing
motion sickness when using VR (Weech et al., 2019). iDaVIE
targets the default refresh rate of the headset being utilised (gen-
erally between 80 Hz and 90 Hz). In order to meet these targets,
we apply some VR-specific optimisations. Firstly, SteamVR allows
for a rendering resolution that scales automatically, depending on
the user’s hardware. This is activated by default, but does not
respond to the changes in rendering time as the user changes
their viewpoint. Secondly, we apply a custom fixed foveated-
rendering5 approach (Patney et al., 2016), which uses a larger
number of ray marching steps within the small central area of
the screen, decreasing the number of steps as a function of radial

5 Optimising the resolution quality by tracking where the eyes are looking,
nhancing central versus peripheral vision.
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Fig. 8. VR tunnel (vignette) rendering invoked during a hand motion (in this
ase, rotate and zoom). Exploring a spectral cube with IDAVIE-v, hand controllers
rovide full 3-axis motion, as well as zoom in/out capability, all of which can
nduce vertigo if done too quickly. Peripheral vision vignetting of this kind helps
o mitigate motions sickness, while foveated rendering helps to sharpen the
entral view.

istance from the screen centre. This improves performance at
he expense of visual clarity at the peripheral.

A number of further adjustments can be made in order to
mprove the comfort of those users sensitive to motion sickness.
ne such approach, known as ‘‘tunnelling’’, applies a vignette to
he rendered image whenever there exists a disconnect between
user’s physical motions and visually perceived motions, known
o be a source of motion sickness in VR (Kim et al., 2018). The vi-
nette decreases apparent motion in the user’s peripheral vision,
ften decreasing discomfort. Unlike the traditional approach of
pplying the vignette uniformly across the rendered image, we
pply a per-object vignetting, affecting only those objects that
re not directly controlled by the user. For example, if exploring
volume dataset, the user’s controllers will not be vignetted,

s they are mapped directly to the user’s physical motions. The
ser interface will not be vignetted either, as it is stationary with
espect to the player’s physical space. However, the dataset itself
s vignetted when the user pans, zooms or rotates it; see example,
ig. 8. Using this selective vignetting approach leads the user to
eel as if they are handling a virtual object inside a physical space,
ather than being teleported around a virtual space.

. Science results with iDaVIE

In this section we describe research projects that utilised the
immersion technology developed in the IVL, and in particular
the VR system. These include interrogation of both particle and
volumetric astrophysical data sets exploiting the iDaVIE–p/t and
DaVIE–v branches respectively. We start with redshift catalogues
Section 4.1), n-body galaxy-galaxy interaction simulations in
he time domain (Section 4.2) and cosmological simulations of
he local Universe (Section 4.3). The last two projects showcase,
tomic hydrogen in the Andromeda and Fornax Cluster galaxies,
hich provide details of the iDaVIE–v branch (Section 4.4).

4.1. All-sky redshift survey exploration

One of the most natural applications of VR with astronomical
data are the 3D catalogues derived from large-area redshift sur-
veys. It is difficult to separate and disentangle projection effects
when viewing large scale structure (LSS) in 2D, regardless of
whether it is rendered in 3D or in slices. Conversely, in the full
virtual reality environment, the user is able to move around the
structures, either manually moving the data with the controllers,

or simply walking around or within the data.

9

Fig. 9. 2MRS galaxies as viewed in VR. Here we show the left-eye and right-
eye views. (upper) Extending to redshifts of 0.05 to 0.06, Over 45,000 galaxies
rendered in cartesian X,Y,Z space. They are colour-coded with a ‘‘jet’’ rainbow
transformation of the galaxy distance: blue is nearby, red is further away (note
colorbar). (lower) zooming in, the dark grey are spheres that represent the
galaxy groups of the new catalogue (Lambert et al., 2020).

The first application of this was carried out on the 2MRS
(2MASS Redshift Survey; Macri et al., 2019), consisting of over
45,000 galaxies distributed across the whole sky with high-
quality redshifts, and hence 3D positions, extending to redshifts
of ∼0.06 (20,000 km/s). The 2MRS is (to date) the most complete
icture of the ‘Cosmic Web’ of galaxies that comprise the Local
niverse (Bilicki et al., 2013). The objective of the project was
o construct a new galaxy groups catalogue from the recently
ompleted 2MRS. Galaxy groups are gravitationally associated
and in most cases, bound) clusterings of galaxies, forming a
nique environment (i.e., eco-system) within which galaxies form
nd evolve. The burgeoning research field of Galaxy Evolution
as determined that the Cosmic Web is formed by the filamen-
ary structures that consist of galaxy groups, containing almost
alf the mass of the local Universe (e.g., Tempel et al., 2014).
ence determining group physical properties is crucial toward
nderstanding galaxy growth and, in general, how they shape the
volutionary pathway of a galaxy.
Described in Lambert et al. (2020) the groups catalogue (see

ig. 9, based on 2MRS redshifts and K-band (2.2 µm) luminosi-
ies, was constructed using a modified friends-of-friends (FoF)
lgorithm, with the novel approach to use graph theory as a
isualisation aid for quality and assessment analysis; see Fig. 10.
he FoF employs a few critical parameters that sensitively deter-
ine which galaxies are associated with other nearby galaxies.
omplications arise from these simple prescriptions of spatial
nd velocity proximity that includes blendings (distinct groups in
lose proximity, appearing as one object) and chance alignment
f galaxies along the radial (line-of-sight) direction. Redshifts
re fundamentally radial velocity shifts (from zero velocity to
higher velocity, based on the uniform expansion of universe).
inematic deviations from the Hubble Flow are called ‘peculiar
elocities’.
Distances are crudely derived from these redshifts (using the

ubble Law and ΛCDM cosmology), which has the side-effect
f inducing radial velocity biases in the distance. The bias arises



T.H. Jarrett, A. Comrie, L. Marchetti et al. Astronomy and Computing 37 (2021) 100502

m
s

Fig. 10. Graph depiction of a group of galaxies in close proximity to each
other. Points are galaxies, and the lines represent the strength of the grouping
between any two pairs. Thicker edges represent strong bondings, while thin
lines represent weak(er) bondings. For the VR system, instead of line widths,
we use colour to represent the pair weightings (see Fig. 11).
Source: The graph is adapted from (Lambert et al., 2020).

from the fact that galaxies are moving, relative to the space–
time expansion due to local gravitational fields (e.g., the Milky
Way and the Andromeda galaxy are moving towards each other
because of their proximity and mutual gravitational attraction).
It is notably present when the galaxy belongs to a large group,
or cluster. The aggregate mass of a cluster can be quite large,
thousands of galaxies (>1014 M⊙), which induces large relative
velocities as the galaxies move and orbit within the gravitational
well. These peculiar velocities can range from 50 to 1000 km/s,
along the radial direction, which is of a magnitude that rivals the
expansion velocities for nearby galaxies. The result is to induce
a radially stretched structure, sometimes whimsically referred to
as ‘‘fingers of god’’.

We view radial-velocity ‘finger’ structures in all redshift
surveys. They are both a nuisance – because they are not repre-
senting the true locations in space and they encourage blendings
– and, conversely, they are flagposts or lighthouses of large
clusters and groups in the cosmic web, making them easy to find.
In any event, group finding algorithms have to negotiate these
radial fingers, disentangle and reconstruct the true distribution
of galaxies.6 To understand and mitigate these velocity biases, a
new graph-theory visualisation based method was developed in
the IVL (Lambert et al., 2020). It essentially draws a line between
two galaxies (or ‘‘friends’’) with a weighting (represented with
line weight/thickness, or a distinct colour as presented below)
that may be used to identify strong linkages (or friends) and weak
ones, as well as sub-groupings (groups within groups); see Fig. 10.

In the VR environment, we find that what renders clearly
are thin lines assigned strongly contrasting hues; we used the
common ‘‘rainbow’’ transform to achieve contrast in these ex-
ploratory experiments, but we now regularly use the more opti-
mal and improved ‘‘Turbo-jet’’ transform, which is also available
in the set of colour transforms in iDaVIE. Fig. 11 shows how the
colour transform is used to represent ‘‘thickness’’ or the weight
of the galaxy-to-galaxy group connection.

Since there are many lines (45,000 galaxies, each may have
dozens of friends, or lines), this may create a dizzy blur of lines.
Walking through them in VR, zooming up regions and focusing
on smaller areas, it is easy to see every line, disentangled and
clear between pairs. In this way we used the VR system to analyse
the preliminary results, adjust accordingly the FoF linking-length
parameters, re-create the catalogues and repeat the analysis. We
found that blends along the radial (or z-) axis where common,

6 In addition to motion biases from individual galaxies, there are also bulk
otions due to gravitational structures that are even larger than clusters,
ometimes referred to as ‘attractors’.
10
Fig. 11. Visualising the strength of galaxy groupings in the 2MRS using graph
theory. Here lines are drawn between galaxies identified as ‘‘friends’’ or gravi-
tationally bound in groups. The rainbow colour coding indicates the weight or
strength of the bonding, where red is strong, and blue is weak. The colour white
is just an artefact of many lines blending together; in VR we are able to zoom
up the structures, move them around and clearly see the colour weighting for
small to large (massive) groupings.

and that weak linkages between neighbouring groups or clusters
was also a frequent. Empirically we determined which pair-bonds
(lines) to cut at thresholds that were robust to completeness
and reliability balance. Immersion visualisation, in conjunction
with graph theory, was a crucial element toward constructing
an all-sky galaxy groups catalogue that is both accurate and
complete.

4.2. Galaxy-galaxy interaction

Time evolving, numerical n-body simulations of tidal inter-
actions between galaxies has proven to be a powerful way to
understand how galaxies that are in close proximity, such as
compact groups or galaxy pairs, evolve over relatively short times
scales (i.e., measured in Myrs, as opposed to Gyrs). Such tidal,
or (at the most extreme) merging events have a profound effect
on the angular momentum, gas distribution, star-formation and
central-blackhole evolution for the individual and galaxy system.
The nature of these interactions is 4-dimensional, with a com-
plex 3D spatial component that evolves over time in ways that
are difficult (if not impossible) to intuit. Computer simulations,
followed with visualisation analysis to feedback upon the model
parameters, is the only way to make progress in understanding
this spectacular astrophysical phenomenon. We have found that
VR visualisation is ideal towards this end.

Here we highlight the ‘Fly-By’ simulation of two disk/spiral
galaxies interacting and merging; full details of the simulation
and the most recent version of the GalactICS code can be found
in Deg et al. (2019). In brief, GalactICS produces the initial con-
ditions for the equilibrium models, including both collisionless
components bulge, disk, and halo components, and a collisional
gas disk. The pair of galaxies in this simulation are initially
identical, Milky Way type, consisting of disk (younger and newly
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Fig. 12. N-body simulation of an evolving tidal interaction between two Milky
ay type galaxies of similar mass. Six states are shown (top to bottom) from

nitial separation to merged. Left panels show the view from an external camera;
ight panels from the viewers left eye.

ormed populations) stars, bulge/halo (spheroidal older popula-
ion) stars, a gas disk, and a dark matter halo. Each galaxy has the
ame number of particles (i.e., total mass) and has fully formed
tellar and gaseous populations. The pair start in some initial
onfiguration, disks at some angle to each with a particular parity
rotation of the disk). They are then evolved with 10 Myr time
teps using the Gadget-2 code (Springel, 2005). At each time step,
he state of each galaxy is recorded, including the positions of the
articles.
While the galaxies are initially identical, their orientation

elative to the plane of the interaction is not. As the simulation
volves, tidal forces disrupt the morphology of the galaxies,
ometimes in non-intuitive ways. For instance, in this particular
imulation presented here, we start with identical galaxies in
etrograde rotation (the disks are relatively counter-rotating) and
nclined disk orientations with respect to the orbital axis. After
11
the first peri-centre passage, the two galaxies are no longer iden-
tical due to their difference in initial spin and spatial orientations.
With each passage, the pair become ever more distorted and
disrupted, eventually merging into one system that is roughly
spherical in shape.

Using our VR system that is optimised for particles, we colour
coded each particle type: 4 for each galaxy, hence 8 particle types
in total. The colour coding was chosen so that a complimentary
family of 4 colour shades was assigned to each galaxy, making
them both visually distinct and intuitive to the user as to which
particles belong to which galaxy. One galaxy, e.g., would have
blue assigned to disk stars, dark-green to halo stars, dark-red to
gas and magenta to dark matter. The other galaxy would have
orange assigned to disk stars, light-green to halo stars, burnt-
orange to gas, and purple to dark matter. An example of one
particular simulation is presented in Fig. 12, demonstrating the
contrasting colour families between the two interacting galaxies.
The left panel shows the view from outside of the user, looking
toward the simulation (the user is in the middle with the hand
controllers and headset visible). The right panels show the view
from the user’s left eye. The initial state is the top panels, and
the interaction evolves through the lower panels, until you see
a merged system. The user is taking careful note of the particle
colours and locations throughout the simulation, with the ability
to start, pause, and reverse the time steps; hence, with the VR
oftware, the user is able to see all angles (moving around , or
anipulating the data orientation with the controllers) and all

ime steps, noting how particles are moving and congregating
ith non-linear tidal forces.
In general, the objective of these types of simulations is to

roduce merging sequences that are observed in nature, and to
rack where the particles have relocated. Some instances will
esult in compressed and enhanced gas, leading to star formation,
nd other instances where disruption ends any sort of star forma-
ion (i.e., quenching). Clearly it is a complex process. Analysis is
arried out on each time state, computing surface densities and
ulk flows (kinematics) of different populations (particle types).
tandard visualisation uses plot and histograms, imaging and 3D
endering (in two-D slices). However, with VR it is possible to
e inside the dynamic data set and track the evolution more
aturally.
Returning to the example simulation, the difference in mor-

hologies during intermediate time-steps is immediately ap-
arent in VR visualisation, while it is more difficult to detect or
ven identify using the standard analysis tools. Depth percep-
ion in a 3D view reduces confusion due to overlapping features,
nd thus the viewer is less likely to misconstrue the morphologi-
al information. This could lead to more accurate interpretations,
nd certainly less catastrophic failures (where the projection
ffect gives a completely misleading answer). This is a unique
nd novel way to study dynamic simulations, and clearly demon-
trates how new technology and visualisation methods – namely
R – may be used to confront the shear complexity of interacting
nd merging extragalactic systems.

.3. Cosmological simulations

The Cosmic Web we observe today, the large scale structure
f galaxies in the local universe (see Jarrett, 2004), is the result of
mall perturbations (gravitational instabilities) in the large scale
abric of the early universe, evolving with time as galaxies form,
row and slowly die over the aeons. At ever higher redshifts, as-
ronomers observe the evolving cosmic web as brief snapshots in
ime, constrained by our instrumentation and our relatively short
ifespans (compared to those of stars and galaxies). In the last
ouple of decades, a powerful new way to study the cosmic web
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Fig. 13. VR view of a cosmological simulation of the local universe. Millions of
as particles are rendered using a ‘‘plasma’’ colour transform, where the brighter
yellow) signifies hotter temperatures. Note the web-like filaments that connect
o dense and hot ‘nodes’, these are the massive galaxy clusters. Dissipative gas
ynamics leads to the formation of systems we recognise as galaxies.
ource: Data and research from N. Katz (UMASS) and collaborators (Huang et al.,
019).

Fig. 14. Polar ring galaxy generated in the cosmological simulations, discovered
sing our VR visualisation system. Gas temperature is depicted with a grey-shade

transform, and stellar ages are represented by a rainbow ‘‘turbo-jet’’ from red
(old) to blue (young stars). Data from N. Katz (UMASS), who discovered the rare
event using iDaVIE–p.

hat does not have these mortal constraints is through numerical
imulations. Combining our best understanding of the physical
aws of nature, cosmological theories or models (e.g., ΛCDM) and
upercomputing resources, astronomers create simulations of the
osmic web from the early phase of the universe to the present
zero-redshift) epochs. These simulations are multi-dimensional,
ncluding the standard 3D space and time dimensions; hence,
end themselves perfectly to advanced visualisation techniques.
n the IVL, we have been working with cosmologists to study their
imulations using our iDaVIE–p system.
Here we focus on a simulation of a 503 Mpc3 piece of the

resent-day universe. The simulations are described in Huang
t al. (2019), who employ a smoothed particle hydrodynamics
SPH) code on sub-grids that include pressure-entropy formula-
ion, time-dependent artificial viscosity, refined timestep crite-
ia, and metal-line cooling. The objective is to understand how
ass is assembled (in and through the cosmic web) and galax-

es are formed. The most important physical mechanisms that
ontrol the baryonic processes are gas accretion, shock heating,
nd cooling, which are modelled with standard supernova-driven
alactic winds (and other feedback mechanisms). A visualisation
f the ‘universe-in-a-box’ simulation is shown in Fig. 13, de-
icted with a ‘‘plasma’’ colour-transform are hot gas particles
ith temperatures that range from 104–107 K.
These new, high-fidelity cosmological simulations have an-

ular (or particle) resolutions that are sub-kpc scales, which
re good enough to see the internal components (structure) of
alaxies themselves. Using our immersive tools, we are able to ex-
lore the simulations, moving easily through large scale structure,
anging across temperature and density, at all scales from the
ntire 503 Mpc3 cube down to individual galaxies with internal
 i

12
Fig. 15. Gauging bulk flow motions in the cosmological simulation. Here we
use a B/W transform for the gas particles, and white vectors attached to each
particle that indicates direction and speed.

stellar populations that are easily discerned. During the course
of exploring the data using our VR system, N. Katz discovered a
type of galaxy that is rarely observed in nature. This discovery
would likely not have happened with traditional methods used
for visualisation because of the multi-dimensional and confused
(in 2D) nature of the data.

Demonstrating the multi-parameter capabilities, and now
mixing both a grey-scale transform and a colour ‘‘turbo-jet’’
transform, we show both the gas particles and the stellar par-
ticles respectively, highlighting a striking object we identify as
a ‘‘polar ring’’ galaxy; see Fig. 14. This type of galaxy has the
rare condition7 of its star-forming, or gas, ‘‘ring’’ acutely inclined
with respect to the equatorial-flattened disk (i.e., quasi-polar
alignment). In the simulation, we have colour-transformed (using
rainbow) the stellar populations by age, where red are old stars
and blue are young, newly formed stars; a different transfor-
mation, a family of grey shades, is used for the gas, to visually
delineate from the star colours. In this way, the VR view clearly
shows the orthogonal ring of gas relative to the disk of stars,
whose relative ages are young (note the blue shading in the disk
structure). These types of objects were predicted to be formed
in simulations (Katz and Rix, 1992) but only now with sophisti-
cated immersion tools can we truly explore the details of such
rich simulations. The immersive and interactive environment
permitted apprehension of the polar ring galaxy relatively
quickly, essentially ‘‘at-a- glance’’, which suggests a powerful
synergy between the volume-intensive cosmological computer
simulations and the unique visual skills of human perception.

Thus far we have viewed a time-static version of a simulated
universe. They are dynamic, however, and constantly evolving.
We have shown previously that multi-epoch views are possible
in VR, essentially toggling off/on adjacent epochs, controlling the
time component while viewing the spatial distribution. Another
effective visualisation technique is to depict motion (or time-
evolution) using a vector arrow. The vectors have direction and
amplitude (speed) that indicate the flow of motion, giving some
idea of the time evolution of the structure. This method is only
effective for small time scales during which the vectors them-
selves only minimally evolve. An example is shown in Fig. 15. In
future development, we will be exploring graphical methods that
better visualise vectors and flow lines, methods that have been
very effective with 2D maps in a number of fields, notably me-
terological (e.g., wind flow maps). There are many applications in
astrophysics that use vector fields and flow lines in 3D scenaries,
including polarimetry and magnetism, large scale structure and
cosmological simulations, of which VR will be a powerful data
interaction pathway.

7 Although these objects are rare in nature, they have even been observed
n low density void environments (Beygu et al., 2013).
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Fig. 16. iDaVIE–v view of the Andromeda Galaxy (M31). The sequence of panels (left to right) shows the galaxy at different viewing angles using VR rendering
of an Hi (atomic hydrogen) 3D spectral cube (X-Y-Z, where Z is velocity), revealing the extensive and fast (massive) rotation Hi disk. Inserted at centre is a more
standard 2-D colour composite image restricted to the spatial axis. The flat 2D image disappears from view as we rotate around the spatial plane to see the velocity
distribution of the gas. See also Fig. 17 for a closer view of panel (2).
Source: Data courtesy of C. Carignan; (see also Carignan et al., 2006; Carignanb et al., 2006).
H

4.4. Volumetric data exploration: working with cubes in VR

In this final sub-section we describe and demonstrate the
iDaVIE–v system performance with astrophysics science projects
conducted with our collaborators and students. This is the most
developed and sophisticated system in the IVL activity, and in-
cludes a public release of a beta version of the software (Comrie
et al., 2021).8

Two examples are showcased below. The first is a common
application where the user wants to simply view the spectral
(spatial+kinematic) cube in the context of the more traditional 2D
imaging of spatial and intensity information. The second example
is a more detailed dive into cubes, exploiting the full power of the
iDaVIE–v system.

1. Example of 2D map + 3D cube of the M31 Galaxy:

Here we show the spatial-kinematic distribution of the neutral
hydrogen gas that fuels the growth and evolution of the magnifi-
cent Andromeda Galaxy. With our VR system, we are able to freely
explore the largest galaxy (angular-wise) outside of the Milky
Way itself, whose physical size and mass are twins to that of our
home Galaxy (see Jarrett et al., 2019). With large and complex
galaxies such as M31, it can be daunting at times to know your
location bearings when in the VR environment. Spectral cubes are
not spatially 3D, rather the 3rd dimension is velocity or frequency
of the emission line. We find it helpful to place an optical or
infrared 2D image within the cube as a sort of spatial roadmap to
since astronomers are used to looking at flat, spatial projections
in these wavelength windows.

Moreover, opt/ir imaging is sensitive to the sites of active star-
formation, and hence the combination of HI (fuel) and imaging
(fire) reveal the past and present growth of the system. Our
development VR system allows for this dual-input functionality,
with the requirement that the 2D map matches the spatial field
of view of the cube, while our beta-release (Comrie et al., 2021)
of iDaVIE does not yet have the ability to insert JPEG or FITS
images (future versions of iDaVIE will use the WCS information
to properly match FITS 2D images with the 3D spectral cube). An
example is shown in Fig. 16, the VR view (from the user’s left
eye) of the M31 atomic hydrogen distribution from a sequence of
viewing angles (data courtesy of C. Carignan; see also Carignan
et al., 2006; Carignanb et al., 2006). To better discern details in
this rendering, a closer inspection of one of the views is shown
in Fig. 17.

8 https://idavie.readthedocs.io/en/latest/.
 e

13
Fig. 17. Single snapshot from the M31 sequence (Fig. 16), showing more detail
of the 3D Hi gas distribution (spatial + velocity) and an optical composite
2D image inserted into the iDaVIE–v space. This is an example of how
multi-wavelength images and volumetric cubes may be combined visually.

Since the star-forming disk of M319 containing the Hi gas is
rotating, the line-of-sight components of the gas are offset with
respect to the systemic velocity of the system. We refer to these
offsets as ‘‘blue’’ and ‘‘red’’ shifts, where blue is negative relative
to systemic, and red is positive relative to systemic. We clearly
see the rotating gas, which is aligned to the spiral arms seen in the
2D optical image (which in turn is sensitive to the star-forming
disk, spiral arms and stellar associations), combining the best of
both scientific visualisations. In addition, iDaVIE–v is able to track
the gas distribution and the kinematics through the 2D moment-0
and moment-1 maps (showcased below), which compare directly
with 2D photometric imaging.

2. Neutral Hydrogen Content in the Fornax Galaxy Cluster:

The iDaVIE system was designed and developed with user
interaction foremost in mind. Velocity cubes have particular re-
quirements, with the most desired functionality being:

9 See also the exquisite infrared imaging from the IRAS, Spitzer, WISE and
erschel space telescopes, showing the SF regions with pc-scale detail in M31;
.g. Jarrett et al. (2019).

https://idavie.readthedocs.io/en/latest/
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Fig. 18. The Fornax Galaxy Cluster Hi spectral cube, showing the central region
and velocity range of the main cluster as viewed in our VR system.
ource: The data are derived from ATCA, and are courtesy of P. Serra.

• voice commands to control intensity, colour transforms, and
Z-axis scaling adjustments, as well as other simple interac-
tions such as display of critical source information;

• working with input source tables;
• overlaying source masks on the data cube voxels;
• editing source masks in real time;
• derive in-the-fly sky and source statistics, moment maps

and other analytics that may be derived from the data and
masks.

Here we demonstrate these features using a Hi spectral imag-
ng of the Fornax Galaxy Cluster, acquired with the Australian
ompact Telescope Array (ATCA; data and ancillary information
ourtesy of P. Serra and collaborators; see Serra et al., 2016; Mad-
ox et al., 2019) and recent science results presented in Kleiner
t al. (2021) that utilised the iDaVIE system for analysis. Fig. 18
s a VR view of the Hi data cube, revealing a relatively large
mosaic of over 30 deg2, covering the redshift range of the cluster
(∼2000 km/s). Fornax is graced by a spectacular starburst galaxy,
NGC1365, which is gas rich, and exhibits a massive stellar bar,
older bulge population, and a fast rotating disk (cf. Jarrett et al.,
2019). It will be featured in the graphics to follow.

Source finding, extraction and characterisation is a major step
with Hi surveys. Recently developed for the SKA pathfinders, the
SoFiA10 software pipeline carries out these steps in an automated
fashion (with plenty of parameter tuning knobs to work with).
SOFIA creates a source list table (ascii or VOT) and a mask that
is a FITS cube of the same size as the input data cube. The
mask consists of voxels that have been turned ‘‘on’’ or tagged
with the identity of the source. In this way the mask tracks
which voxels are associated with identified sources. iDaVIE–v
as incorporated these SoFiA data products into the system. The
ser is able to interact with the mask and the VOT source table,
sing the VR to visually validate (completeness and reliability) the
erformance of SoFiA, as well as the ability to modify the source
arameters through editing of the mask (see below). A simple
oice command: ‘‘mask on’’, activates the mask – which includes
ending haptic feedback to the controller letting the user know
he command was recognised – and so the user sees only the
asked voxels (the other voxels are turned off), as demonstrated

n Fig. 19.

10 https://github.com/SoFiA-Admin/SoFiA; (Serra et al., 2015).
14
Fig. 19. Front VR view of the Fornax Galaxy Cluster. The galaxies are not as
asily discerned in the left panel, but clearly seen when the mask is turned
n (right). Sources that have been identified with their associated extended
mission are visible, and all other voxels are turned off.

Fig. 20. The Fornax source mask is now ‘‘isolated’’ (left) to enhance the voxels
that have measured Hi emission. Conversely, these masked voxels (seen in red)
that are identified astrophysical sources, may be turned off completely – voice
command ‘‘mask invert’’ – thus leaving the cube with only noise (right panel). In
this way new sources may be found, or sources with associated faint emission
that was missed by the source finder.

The masks may be used in other useful modes as well. Invok-
ing the voice command ‘‘mask isolate’’ will turn on the masked
voxels, while everything else is turned off. This gives the highest
contrast possible between what may be real astrophysical signal
and what is simply noise. An example of this mode is shown in
Fig. 20 (left panel). The final mode that masks may be invoked is
‘‘mask invert’’, which turns off all voxels that are associated with
the sources; see Fig. 20 (right panel). In this mode, the data cube
is stripped of identified sources and their associated extended Hi
emission, and what is left is noise. This is useful when looking
for faint extended emission that the source finder missed, or if
the user desires to look for new sources, which may be fainter
and more compact and beyond what the source finder was tuned
to seek out.

Resolved and extended sources may have complex distribu-
tions, both spatially and kinematically. For example, the warps
and off-planar gas (possibly associated with accretion processes)
may appear asymmetric and kinematically offset from the rotat-
ing gas disk (see Lucero et al., 2015; Heald et al., 2016); hence,
the source finders may have trouble identifying or associating
it with its parent host galaxy. The solution is to deploy the
powers of human pattern recognition – edit the mask in the VR
nvironment where all of the information is at hand in the most
atural (that is, 3D) environment to work.
Paint Mode: Mask (or voxel) editing is incorporated into the

DaVIE–v design, and is implemented in the mode that is called
‘mask painting’’. First the user selects the source from the down-
ampled cube; with hand-controller selection, the source is re-
isplayed at full (native) resolution. The user enters paint/edit
ode through a menu that is accessed in the VR environment

hrough the hand controller or through a voice command. The
ainting features include: changing the paintbrush (i.e., 3D cur-
or) size, and either subtracting or adding to the mask.
In paint mode, the user sees the mask of the source that has

een selected, it appears as a mesh grid (the voxel intensities

https://github.com/SoFiA-Admin/SoFiA
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Fig. 21. Editing the mask of NGC1365 using the ‘‘paint mode’’ of the iDaVIE–v
ystem. Top panel shows the source in the down-sampled cube; middle shows
he native resolution after it has been selected and restored to native (full
esolution) condition; bottom panel the paint mode has been invoked, with
ubtractive mode (removing or erasing masked voxels), and the paint brush
djusted (3D cursor: note the green box, and ball in centre).

re still visible within the mesh). Selecting the add or subtract
ode and adjusting the brush size, the user is then able to

‘paint’’ or erase mask voxels using the controller hand motion.
isually discerning which voxels need editing, the user modifies
he mask accordingly. When completed, the user is able to save
he modified mask as a new cube file. An example of the paint
ode is shown in Fig. 21, featuring the Hi gas and velocity
istribution of NGC1365 and its associated mask (mesh grid). The
oxel ‘‘paint’’ editing is one of the most powerful features of
DaVIE because of the unique ability to manipulate 3D data in
natural environment, free of obstruction and blending that

s an unfortunate property of 2D and pseudo-3D tools.
Moment Maps: As part of the beta-release of iDaVIE–v, mo-

ent maps are constructed in real time using GPU shaders, with
he results displayed to a dedicated graphics window in the VR
nvironment. An example is shown here for NGC1365, Fig. 22,
here the moment-0 and the moment-1 reveal the 2D spatial
15
Fig. 22. Moment maps are rendered in real time and displayed in the VR graph-
ics window, including the moment-0 (2D gas distribution) and the moment-1
(radial kinematics). Here we show the resulting maps for the Hi gas of NGC1365,
which has been ‘‘crop selected’’ within the spectral cube (see right side).

gas distribution and rotating kinematics of this large barred spiral
galaxy. This is designed to work best with single objects and their
masked ‘‘on’’ values, selected by the user, which allows for real-
time fast and efficient GPU computation and CPU rendering. The
user has the ability to change the thresholding of the rendered
maps to enhance contrast.

By default the moment-0 is rendered with a ‘‘heat’’ colourmap,
which nicely conveys, through a sequential colorbar, monoton-
ically increasing (perceptual) lightness (i.e., increasing intensity
of the Hi gas, which traces gas mass distribution). The moment-
1 is rendered specifically with the ‘‘turbo-jet’’ colourmap, which
has the useful property in being two-sided in a quasi-symmetric
way in hues; this colour map visually and intuitively conveys
the blue shifted gas (relative to systemic) and the red-shifted
gas (relative to systemic), with the systemic gas (low rotation
velocities) appearing with green/yellow hues. For rotating disk
galaxies, you achieve the characteristic rendering as shown in
Fig. 22, the starburst galaxy NGC1365.

Finally, it bears noting that iDaVIE–v has the capability to
upload tables with redshift information (i.e., spatial coordinates
and the vh/c redshift) which may be overlaid and viewed within
the cube. In this way the user may compare the 3D spectral dis-
tribution with that coming from archival catalogues. See the beta
release documentation, link provided below in Section 5.1. Func-
tionality that leverage developed applications from the iDaVIE–p
(particles) system, such as catalogue manipulation, will be more
prevalent with future development of the volumetric iDaVIE–v
system.

5. Discussion and the way forward

In this last section, we discuss some of the lessons learned,
challenges we continue to face and bright prospects looking for-
ward. We begin with the genesis of the IVL and iDaVIE de-
velopment, our R&D experiences over the last three years, the
recent software release, and what we see as the game-changing
developments that are to come in the next few years.

Facing the prospect of doing science in the Big Data era
of the SKA and other major next generation telescopes and
surveys (notably LSST), we created the IVL to fully exploit im-
mersive technology. Five guiding principles toward this end were:
(1) multi-disciplinary flexibility, (2) collaborative platforms,

(3) transformative and innovative, (4) cloud-based interfacing,
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nd (5) advocacy and engagement with our peers and the inter-
sted public. Our visualisation lab deployed large format ‘‘wall’’
creens, curved and full-domed facilities, and finally VR stations.
The promise of virtual reality is well known: most suited to

ulti-dimensional data sets that includes particles and volumes,
t combines discovery and (through software tools) quantitative
nalytics, it is the most intuitive way to interact with data. 3D
endering enables far more information that can be conveyed
n comparison to standard 2D, and opens up new methods for
nalysis and data exploration. It is the last point that has been
arely tapped, and whose potential is nearly inexhaustible. But
t is also quite challenging, optimising code for multi-thread GPU
rogramming and working within the confines of the rendering
‘‘gaming’’) engines, not to mention the bespoke equipment and
nderlying system software that is required.

.1. Data and science driven initiatives

In this paper we have highlighted the work that has been
arried out in the IVL over a span of about 3+ years (2017–
020, and now continuing into 2021). The development was
riven by scientific research that our colleagues and interna-
ional collaborators are conducting, focusing on those that are
otably 3D (or more dimensions) in natural form. In most cases,
e worked closely with the researchers to create interactive
ools and functionality that were applicable and advantageous to
heir data analysis. Some of these tools were directly inspired by
ell established 2D applications – the powerful SAO-DS9 viewer

avoured by opt/ir astronomers – the equally powerful KARMA11

uite (especially KVIS) for radio astronomers, and other 2D and
D software that are in active development, notably CARTA12

Comrie et al., 2018) and SlicerAstro (Punzo et al., 2017).
iDaVIE is still very limited in functionality compared to some

of these much matured tools, and from these we are aware of
highly useful functionality that would be desirable to our iDaVIE
sers. For example, iso-contours are extremely powerful graphic
onstructs that can reveal hidden features in particle-dense or
olumetric-bright regions of a data set or cube. We will con-
inue to develop iDaVIE to incorporate these methods and tools,
s well as innovate how they are deployed given the unique
equirements of 3D immersion.

ersatility of idavie:. Not only astronomy focused, we have
orked with cellular and molecular biologists, neuroscientists,
Research data scientists, and even graphic and fine artists who
ant to use the immersive environment. Hence, our software
evelopment has general application, and we strive to be flexible
o 3D data sets coming from all walks of research and applied
ciences. Thus far, most of our development has been toward
olumetric rendering, and notably spectral cubes — but any
olume can be explored with iDaVIE.

ublic release of idavie–v:. We have released a ‘‘beta’’ version of
his system to the radio astronomy community (Comrie et al.,
021), but we hasten to add that the system works generally
or any volumetric data as long as the input is in FITS format.
evelopment has not ceased with this release; we continue to
mprove and add upon these tools and functionality, but we are
lso working on cutting-edge methods for doing better VR. We
escribe some of this current and future work below, including
n innovative combination of VR in the full-dome planetarium,
nd VR through cloud streaming. We start with, however, the
hallenges with VR that we have overcome or currently grappling
ith.

11 https://www.atnf.csiro.au/computing/software/karma/.
12 https://cartavis.github.io/.
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5.2. Current and ongoing challenges

There are many challenges with VR technology, such as gam-
ing engines and the controller software that act as barriers to
broad adoption. Some are more serious (read: chronic) than oth-
ers, which we believe with time, technology and software en-
hancements will cease to be barriers. First up is the computer
requirements and the headsets.

High-end GPUs are a must for research using VR, the reason is
hat the data is large (millions of particles, GB-class cubes), visual
idelity is premium and the refresh rate is taxing (typically 90hz).
n the IVL, we have used NVIDIA 1, 2 and 3-series, all of which are
ricey. To date, only Windows-based drivers are viable, the speed
nd power that is required for high-end research. Astronomers do
ot generally use the Windows-OS, rather preferring open-source
inux or even the Mac-OS. Hence, purchasing, configuring and
aintaining Windows machines is not a straight-forward experi-
nce for most astronomers (but perhaps less of a barrier for other
isciplines and applied fields). Linux drivers are getting better and
e foresee the day in the near future when our software tools
ill migrate over to Linux, or virtual Linux machines embedded
ithin Windows.
For the headset, the premium is on pixel resolution for each

ye, currently about 2K, with higher resolutions in the pipelines
f manufacturers. High pixel fidelity and large (> 110 deg)
ield-of-view is most welcome, but also puts pressure on the
PU performance (notably an issue with gaming laptops, where
eight, temperature and size constraints limit the processing
ower). We have even found that the hand controller design
akes a big difference with both comfort and efficiency. Our
ystem deploys as many voice commands as is practical (several
ozen) in order to mitigate the limitations of hand controllers
nd VR menu interaction (see Appendix C). There is also the
hronic problem of the VR view being slightly out of focus, as the
eadset optics are pushed hard to provide field-of-view and high
esolution with the GPU power and bandwidth available. Fidelity
s a must with research, discerning fine details in data is often the
ath for discovery.
The next challenge is the framerate required for user comfort.

enerally the minimum is 75 to 90Hz, while higher rates are
ore desirable. These rates are not always maintained when
ata volume approaches or exceeds what the hardware is capa-
le of doing. Dropped frames, resulting in a halting motion, is
ery uncomfortable for the user. Hence, the more power (GPUs),
andwidth and core memory, the better viewing, as rendering is
eavily dependent on the data volume, for example.
Limitations due to core (CPU) memory have been a challenge

or our large data sets. As described in Section 4, we have over-
ome much of this limitation by down-sampling >Gb cubes, and
hen up-sampling to native resolution when a smaller region of
he cube is selected. GPU memory is not as big a problem because
f the software, Unity gaming engine e.g., limitation of only being
ble to render relatively small cubes (less than a GB) at one time.
his may not be a limitation for other rendering engines, such as
hose from open-source — and hence a good option to explore
n the near future. GPUs are getting faster and more powerful,
ut they are also improving with their own memory bandwidth,
hich ultimately limits the speed of data transfer from CPU to
PU (see e.g., Biedert et al., 2018).
A variety of smaller challenges are associated with VR re-

earch. Setting up a separate space where the computer and
ensors are located, and where the user is able to stand and
ove around in a limited fashion (tether and obstacle bound).
he tether or wire limitation may someday be fully replaced
y wireless streaming ; see below where we discuss the via-
ility of streaming VR. Of course, some headsets have built-in

https://www.atnf.csiro.au/computing/software/karma/
https://cartavis.github.io/
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ensors making for a compact user environment — the user
an just as easily sit in a comfortable chair and use VR to its
ull capabilities with good hand control motions. The headsets
ave greatly improved, but it is still not as smooth to take on
nd off the headset, moving from the VR environment to the
omputer screen/keyboard environment and back (we find that
ur computer interfaces are just as important as our VR interfaces,
oth are often needed). The gaming engines, such as Unity, have
imited and relatively un-friendly interfaces, not well suited for
esearch; hence, we have designed our own, User Interface, to
e more intuitive and useful to the researcher. An example of
he interface and menus used for the volume rendering mode is
rovided in Appendix C.
Another user challenge, the lack of a reliable and high-fidelity

ouse and keyboard in the VR environment. The solution will be
hand controllers that recognise high-fidelity gestures, such has
finger motions (e.g., typing on a virtual keyboard). We have had
limited success with these early prototypes, and await the next
generation of controllers and trackers. Technology and software
development are improving and at a fast rate, slowly removing
or mitigating these challenges and limitations.

Finally, as we have noted early on, the choice of colour for
data transformation and visualisation is quit important to opti-
mally distinguish, contrast and discern features. The colour tables
available in matplotlib are not always optimal, there are better
transforms being actively developed and created by other groups.
Of note is that there are colour schemes that both create spatial
depth in 2-D and avoid being as misleading as a rainbow colour
map is for some use cases (see English, 2017)). Our lab will
continue to explore colour and visual perception through the 3D
iDaVIE system.

5.3. The way forward

The iDaVIE system is a great leap forward with research using
VR technology, yet it is still relatively primitive compared to ma-
tured and time-tested tools and applications (e.g., compare with
SlicerAstro, a powerful 3D rendering tool set). We will continue
to add functionality, such as iso-contours, or the ability to overlay
other cubes (of similar size, or cubelets or sub-cubes), which may
be a completely different wavelength and data set; e.g., com-
paring two different emission lines, such as Hi and molecular
CO.

We strive for better user feedback with interactive menus and
graphics windows within the VR environment, including more
efficient hand control gesturing, audio and haptic feedback. Other
useful functions include access to clouds and archival data within
the VR environment, pulling physical and 2D information in real-
time that helps understand what you are rendering in 3D (e.g., the
M31 example shown in Fig. 17). There are many other features,
inspired by KVIS and SAOIMAGE-ds9 for example, that we want
to incorporate into our system. From the group interaction and
collaboration realm, a popular request, and clearly a powerful
one, is to have multi-user capability (or what is referred to as
multi-player in the gaming field). Having the ability to converse
and interact with another user in the same VR environment,
whether they are next to each other, or located continents apart,
opens up rich collaboration and more efficient ways of exploring
data.

Streaming with VR: Perhaps the most exciting future we can
look forward to with VR is the ability to stream our data and
calculations from a cloud or server (which may be in the same
room or offsite) and thus decouple our reliance on our own
computing hardware and storage demands. Current technology
has this capability (e.g., using the Oculus Quest 2), but in limited
form that is not yet practical to scientific exploration of large data
17
Fig. 23. Basic concept of stream-VR, starting from a regular 2D terminal
using 3D rendering software (such as CARTA streaming from a cloud server),
transforming to VR ready viewing.

sets. However, our initial experiments with wire-less cloud-based
streaming have highlighted the way forward. Here we describe
our vision of streaming VR.

It would be cloud-based rendering, using a high performance
computer with a fast and high bandwidth connection to the
internet. There would be access to far more GPU power and CPU
memory volume this way, all of which would use efficient multi-
thread coding. It would be scalable to much larger datasets, with
>50 Gb cubes no longer a challenge to render. Headset hardware
would be more diverse, only requiring a hand tracking sensor(s)
and a modest CPU/GPU in the headset, and hence would be
much simpler in design and cost (e.g., the Oculus Quest 2 would
work well with this system). Fast internet connection to the
internet would be required for the user to minimise deleterious
latency. A major bonus: there would be less reliance (and far
more flexibility) with operating systems.

Control and menu interaction could be with a simple browser,
and thus much less reliance on custom software, and so the inter-
face design is simplified. Adding new analysis tools, through the
web interface, would be straight forward, and in principle, inter-
operability with existing tools (e.g., CARTA) would be possible;
see our concept illustrated in Fig. 23. Of course, there are some
major challenges to streaming VR, not the least of which is latency
and internet bottlenecks, which may render very uncomfort-
able viewing or limiting what can be viewed. Premiums will be
placed on GPU-accelerated encoding and decoding (Biedert et al.,
2018), latency compensation (e.g., using artificial intelligence to
smoothly fill latency or dropped-frame gaps) and other clever
designs that are not anticipated at this time.

There is great promise with cloud-based visualisation, and our
lab will be actively working on this in the coming years. To date,
we have already made progress with streaming small data cubes
from a local ‘‘server’’ to a standalone wire-less VR headset (in
this case, the Oculus Quest 2). We are specifically experimenting
with better down-sampling and compression methods (from the
server side) and more efficient rendering techniques from the
client side.

5.4. VR to Dome, iDaVIE–d

We finish with a novel project that combines VR research
and the full-dome (planetarium) environment. This is not to be
confused with VR headsets used by the audience in a dome or
otherwise; rather it is the researcher (or presenter) who dons
the headset in front of the audience and interacts with spectral
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Fig. 24. The humans behind VR to Dome, in action at Colgate University in
October of 2019. On the (right) with the VR headset, Lucia Marchetti, presenting
he data to the theatre audience (note the headset graphics cable leading to
he computer room); (left) is Ph.D. student, Alex Sivitilli, at the control panel
oordinating the VR to Dome projection and oral presentation.

maging data using iDaVIE–d. The presenter’s view is seen from a
econd virtual camera (in the VR environment) and projected in
eal-time onto the dome surface with a proper fisheye distortion
o match the curved dome. In this way, the theatre audience is
ble to see and follow the rendering that is happening in the
R, and through full 360-degree immersion that domes enable
o large audiences. This overcomes the major limitation of VR
xploration being experienced by only the user (or perhaps those
tanding around the flat display computer). Here you are only
imited by the size of the theatre. Planetarium presenters also
enefit from the more intuitive and natural motion controls of
R over the traditional keyboard-mouse or joystick interface that
s used to ‘‘fly’’ through datasets in planetarium fashion.

There are two ways to link the VR system to the (planetarium)
software that controls the digital projection. The first is simply
using the video capture system that the projection software may
have (assuming the hardware is installed, and the corresponding
software drivers are configured for the dome specifications). The
output from a virtual spectator camera in the VR scene is then
piped through the video capture and projected onto the dome.
It may be limited by the resolution of the video capture cards
(e.g., 2K resolution), which can result in a fuzzy view to the
audience. The second option is to load iDaVIE directly onto the
computers of the projection system and exploit the full resolution
that can be properly multi-projected and blended to the dome.
The difficulty here is enabling our software use of the planetar-
ium’s cluster rendering architecture. In our experimentation, we
have only tried the first method — using the Iziko Planetarium
facility (with 2K video capture), and the Colgate University Ho
Tung Visualisation Lab (with 4K video capture) as part of the
Data2Dome Workshop in October of 2019.

Fig. 24 shows a live demonstration of iDaVIE–d in an audience-
filled theatre, where the VR presenter with headset and hand
controllers is standing close to the computer room so that a direct
cable connection is made with the projection computer clus-
ter, and adjacent (left) is the actual projection control computer
which is coordinating the presentation. The physical connection
need not be a short wire restricting motion of the presenter, but
could be a wire/cable that extends to the front of the theatre
where the presenter could stand and describe what the audience
is seeing, or even a wireless system through a stream-VR-capable
system.

During this workshop and iDaVIE–d demonstration, we show-
cased two of our data sets: the 2MRS galaxy and groups cata-
logue (large scale structure in the local universe; see Section 4.1)
through iDaVIE–p, and the Fornax Galaxy Cluster Hi spectral
volumes through iDaVIE–v. Fig. 25 shows still images from one of
18
Fig. 25. VR to Dome in the Colgate University planetarium, where the VR
presenter is demonstrating to an audience how iDaVIE renders and interacts with
an Hi spectral cube; here extragalactic sources (most notably galaxy NGC1365)
in the Fornax Galaxy Cluster are marked with blue boxes. The top panel is the
VR presenter’s view, showing the 3D rendering through the headset (from one
eye), and is moving the data around with respect to the ‘‘virtual dome’’ (top
panel). The audience (bottom panel) is looking up at the dome projection and
views the rendering in real time.

these presentations. The top panel is the presenter’s eye within
the VR environment, working with the Fornax spectral cube,
moving it and sizing it over a virtual ‘‘dome’’, representing the
theatre and audience within. This is essentially a ‘‘gods eye’’ view
of the dual presentation, the presenter looking down at the dome
and in full control of how the audience see the data.

Meanwhile, the bottom panel 25 is the view from the audi-
ence, as they relax in their reclining seats looking up at the dome
and digital projection. They can see the facemask and hand con-
trollers of the presenter in the foreground of the data, while the
volumetric data appears with the iDaVIE–v interaction tools (the
Hi sources highlighted with blue boxes, featuring the NGC1365
galaxy). The presenter is able to work all of the functionality of
iDaVIE, and the audience is able to see it all in a 360-degree
immersive environment. VR2Dome is just one of the innovative
and transformative developments that the IVL is conducting in
response to the Big Data and advanced visualisation era we are
now fully engaged with.

Final Thoughts: Over the past several years, as we have
worked with our visualisation tools and research colleagues, we
have seen rapid evolution — both in visualisation tools and tech-
niques, but also in the arrival of Big Science, with its correspond-
ingly massive and complex datasets. We feel the investment in
the IVL has been both fruitful and opportune — its origin and
(growing) success owing to a unique and synergistic collabo-
ration between academic researchers and research institutions
(e.g., University of Cape Town; University of Groningen, INAF),
data intensive centres (e.g., IDIA), and government funding and
support (e.g., National Research Foundation of South Africa). This
paper represents the first detailed report on our development
in the IVL, providing reports on our iDaVIE system that uses VR
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echnology in conjunction with commercial software (such as the
aming engine, Unity), and our own suite of custom software
ools that enable user-interaction with 3D data sets, exploit-
ng the boundless human capacity to visually comprehend and
erceive complex phenomena. We have shown how VR R & D

is benefitting research on galaxy evolution, cosmic web large-
scale structure, galaxy-galaxy interactions, and gas/kinematics of
nearby galaxies in survey and targeted observations. It reveals
the vast potential, and largely still hidden capabilities of this new
technology, and we will continue to develop and push the frontier
forward.
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ppendix A. iDaVIE mapping files

JSON mapping schema for loading tables and catalogues.

{
" $schema " : " http://json-schema.org/draft-

06/schema #" ,
" definitions " : {

" ColorMap " : {
" enum " : [

" Jet " ,
" Magma " ,
" Plasma " ,
" Prism " ,
" Rainbow " ,

13 https://vislab.idia.ac.za.
19
Fig. B.26. iDaVIE–v System sequence diagram for (top) loading a file, (middle)
cropping to a selected region and (bottom) painting voxels in the mask cube.
See Section 3.

" Viridis " ,
],
" type " : " string "

},
" RenderType " : {

" enum " : [
" Billboard " ,
" Line "

],

https://vislab.idia.ac.za
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Fig. C.27. User interface for iDaVIE–v. Any compliant FITS cube may be loaded with ‘‘Image File’’. Optionally, a ‘‘mask’’ file (cube of the same dimensions as the
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" type " : " string "
},
" ShapeType " : {

" enum " : [
" Halo " ,
" Circle " ,
" OutlinedCircle " ,
" Square " ,
" OutlinedSquare " ,
" Triangle " ,
" OutlinedTriangle " ,
" Star "

],
" type " : " string "

},
" ScalingType " : {

" enum " : [
" Linear " ,
" Log " ,
" Sqrt " ,
" Squared " ,
" Exp "

],
" type " : " string "

},
" MapFloatEntry " : {

" properties " : {
" Clamped " : {

" type " : " boolean "
},
" MinVal " : {

" type " : " number "
},
" MaxVal " : {

" type " : " number "
},
" Offset " : {

" type " : " number "
},
" Scale " : {

" type " : " number "
},
" ScalingType " : {

" $ref " : "#/ definitions/
ScalingType "

},
" Source " : {

" type " : " string "
}

},
" required " : [

" Source "
],

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1

1
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" type " : " object "
},
" MappingUniforms " : {

" type " : " object " ,
" properties " : {

" ColorString " : {
" type " : " string " ,
" pattern " : "^#([a-fA-F0-9]{6}|[a-

fA-F0-9]{3})$ " ,
" example " : "# aa33cc "

},
" Scale " : {

" type " : " number "
},
" PointSize " : {

" type " : " number "
},
" Opacity " : {

" type " : " number "
},
" PointShape " : {

" $ref " : "#/ definitions/ShapeType "
}

},
" additionalProperties " : false

}
},
" properties " : {

" ColorMap " : {
" $ref " : "#/ definitions/ColorMap "

},
" Spherical " : {

" type " : " boolean "
},
" RenderType " : {

" $ref " : "#/ definitions/RenderType "
},
" UniformColor " : {

" type " : " boolean "
},
" UniformPointSize " : {

" type " : " boolean "
},
" UniformOpacity " : {

" type " : " boolean "
},
" UniformPointShape " : {

" type " : " boolean "
},
" Uniforms " : {

" $ref " : "#/ definitions/
MappingUniforms "

},
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" Mapping " : {
" properties " : {

" X " : {
" $ref " : "#/ definitions/

MapFloatEntry "
},
" Y " : {

" $ref " : "#/ definitions/
MapFloatEntry "

},
" Z " : {

" $ref " : "#/ definitions/
MapFloatEntry "

},
" X2 " : {

" $ref " : "#/ definitions/
MapFloatEntry "

},
" Y2 " : {

" $ref " : "#/ definitions/
MapFloatEntry "

},
" Z2 " : {

" $ref " : "#/ definitions/
MapFloatEntry "

},
" Lat " : {

" $ref " : "#/ definitions/
MapFloatEntry "

},
" Lng " : {

" $ref " : "#/ definitions/
MapFloatEntry "

},
" R " : {

" $ref " : "#/ definitions/
MapFloatEntry "

},
" Cmap " : {

" $ref " : "#/ definitions/
MapFloatEntry "

},
" Opacity " : {

" $ref " : "#/ definitions/
MapFloatEntry "

},
" PointSize " : {

" $ref " : "#/ definitions/
MapFloatEntry "

},
" PointShape " : {

" $ref " : "#/ definitions/
MapFloatEntry "

}
},
" additionalProperties " : false,
" type " : " object "

},
" metaMapping " : {

" properties " : {
" Name " : {

" properties " : {
" Source " : {

" type " : " string "
}

},

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
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" additionalProperties " : false,
" required " : [

" Source "
],
" type " : " object "

}
},
" additionalProperties " : false,
" type " : " object "

}
},
" additionalProperties " : false,
" required " : [

" Mapping "
],
" type " : " object "

}

Example of a mapping JSON file for loading a redshift cata-
logue.

{
" RenderType " : " Billboard " ,
" ColorMap " : " Binary " ,
" Spherical " : true,
" UniformOpacity " : true,
" UniformPointShape " : true,
" UniformPointSize " : false,
" Uniforms " : {

" ColorString " : "# FFFFFF " ,
" PointShape " : " Halo " ,
" Scale " : 0.001

},
" Mapping " : {

" Lat " : {
" Source " : " glon "

},
" Lng " : {

" Source " : " glat "
},
" R " : {

" Source " : " Dm "
},
" Cmap " : {

" Source " : " Dm " ,
" Scale " : 0.0015

},
" PointSize " : {

" Source " : " zphoto " ,
" Scale " : 10

}
}

}

Appendix B. iDaVIE–v sequence diagram

Please see Fig. B.26.

Appendix C. iDaVIE graphics menus

iDaVIE–v has interactive graphics windows as part of the
start-up data load procedure, and within the VR environment.
Examples of the graphics menus are given in this appendix (see
Figs. C.27 and C.28).
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Fig. C.28. Inside the VR environment, the iDaVIE–v coordinate feedback and interactive menus. The Quick Menu (upper right) in invoked with the hand controller
(holding down Button A), which has a number of useful functions (e.g., statistics, toggle masks, cropping, snap a picture, list of voice commands, paint mode). The
Main Menu (with additional functions) may also be selected from the Quick Menu.
References

Allen, R., Goss, W., van Woerden, H., 1973. The giant spiral galaxy M101: I. a high
resolution map of the neutral hydrogen. Astron. Astrophys. 29, 447–451.

Baracaglia, E., Vogt, F.P., 2019. E0102-VR: Virtual reality application to visualize
the optical ejecta in SNR 1E 0102.2-7219. ascl:1910.013. arXiv:1910.013.

Berry, D.S., Warren-Smith, R.F., Jenness, T., 2016. AST: A library for modelling and
manipulating coordinate systems. Astron. Comput. 15, 33–49. doi:10.1016/j.
ascom.2016.02.003, URL http://dx.doi.org/10.1016/j.ascom.2016.02.003.

Beygu, B., Kreckel, K., van de Weygaert, R., van der Hulst, J., van Gorkom, J.,
2013. An interacting galaxy system along a filament in a void. Astron. J. 145
(5), 120. doi:10.1088/0004-6256/145/5/120, arXiv:1303.0538.

Biedert, T., Messmer, P., Fogal, T., Garth, C., 2018. Hardware-accelerated multi-
tile streaming for realtime remote visualization. In: Childs, H., Cucchietti, F.
(Eds.), Eurographics Symposium on Parallel Graphics and Visualization. The
Eurographics Association, doi:10.2312/pgv.20181093.

Bilicki, M., Jarrett, T.H., Peacock, J.A., Cluver, M.E., Steward, L., 2013. Two
micron all sky survey photometric redshift catalog: A comprehensive three-
dimensional census of the whole sky. Astrophys. J. Suppl. Ser. 210 (1), 9.
doi:10.1088/0067-0049/210/1/9.

Carignan, C., Chemin, L., Huchtmeier, W.K., Lockman, F.J., 2006. The extended H
I rotation curve and mass distribution of M31. Astrophys. J. Lett. 641 (2),
L109–L112. doi:10.1086/503869, arXiv:astro-ph/0603143.

Carignanb, C., Chemin, L., Foster, T., 2006. Extended HI rotation curve of M31
using deep DRAO observations. Proc. Int. Astron. Union 2 (S235), 193. doi:
10.1017/S1743921306005990.
22
Comrie, A., Sivitilli, A., Vitello, F., Jarrett, T., Marchetti, L., 2021. IDAVIE-v:
Immersive Data Visualisation Interactive Explorer for Volumetric Rendering.
Zenodo, doi:10.5281/zenodo.4614116.

Comrie, A., Wang, K.-S., Ford, P., Moraghan, A., Hsu, S.-C., Pińska, A., Chiang, C.-C.,
Jan, H., Simmonds, R., 2018. CARTA: The cube analysis and rendering tool
for astronomy. doi:10.5281/zenodo.3377984.

Davelaar, J., Bronzwaer, T., Kok, D., Younsi, Z., Mościbrodzka, M., Falcke, H., 2018.
Observing supermassive black holes in virtual reality. Comput. Astrophys.
Cosmol. 5 (1), 1. doi:10.1186/s40668-018-0023-7.

Deg, N., Widrow, L., Randriamampandry, T., Carignan, C., 2019. GALACTICS
With gas. Mon. Not. R. Astron. Soc. 486 (4), 5391–5399. doi:10.1093/mnras/
stz1203, arXiv:1904.12700.

Djorgovski, S., Hut, P., Knop, R., Longo, G., McMillan, S., Vesperini, E., Donalek, C.,
Graham, M., Mahabal, A., Sauer, F., White, C., Lopes, C., 2013. The MICA
experiment: Astrophysics in virtual worlds. ArXiv E-Prints. arXiv:1301.6808.

Dykes, T., Gheller, C., Koribalski, B.S., Dolag, K., Krokos, M., 2021. A new view
of observed galaxies through 3D modelling and visualisation. ArXiv E-Prints.
arXiv:2102.02141.

Dykes, T., Hassan, A., Gheller, C., Croton, D., Krokos, M., 2018. Interactive 3D
visualization for theoretical virtual observatories. CoRR. arXiv:1803.11399.

Enderton, E., Sintorn, E., Shirley, P., Luebke, D., 2010. Stochastic transparency.
IEEE Trans. Vis. Comput. Graphics 17, 1036–1047. doi:10.1109/TVCG.2010.
123.

English, J., 2017. Canvas and cosmos: Visual art techniques applied to astronomy
data. Internat. J. Modern Phys. D 26, 1730010.

http://refhub.elsevier.com/S2213-1337(21)00056-1/sb1
http://refhub.elsevier.com/S2213-1337(21)00056-1/sb1
http://refhub.elsevier.com/S2213-1337(21)00056-1/sb1
http://arxiv.org/abs/1910.013
http://dx.doi.org/10.1016/j.ascom.2016.02.003
http://dx.doi.org/10.1016/j.ascom.2016.02.003
http://dx.doi.org/10.1016/j.ascom.2016.02.003
http://dx.doi.org/10.1016/j.ascom.2016.02.003
http://dx.doi.org/10.1088/0004-6256/145/5/120
http://arxiv.org/abs/1303.0538
http://dx.doi.org/10.2312/pgv.20181093
http://dx.doi.org/10.1088/0067-0049/210/1/9
http://dx.doi.org/10.1086/503869
http://arxiv.org/abs/astro-ph/0603143
http://dx.doi.org/10.1017/S1743921306005990
http://dx.doi.org/10.1017/S1743921306005990
http://dx.doi.org/10.1017/S1743921306005990
http://dx.doi.org/10.5281/zenodo.4614116
http://dx.doi.org/10.5281/zenodo.3377984
http://dx.doi.org/10.1186/s40668-018-0023-7
http://dx.doi.org/10.1093/mnras/stz1203
http://dx.doi.org/10.1093/mnras/stz1203
http://dx.doi.org/10.1093/mnras/stz1203
http://arxiv.org/abs/1904.12700
http://arxiv.org/abs/1301.6808
http://arxiv.org/abs/2102.02141
http://arxiv.org/abs/1803.11399
http://dx.doi.org/10.1109/TVCG.2010.123
http://dx.doi.org/10.1109/TVCG.2010.123
http://dx.doi.org/10.1109/TVCG.2010.123
http://refhub.elsevier.com/S2213-1337(21)00056-1/sb17
http://refhub.elsevier.com/S2213-1337(21)00056-1/sb17
http://refhub.elsevier.com/S2213-1337(21)00056-1/sb17


T.H. Jarrett, A. Comrie, L. Marchetti et al. Astronomy and Computing 37 (2021) 100502

E
F

F

G

H

H

H

H

H

H

H

J

J

J

J

K

K

K

L

L

L

M

M

M

M

M

P

P

P

R

S

S

S

S

S

S

T

V

V

W

W

veritt, C., 2001. Interactive order-independen t transparency. NVIDIA Corp. 2.
errand, G., English, J., Irani, P., 2016. 3D visualization of astronomy data cubes

using immersive displays. arxiv E-prints. arXiv:1607.08874.
luke, C., Barnes, D., 2018. Immersive virtual reality experiences for all-sky

data. Publ. Astron. Soc. Aust. 35, e026. doi:10.1017/pasa.2018.19, arXiv:
1805.03354.

allagher, M., Downs, T., 2003. Visualization of learning in multilayer perceptron
networks using principal component analysis. IEEE Trans. Syst. Man Cybern.
B 33 (1), 28–34.

aschick, A., Crane, P., van der Hulst, J.M., 1982. Time variations of the neutral
hydrogen absorption spectrum of NGC 1275 /3C 84/. Astrophys. J. 262, 81–86.
doi:10.1086/160398.

assan, A., Fluke, C.J., 2011. Scientific visualization in astronomy: Towards the
petascale astronomy era. Publ. Astron. Soc. Aust. 28 (2), 150–170. doi:
10.1071/AS10031, arXiv:1102.5123.

eald, G., de Blok, W., Lucero, D., Carignan, C., Jarrett, T., Elson, E.,
Oozeer, N., Randriamampand ry, T., van Zee, L., 2016. Neutral hydrogen and
magnetic fields in M83 observed with the SKA Pathfinder KAT-7. Mon.
Not. R. Astron. Soc. 462 (2), 1238–1255. doi:10.1093/mnras/stw1698, arXiv:
1607.03365.

ealey, C., Enns, J., 2012. Attention and visual memory in visualization and
computer graphics. IEEE Trans. Vis. Comput. Graphics 18 (7), 1170–1188.
doi:10.1109/TVCG.2011.127.

offman, H., MeyerIII, W., Ramirez, M., Roberts, L., Seibel, E., Atzori, B., Sharer, S.,
Patterson, R., 2014. Feasibility of articulated arm mounted oculus rift virtual
reality goggles for adjunctive pain control during occupational therapy in
pediatric burn patients. Cyberpsychol. Behav. Soc. Netw. 17 (6), 397–401.
doi:10.1089/cyber.2014.0058.

uang, T.-C., Chen, C.-C., Chou, Y.-W., 2016. Animating eco-education:
To see, feel, and discover in an augmented reality-based experiential
learning environment. Comput. Educ. 96, 72–82. doi:10.1016/j.compedu.
2016.02.008.

uang, S., Katz, N., Davé, R., Fardal, M., Kollmeier, J., Oppenheimer, B.D.,
Peeples, M.S., Roberts, S., Weinberg, D.H., Hopkins, P.F., Thompson, R., 2019.
The robustness of cosmological hydrodynamic simulation predictions to
changes in numerics and cooling physics. Mon. Not. R. Astron. Soc. 484 (2),
2021–2046. doi:10.1093/mnras/stz057, arXiv:1810.12946.

arrett, T., 2004. Large scale structure in the local universe - the 2MASS galaxy
catalog. Publ. Astron. Soc. Aust. 21 (4), 396–403. doi:10.1071/AS04050.

arrett, T., Cluver, M., Brown, M., Dale, D., Tsai, C., Masci, F., 2019. The WISE
extended source catalog (WXSC). I. The 100 largest galaxies. Astrophys. J.
Suppl. 245 (2), 25. doi:10.3847/1538-4365/ab521a, arXiv:1910.11793.

in, S., 2012. The moderating role of sensation seeking tendency in robotic haptic
interfaces. Behav. Inf. Technol. 32 (9), 862–873. doi:10.1080/0144929X.2012.
687769.

oyce, M., Lairmore, L., Price, D., Mohamed, S., Reichardt, T., 2019. Density
conversion between 1D and 3D stellar models with 1DMESA2HYDRO3D .
Astrophys. J. 882 (1), 63. doi:10.3847/1538-4357/ab3405, arXiv:1907.09062.

atz, N., Rix, H.-W., 1992. Cooling and the longevity of polar rings. Astrophys. J.
Lett. 389, L55. doi:10.1086/186347.

im, J., Woojae, K., Ahn, S., Kim, J., Lee, S., 2018. Virtual Reality Sickness
Predictor: Analysis of Visual-Vestibular Conflict and VR Contents. pp. 1–6.
doi:10.1109/QoMEX.2018.8463413.

leiner, D., Serra, P., Maccagni, F., Venhola, A., Morokuma-Matsui, K., Peletier, R.,
Iodice, E., Raj, M., de Blok, W., Comrie, A., Józsa, G., Kamphuis, P., Loni, A.,
Loubser, S., Molnár, D.C., Passmoor, S., Ramatsoku, M., Sivitilli, A., Smirnov, O.,
Thorat, K., Vitello, F., 2021. A MeerKAT view of pre-processing in the Fornax
A group. Astron. Astrophys. 648, A32. doi:10.1051/0004-6361/202039898,
arXiv:2101.10347.

ambert, T.S., Kraan-Korteweg, R., Jarrett, T., Macri, L., 2020. The 2MASS redshift
survey galaxy group catalogue derived from a graph-theory based friends-
of-friends algorithm. Mon. Not. R. Astron. Soc. 497 (3), 2954–2973. doi:
10.1093/mnras/staa1946, arXiv:2007.00581.

evoy, M., 1990. Efficient ray tracing of volume data. ACM Trans. Graph. 9 (3),
245–261. doi:10.1145/78964.78965.

ucero, D., Carignan, C., Elson, E., Randriamampand ry, T., Jarrett, T., Oosterloo, T.,
Heald, G., 2015. H I observations of the nearest starburst galaxy NGC 253
with the SKA precursor KAT-7. Mon. Not. R. Astron. Soc. 450 (4), 3935–3951.
doi:10.1093/mnras/stv856.
23
acri, L.M., Kraan-Korteweg, R.C., Lambert, T., Alonso, M.V., Berlind, P.,
Calkins, M., Erdoğdu, P., Falco, E.E., Jarrett, T.H., Mink, J.D., 2019. The 2MASS
redshift survey in the zone of avoidance. Astrophys. J. Suppl. 245 (1), 6.
doi:10.3847/1538-4365/ab465a, arXiv:1911.02944.

addox, N., Serra, P., Venhola, A., Peletier, R., Loubser, I., Iodice, E., 2019. A
spectroscopic census of the Fornax cluster and beyond: preparing for next
generation surveys. Mon. Not. R. Astron. Soc. 490 (2), 1666–1677. doi:10.
1093/mnras/stz2530, arXiv:https://academic.oup.com/mnras/article-pdf/490/
2/1666/30161096/stz2530.pdf.

archetti, L., Jarrett, T.H., 2018. The data2dome initiative at the Iziko
planetarium & the idia visualisation lab. In: BigSkyEarth Conference:
AstroGeoInformatics. p. 7. doi:10.5281/zenodo.1451843.

archetti, L., Jarrett, T.H., Comrie, A., Sivitilli, A.K., Vitello, F., Becciani, U.,
Taylor, A., 2020. IDAVIE-V: immersive data visualisation interactive explorer
for volumetric rendering. arxiv E-prints. arXiv:2012.11553.

cCormick, B., DeFanti, T.A., Brown, M., 1987. Visualization in scientific
computing. Comput. Graph. 21 (6), 1–14.

atney, A., Salvi, M., Kim, J., Kaplanyan, A., Wyman, C., Benty, N., Luebke, D.,
Lefohn, A., 2016. Towards foveated rendering for gaze-tracked virtual reality.
ACM Trans. Graph. 35 (6), doi:10.1145/2980179.2980246.

ence, W., 1999. CFITSIO, v2.0: A new full-featured data interface. In:
Mehringer, D.M., Plante, R.L., Roberts, D.A. (Eds.), Astronomical Data Analysis
Software and Systems VIII. In: Astronomical Society of the Pacific Conference
Series, vol. 172, p. 487.

unzo, D., van der Hulst, J., Roerdink, J., Fillion-Robin, J., Yu, L., 2017. SlicerAstro:
A 3-D interactive visual analytics tool for HI data. Astron. Comput. 19, 45–59.
doi:10.1016/j.ascom.2017.03.004, arXiv:1703.06651.

ubio-Tamayo, J., Gertrudix Barrio, M., García García, F., 2017. Immersive
Environments and Virtual Reality: Systematic Review and Advances in
Communication, Interaction and Simulation, Vol. 1. (4), pp. 21–40. doi:
10.3390/mti1040021.

erra, P., de Blok, W., Bryan, G., Colafrancesco, S., Dettmar, R., Frank, B.,
Govoni, F., Jozsa, G., Kraan-Korteweg, R., Maccagni, F., Loubser, S., Murgia, M.,
Oosterloo, T., Peletier, R., Pizzo, R., Richter, L., Ramatsoku, M., Smith, M.,
Trager, S., van Gorkom, J., Verheijen, M., 2016. The MeerKAT fornax survey.
In: Proceedings of MeerKAT Science: On the Pathway To the SKA. 25–27
May. p. 8, arXiv:1709.01289.

erra, P., Westmeier, T., Giese, N., Jurek, R., Flöer, L., Popping, A., Winkel, B., van
der Hulst, T., Meyer, M., Koribalski, B.S., Staveley-Smith, L., Courtois, H., 2015.
SOFIA: a flexible source finder for 3D spectral line data. Mon. Not. R. Astron.
Soc. 448 (2), 1922–1929. doi:10.1093/mnras/stv079, arXiv:1501.03906.

hattuck, D.W., 2018. Multiuser virtual reality eenvironment for visualising
neuroimaging data. Healthcare Technol. Lett. 5 (5), 183–188. doi:10.1049/
htl.2018.5077.

orgho, A., Foster, T., Carignan, C., Chemin, L., 2019. A 5deg x 5deg deep H
I survey of the M81 group. Mon. Not. R. Astron. Soc. 486 (1), 504–522.
doi:10.1093/mnras/stz696, arXiv:1903.03767.

pringel, V., 2005. The cosmological simulation code GADGET-2. Mon. Not.
R. Astron. Soc. 364 (4), 1105–1134. doi:10.1111/j.1365-2966.2005.09655.x,
arXiv:astro-ph/0505010.

uh, A., Prophet, J., 2018. The state of immersive technology research: A
literature analysis Computers in Human Behavior. Comput. Hum. Behav. 86,
77–90. doi:10.1016/j.chb.2018.04.019.

empel, E., Kipper, R., Saar, E., Bussov, M., Hektor, A., Pelt, J., 2014. Galaxy
filaments as pearl necklaces. Astron. Astrophys. 572, A8. doi:10.1051/0004-
6361/201424418, arXiv:1406.4357.

elazquez-Pimentel, D., Hurkxkens, T., Nehme, J., 2021. A virtual reality for the
digital surgeon. In: Atallah, S. (Ed.), Digital Surgery. Springer International
Publishing, Cham, pp. 183–201. doi:10.1007/978-3-030-49100-0_14.

ohl, D., Fluke, C., Barnes, D., Hassan, A., 2017. Real-time colouring and filtering
with graphics shaders. Mon. Not. R. Astron. Soc. 471 (3), 3323–3346. doi:10.
1093/mnras/stx1676, arXiv:https://academic.oup.com/mnras/article-pdf/471/
3/3323/19530389/stx1676.pdf.

eech, S., Kenny, S., Barnett-Cowan, M., 2019. Presence and cybersickness in
virtual reality are negatively related: A review. Front. Psychol. 10, 158. doi:
10.3389/fpsyg.2019.00158, URL https://www.frontiersin.org/article/10.3389/
fpsyg.2019.00158.

ells, D.C., Greisen, E., 1979. FITS - A flexible image transport system. In: Image
Processing in Astronomy. p. 445.

http://refhub.elsevier.com/S2213-1337(21)00056-1/sb18
http://arxiv.org/abs/1607.08874
http://dx.doi.org/10.1017/pasa.2018.19
http://arxiv.org/abs/1805.03354
http://arxiv.org/abs/1805.03354
http://arxiv.org/abs/1805.03354
http://refhub.elsevier.com/S2213-1337(21)00056-1/sb21
http://refhub.elsevier.com/S2213-1337(21)00056-1/sb21
http://refhub.elsevier.com/S2213-1337(21)00056-1/sb21
http://refhub.elsevier.com/S2213-1337(21)00056-1/sb21
http://refhub.elsevier.com/S2213-1337(21)00056-1/sb21
http://dx.doi.org/10.1086/160398
http://dx.doi.org/10.1071/AS10031
http://dx.doi.org/10.1071/AS10031
http://dx.doi.org/10.1071/AS10031
http://arxiv.org/abs/1102.5123
http://dx.doi.org/10.1093/mnras/stw1698
http://arxiv.org/abs/1607.03365
http://arxiv.org/abs/1607.03365
http://arxiv.org/abs/1607.03365
http://dx.doi.org/10.1109/TVCG.2011.127
http://dx.doi.org/10.1089/cyber.2014.0058
http://dx.doi.org/10.1016/j.compedu.2016.02.008
http://dx.doi.org/10.1016/j.compedu.2016.02.008
http://dx.doi.org/10.1016/j.compedu.2016.02.008
http://dx.doi.org/10.1093/mnras/stz057
http://arxiv.org/abs/1810.12946
http://dx.doi.org/10.1071/AS04050
http://dx.doi.org/10.3847/1538-4365/ab521a
http://arxiv.org/abs/1910.11793
http://dx.doi.org/10.1080/0144929X.2012.687769
http://dx.doi.org/10.1080/0144929X.2012.687769
http://dx.doi.org/10.1080/0144929X.2012.687769
http://dx.doi.org/10.3847/1538-4357/ab3405
http://arxiv.org/abs/1907.09062
http://dx.doi.org/10.1086/186347
http://dx.doi.org/10.1109/QoMEX.2018.8463413
http://dx.doi.org/10.1051/0004-6361/202039898
http://arxiv.org/abs/2101.10347
http://dx.doi.org/10.1093/mnras/staa1946
http://dx.doi.org/10.1093/mnras/staa1946
http://dx.doi.org/10.1093/mnras/staa1946
http://arxiv.org/abs/2007.00581
http://dx.doi.org/10.1145/78964.78965
http://dx.doi.org/10.1093/mnras/stv856
http://dx.doi.org/10.3847/1538-4365/ab465a
http://arxiv.org/abs/1911.02944
http://dx.doi.org/10.1093/mnras/stz2530
http://dx.doi.org/10.1093/mnras/stz2530
http://dx.doi.org/10.1093/mnras/stz2530
http://arxiv.org/abs/https://academic.oup.com/mnras/article-pdf/490/2/1666/30161096/stz2530.pdf
http://arxiv.org/abs/https://academic.oup.com/mnras/article-pdf/490/2/1666/30161096/stz2530.pdf
http://arxiv.org/abs/https://academic.oup.com/mnras/article-pdf/490/2/1666/30161096/stz2530.pdf
http://dx.doi.org/10.5281/zenodo.1451843
http://arxiv.org/abs/2012.11553
http://refhub.elsevier.com/S2213-1337(21)00056-1/sb43
http://refhub.elsevier.com/S2213-1337(21)00056-1/sb43
http://refhub.elsevier.com/S2213-1337(21)00056-1/sb43
http://dx.doi.org/10.1145/2980179.2980246
http://refhub.elsevier.com/S2213-1337(21)00056-1/sb45
http://refhub.elsevier.com/S2213-1337(21)00056-1/sb45
http://refhub.elsevier.com/S2213-1337(21)00056-1/sb45
http://refhub.elsevier.com/S2213-1337(21)00056-1/sb45
http://refhub.elsevier.com/S2213-1337(21)00056-1/sb45
http://refhub.elsevier.com/S2213-1337(21)00056-1/sb45
http://refhub.elsevier.com/S2213-1337(21)00056-1/sb45
http://dx.doi.org/10.1016/j.ascom.2017.03.004
http://arxiv.org/abs/1703.06651
http://dx.doi.org/10.3390/mti1040021
http://dx.doi.org/10.3390/mti1040021
http://dx.doi.org/10.3390/mti1040021
http://arxiv.org/abs/1709.01289
http://dx.doi.org/10.1093/mnras/stv079
http://arxiv.org/abs/1501.03906
http://dx.doi.org/10.1049/htl.2018.5077
http://dx.doi.org/10.1049/htl.2018.5077
http://dx.doi.org/10.1049/htl.2018.5077
http://dx.doi.org/10.1093/mnras/stz696
http://arxiv.org/abs/1903.03767
http://dx.doi.org/10.1111/j.1365-2966.2005.09655.x
http://arxiv.org/abs/astro-ph/0505010
http://dx.doi.org/10.1016/j.chb.2018.04.019
http://dx.doi.org/10.1051/0004-6361/201424418
http://dx.doi.org/10.1051/0004-6361/201424418
http://dx.doi.org/10.1051/0004-6361/201424418
http://arxiv.org/abs/1406.4357
http://dx.doi.org/10.1007/978-3-030-49100-0_14
http://dx.doi.org/10.1093/mnras/stx1676
http://dx.doi.org/10.1093/mnras/stx1676
http://dx.doi.org/10.1093/mnras/stx1676
http://arxiv.org/abs/https://academic.oup.com/mnras/article-pdf/471/3/3323/19530389/stx1676.pdf
http://arxiv.org/abs/https://academic.oup.com/mnras/article-pdf/471/3/3323/19530389/stx1676.pdf
http://arxiv.org/abs/https://academic.oup.com/mnras/article-pdf/471/3/3323/19530389/stx1676.pdf
http://dx.doi.org/10.3389/fpsyg.2019.00158
http://dx.doi.org/10.3389/fpsyg.2019.00158
http://dx.doi.org/10.3389/fpsyg.2019.00158
https://www.frontiersin.org/article/10.3389/fpsyg.2019.00158
https://www.frontiersin.org/article/10.3389/fpsyg.2019.00158
https://www.frontiersin.org/article/10.3389/fpsyg.2019.00158
http://refhub.elsevier.com/S2213-1337(21)00056-1/sb58
http://refhub.elsevier.com/S2213-1337(21)00056-1/sb58
http://refhub.elsevier.com/S2213-1337(21)00056-1/sb58

	Exploring and interrogating astrophysical data in virtual reality
	Introduction
	Data and science drivers
	Particle rendering
	Volume rendering
	Interdisciplinary application

	Development of iDaVIE
	Visualising particle datasets
	Visualising volumetric datasets
	Cursors, controllers and voice commands
	Rendering considerations for 

	Science results with iDaVIE
	All-sky redshift survey exploration
	Galaxy-galaxy interaction
	Cosmological simulations
	Volumetric data exploration: working with cubes in 

	Discussion and the way forward
	Data and science driven initiatives
	Current and ongoing challenges
	The way forward
	VR to Dome, iDaVIE–d

	Declaration of competing interest
	Acknowledgements
	Appendix A. iDaVIE mapping files
	Appendix B. iDaVIE–v sequence diagram
	Appendix C. iDaVIE graphics menus
	References


