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A B S T R A C T   

Speech perception and spoken word recognition are not only affected by what is being said, but also by who is 
speaking. Currently, publicly available corpora of spoken Dutch do not offer a wide variety of linguistic materials 
produced by multiple talkers. The VariaNTS (Variatie in Nederlandse Taal en Sprekers) corpus is a Dutch spoken 
corpus that was developed to maximize both linguistic and talker variability. It contains 1000 items from 11 
linguistic subcategories, recorded by 8 male and 8 female native speakers of standard Dutch. The corpus contains 
audio recordings, orthographic transcriptions, item-specific details such as word frequencies, neighborhood 
densities and phonotactic probabilities, and talker details. The VariaNTS corpus aims to provide new materials to 
be used for broad assessment of speech perception and word recognition in Dutch clinical and academic settings.   

1. Introduction 

In real-world speech communication, outside the research lab or 
clinic, listeners must be able to deal with a wide range of adverse and 
challenging listening conditions. Real-world listening conditions involve 
the recognition of speech that varies in linguistic characteristics, often 
heard in the presence of noise or competing talkers, and produced by 
diverse talkers (Mattys et al., 2012; Gilbert et al., 2013). Thus, successful 
speech recognition depends on the linguistic content of the utterance as 
well as the characteristics of the talker, among other factors. 

In everyday conversations, listeners use linguistic context to facili
tate speech recognition. Grammatical and semantic context, within and 
across sentences, enable prediction and restoration of words or speech 
sounds that are inaccessible to the listener. For example, in the sentence 
He ate his soup with a ___, the final word spoon is predictable from the 
preceding context. Highly predictable words, based on context, are 
easier to recognize than words that are less predictable from context (e. 
g., Duffy and Giolas, 1974; Kalikow et al., 1977), even when presented in 
anomalous (nonsense) sentences that lack semantic context information 
(Miller and Isard, 1963). Sentences with neutral verbs, such as to say, to 
give, or to hold, do not provide the listener with enough semantic context 
information to aid in the recognition of speech. Semantic context 

facilitates speech perception. 
The linguistic characteristics of individual words also impact suc

cessful speech understanding. Listeners must match the speech input to 
the correct lexical entry in the mental lexicon, selecting the perceived 
word from several other, acoustically similar words. Lexical frequency 
and density characteristics have been found to have a large effect on 
spoken word recognition (Howes, 1957; Savin, 1963; Luce and Pisoni, 
1998). High-frequency words are easier to identify than low-frequency 
words (Howes, 1957; Savin, 1963; Luce and Pisoni, 1998), and words 
that are phonetically unique with few neighbors (i.e., phonetically 
similar words) are easier to recognize than words with many neighbors 
(Luce and Pisoni, 1998). In contrast, nonwords are not represented in 
the lexicon, requiring adequate perception of speech sounds for accurate 
recognition. As such, accurate recognition depends greatly on the 
combination of sounds contained in the nonwords and their frequency of 
occurrence in the language (i.e., phonotactic probability) and their 
relation to typical phonological sequences in real words in the language 
(i.e., density) (Janse and Newman, 2012). 

In addition to linguistic content, the speech signal also contains rich 
indexical information (Abercrombie, 1967), conveying information 
about the talker, such as his/her identity, gender, age, or regional origin. 
This talker information also affects speech perception and spoken word 
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recognition (e.g., Pisoni, 1997; Mattys et al., 2012). Normal-hearing 
(NH) listeners are highly sensitive to talker details and make use of 
those details to identify a familiar talker (e.g., Van Lancker et al., 1985a; 
Van Lancker et al., 1985b; Kreiman and Sidtis, 2011) or a regional ac
cent (e.g., Van Bezooijen and Gooskens, 1999; Clopper and Pisoni, 
2004). In addition, listeners benefit from learning talker-specific details 
in recognition, and demonstrate more accurate recognition of speech 
produced by a familiar talker (Nygaard et al, 1994). Talker variability 
can also present a challenge to successful speech understanding. 
Recognizing speech from multiple talkers and coping with different 
regional or foreign accents is more demanding than speech produced by 
a single talker with no discernable accent. Listeners are less accurate and 
slower to recognize speech produced by multiple talkers compared to a 
single talker (e.g., Peters, 1955; Creelman, 1957; Mullennix et al., 1989). 
Further, listeners are less accurate at understanding speech from 
nonnative talkers (Bradlow and Pisoni, 1999) and talkers with an un
familiar regional accent (e.g., Mason, 1946; Clopper and Bradlow, 
2008). 

Thus, linguistic and talker variability significantly affect speech 
perception and word recognition, and are therefore important factors to 
consider in the development of speech perception experiments or clin
ical speech perception assessments. Many existing spoken Dutch corpora 
available for speech perception assessment were not designed to maxi
mize linguistic and talker variability, limiting potential research or 
clinical uses of existing material. A general overview of available Dutch 
materials is presented first. 

1.1. Linguistic variability 

Studies on speech perception and spoken word recognition typically 
involve a wide variety of spoken materials, involving multiple linguistic 
levels (e.g., sound, word, sentence) with control and/or manipulation of 
the linguistic content of the materials. Speech materials are usually 
developed for individual research studies; therefore, preparation of a 
new corpus requires careful selection of the materials, based on the 
linguistic and/or usage properties. Two important sources for Dutch 
word materials are lexical databases and frequency lists. Lexical data
bases such as CELEX (Burnage, 1990; Baayen et al., 1993), SUBTLEX-NL 
(Keuleers et al., 2010) and Referentiebestand Nederlands (Martin et al., 
2005), and frequency lists such as Frequentielijsten Corpora (Instituut 
Nederlandse Taal, 2014), are freely available. For researchers devel
oping materials for individual studies, words can be filtered according to 
specific criteria, recorded by a new set of talkers, and further customized 
based on the particular goals of the study. While an effective and 
appropriate approach to conducting speech perception experiments, 
developing and recording unique word lists for different individual 
studies is highly time-consuming. In contrast, although more 
time-consuming in initial development, creating a corpus of spoken 
materials containing a large number of speech samples, a variety of 
linguistic content, and multiple talkers for wide use can facilitate future 
research studies and present a more practical approach in the long term. 

There are a number of large sets of spoken Dutch materials that are 
available for speech perception research. However, existing corpora 
were often developed to contain and/or control for only a small number 
of linguistic factors. One widely used source of spoken Dutch words is 
the Nederlandse Vereniging voor Audiologie (NVA) corpus (Bosman and 
Smoorenburg, 1995). The NVA corpus consists of read speech and 
contains 12 lists of 12 Consonant-Vowel-Consonant (CVC) words, pro
duced by one female talker. Words are balanced for phoneme occurrence 
across lists. The NVA words are frequently used in clinical and research 
settings to assess speech recognition, based on phonemes or words 
correctly identified in quiet or noise. However, the wider application of 
NVA words is limited, given that the corpus only contains words and 
does not control for lexical characteristics, such as word frequency, fa
miliarity, and neighborhood characteristics. 

Some widely used spoken Dutch sentence materials are also 

available. Plomp and Mimpen (1979) developed a sentence corpus that 
contains read speech and consists of 10 lists of 13 sentences, produced in 
a clear style by one female talker. For sentence consistency, four criteria 
were applied: simple wording describing everyday situations, 8-9 syl
lables per sentence, no words longer than 3 syllables, and balanced 
phoneme occurrence within and across sentence lists. Designed for 
speech-in-noise testing, these criteria were chosen to obtain a good 
compromise between having controlled materials to facilitate testing 
and having speech representative of everyday speech (Smoorenburg, 
1992). More recently, Versfeld et al. (2000) developed the VU sentences, 
following criteria similar to Plomp and Mimpen, but extending the 
corpus to 39 lists of 13 sentences, produced by two male and two female 
speakers in a normal speaking style. The VU sentences are considered to 
be representative of daily speech, since sentences were taken from 
newspapers and have different topics and grammatical structures. The 
VU sentences are frequently used for speech recognition assessment in 
hearing-impaired (HI) populations and cochlear implant (CI) listeners. 
Although both the VU and Plomp and Mimpen sentence corpora contain 
a large number of sentences with similar grammatical structure, 
important linguistic factors such as the semantic context or predict
ability of the sentences as well as the characteristics of the key words 
within the sentences were not considered in the design or controlled 
within the materials. Thus, wider application of these materials in 
speech perception studies may be limited. 

Similar limitations arise with the LIST (Leuven Intelligibility Sen
tence Test; Van Wieringen and Wouters, 2008). LIST is a Flemish sen
tence corpus that contains 35 lists of 10 sentences, developed for both 
Flemish and Dutch listeners, produced by a female (Van Wieringen and 
Wouters, 2008) and later a male talker (Jansen et al., 2014) in a clear 
speaking style. Sentences were selected based on similar criteria as 
Plomp and Mimpen (1979), and are simple, everyday sentences con
taining 2-5 key words. Additionally, the words appearing in the sen
tences must be common to Dutch spoken in both Belgium and the 
Netherlands. The LIST sentences were developed for speech recognition 
assessment in quiet and noise, but primarily intended for use in Belgium. 
However, as with the above sentences, the LIST materials were not 
designed to contain a variety of sentence or word types and semantic 
predictability, and lexical characteristics were not controlled. 

1.2. Talker variability 

Several Dutch corpora have also been developed to capture a great 
deal of talker variability, and have included multiple talkers and 
regional dialects. However, existing multi-talker corpora were not 
developed to include a variety of linguistic material and/or control for 
linguistic factors within the materials. The Nederlandse Dialectenbank 
(Van Oostendorp, 2014) contains over a thousand hours of audio 
recorded regional dialects of Dutch within and outside the Netherlands. 
In order to obtain a good representation of Dutch dialects for phonetic 
and phonological research, recordings in the corpus are made of spon
taneous speech, including spontaneous conversations, monologues, and 
interviews, from several speakers in regions of the Netherlands and 
elsewhere. Although the corpus contains speech recordings from many 
diverse speakers, with over 2000 speakers just from the Netherlands 
alone, the linguistic content of each recording is not controlled. The 
structure and topic of the material varies greatly by speaker, and 
important linguistic features of general interest in speech perception 
studies may not be represented in the corpus (e.g., words with varying 
frequency). 

The Corpus of Regional Dutch Speech (Nerbonne et al., 2013) is a 
corpus of words and nonwords read by Dutch speakers from different 
regions of the Netherlands and Belgium. Again, designed for study of 
regiolectal differences in Dutch, male radio announcers from 8 different 
regions of the Netherlands and Belgium were recorded using standard 
Dutch (Netherlandic or Belgian Dutch) and regional speech. In this 
corpus, materials were more controlled across speakers, consisting of 
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different pronunciations of 200 words and 200 nonwords for each 
speaker. Since the corpus contains a large number of speech samples, a 
variety of linguistic content, and multiple talkers, it may be useful for 
future speech perception studies. However, the potential uses of the 
corpus materials may be limited due to the inclusion of only male talkers 
and only word-length materials. 

The Corpus Gesproken Nederlands (CGN) (Oostdijk, 2000) is a 
corpus that maximizes talker variability. Designed for broad use in lin
guistics and language and speech technology, it consists of approxi
mately a thousand hours of free speech (about 10 million words) in total, 
including speech produced in different communicative settings, such as 
spontaneous telephone and in-person dialogues, interviews, lectures, as 
well as read aloud passages. Overall, materials were produced by a large 
number of speakers of standard Dutch, with most speaking Netherlandic 
Dutch speakers and a few Belgian Dutch. Given that most of the mate
rials consist of spontaneous speech, speakers do not consistently produce 
the same set (or subset) of materials. Additionally, the content and the 
linguistic characteristics of the materials were not controlled. Thus, 
although CGN is widely used for the linguistic analysis of spoken Dutch, 
it was not specifically designed for speech perception research and re
searchers would need to select recordings and compose their own 
balanced stimulus lists. 

The Dutch Polyphone Corpus (Den Os et al., 1995) is another corpus 
containing a large number of speakers, but with more controlled ma
terials. The corpus was originally designed to use in the development of 
speech recognition systems, and contains read and spontaneous speech 
from by 5050 different speakers of Netherlandic Dutch (2434 fe
male/2616 male). Each speaker produced 50 items, including 32 read 
items, both sentences and numbers, as well as 4 spontaneous responses 
to probe questions. The sentence materials were designed to be 
phonetically rich. Sentences are at least four words long, have a 
maximum of 80 characters, and contain must Dutch phonemes at least 
once. Overall, 2500 sets of sentences containing all Dutch phonemes 
were constructed and distributed across speakers. However, in addition 
to the limited amount of speech materials for each speaker, recordings 
were done via telephone, resulting in poor sound quality. As such, the 
Dutch Polyphone Corpus is not ideally suited for speech perception 
research. 

1.3. Combined linguistic and talker variability 

Although the above corpora are centered mainly on either linguistic 
or talker variability, there are a small number of existing corpora for 
which both were considered in their development. The EUROM1 corpus 
(Chan et al., 1995) contains high-quality recordings of 64 different 
speakers of Dutch from the Netherlands. Developed to facilitate the 
phonetic comparison of languages, the corpus contains a variety of lin
guistic materials, including read passages, sentences, and words, 
including numbers, CVCs, and CVCs in carrier phrases (one word 
before/after). However, the materials are broken up into categories 
based on the number of talkers. A Many Talker Corpus consists of 3 
passages, 1 block of 5 sentences, and 5 blocks of 20 numbers produced 
by 64 talkers (34 female/30 male). A Few Talker Corpus consists of 5×2 
blocks of 33 CVCs, 5×5 blocks of 20 numbers, 5 blocks of 5 sentences, 
and 15 passages produced by a subset of 10 speakers (5 female/5male of 
the 64 appearing in the Many Talker Corpus). Finally, a Very Few Talker 
Corpus consists of 10 blocks of 33 CVC phrases produced by 4 speakers (2 
female/2 male of the 10 appearing in the Few Talker Corpus). However, 
the wider application of this corpus may be limited since only a small 
subset of the materials was recorded by all 64 speakers, resulting in 
diminished talker variability and different sets of materials for different 
speakers. 

Another corpus with potential wide application in speech perception 
research is the IFA Dutch Spoken Language Corpus (Van Son et al., 
2001). The IFA corpus is a large corpus of words, sentences, and longer 
speech passages, with approximately 50,000 words in total. It contains 

speech representing different speaking styles, with informal stories, 
retold stories, as well as read speech. Therefore, IFA offers variety in 
both linguistic content and speaking styles. The read speech involves a 
longer text, sentences, nonsense sentences, words, syllables, and indi
vidual sounds. Materials were produced by 4 female and 4 male talkers; 
a part of the materials were produced by all talkers while the rest was 
variable across talkers (or subsets of talkers). Overall, the IFA corpus has 
several qualities that may allow for wider use, including a large number 
of speech samples, a variety of linguistic content, and multiple talkers. 
However, IFA was not developed to represent a large variety of linguistic 
content; it is limited in the types of sentences and words included, and 
does not control for semantic predictability and lexical characteristics 
within the sentence and word sets. For example, isolated words and 
sentences appear in the longer stories, and generally include only 
frequently occurring words in the Dutch language or short sequences 
designed to obtain sounds of the Dutch language (e.g., /hVd/, /VCV/). 
Further, the number of items repeated across all talkers is limited, 
thereby limiting the number of talkers that can be used if a study re
quires repeated sentences across talkers or conditions. 

While several corpora were developed to include either linguistic 
and talker variability in the past twenty years, most corpora are not 
suited for speech perception research or are too limited for wider ap
plications. As summarized above, the existing speech corpora were not 
designed to contain a large amount of speech samples, and were either 
developed to contain controlled linguistic materials or multiple talkers, 
but not both. The EUROM1 corpus (Chan et al., 1995) and IFA Dutch 
Spoken Language Corpus (Van Son et al., 2001) may be useful for some 
basic scientific or clinical applications. However, since linguistic factors 
and talker variability both contribute to speech perception, there is a 
need for a predefined set of materials, balanced for multiple linguistic 
factors and recorded by a substantial variety of speakers, to be used by 
clinicians and researchers for speech perception research. 

1.4. The VariaNTS corpus 

The newly developed VariaNTS corpus, Variatie in Nederlandse Taal 
en Sprekers (Variability in Dutch Language and Talkers), aims to fill the 
gap between linguistic and talker variability for the systematic assess
ment of spoken Dutch in academic or clinical settings. It is a spoken 
corpus of Dutch that was designed to maximize linguistic and talker 
variability. The corpus contains four types of linguistic materials, further 
subdivided into eleven linguistic categories. Materials are recorded by 
16 different speakers, balanced for gender, and additional information is 
registered for each talker. The corpus provides materials for robust 
speech perception and recognition assessment, including real-life vari
ation listeners need to deal with in everyday speech communication. 
Development, possible applications, and availability of the corpus are 
described. 

2. Corpus development 

2.1. General corpus content 

The VariaNTS corpus contains four types of linguistic materials: 
words, nonwords, meaningful sentences, varying in predictability, and 
meaningless sentences, referred to as anomalous sentences. The word 
and nonword categories are subdivided into four subcategories, based 
on two linguistic features. Word subcategories are defined by word 
frequency, which refers to how frequently a word occurs in language, 
and neighborhood density (ND), which is defined as the number of 
existing words that can result from addition, deletion or substitution of a 
single phoneme (Luce and Pisoni, 1998). The nonwords are subdivided 
by ND, and phonotactic probability, which is a measure of similarity to 
real Dutch words, taking the probabilities of phoneme pairs in the 
nonword to occur in real Dutch words, and averaging those. Meaningful 
sentences are divided into two categories: sentences with high 
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predictability and low predictability. Anomalous sentences had no 
subcategory. An overview of the corpus categories is presented in 
Table 1. Categories and linguistic features are explained in-depth in 
Section 2.3. All items were produced by 16 different speakers. 

2.2. Linguistic materials 

2.2.1. Words: corpus content 
The VariaNTS corpus contains 300 Dutch words. Word forms were 

retrieved from the Dutch CELEX database, a multilingual lexical data
base developed for English, German, and Dutch, consisting of words 
from written texts. It contains extensive information on word orthog
raphy, phonology, morphology, syntax, and word frequency. CELEX was 
used as the major source for the VariaNTS corpus for three reasons. First, 
CELEX is an exhaustive database of 42 million words, making it a very 
complete representation of existing Dutch words. Second, CELEX words 
come from a range of text sources, i.e., dictionaries, fiction books, and 
non-fiction books, ensuring that estimates of lexical characteristics are 
more representative of the language experienced in everyday commu
nication. Third, word criteria can be set strictly due to extensive search 
options, making CELEX a highly efficient database that performs high- 
precision word search. 

The 300 words are subdivided into four categories of 75 words. The 
subcategories represent different lexical categories based on word fre
quency and ND: low frequency with low ND (LF-LD), low frequency with 
high ND (LF-HD), high frequency with low ND (HF-LD), and high fre
quency with high ND (HF-HD). To create the four lexical categories, an 
exhaustive list of words was retrieved from CELEX, and word frequency 
per million and phonological ND were determined for each word. Word 
frequencies were retrieved from CELEX. NDs were collected from the 
CLEARPOND database (Marian et al., 2012), an openly available data
base that provides phonological and orthographic NDs for Dutch, En
glish, French, German, and Spanish, both within and across languages. 
The final 300 words for the VariaNTS corpus were selected by dividing 
word frequencies and NDs into three groups: high, medium, and low. 
Words with the lowest frequencies were selected to represent LF words, 
and words with the highest frequencies were selected to represent HF 
words. Finally, words within the HF and LF categories were further 
filtered based on ND (HD or LD). This way, only the most representative 
tokens were included in each category. 

The words included in our final set have syllable structures of CVC 
(N = 142), CVCC (N = 62), and CCVC (N = 96), and word classes of noun 
(N = 247) and adjective (N = 53). No words ending with w or containing 
very rare phoneme sequences (e.g., x or q in initial position) are 
included. Word frequencies vary from 1 to 2288, and NDs range from 
0 to 40. These ranges were not predefined, but were naturally estab
lished by selecting only the 300 most representative words. To make 
each lexical category reflect Dutch speech sounds, at least one token of 
each Dutch vowel and diphthong is included in each category. In the LF- 
HD category, the vowel uu and diphthong eu were initially not present. 

Two words with LF and medium ND (MD) were added, approximating 
the lower ND boundary of the LF-HD words (ND = 18) as closely as 
possible (ND = 17). This led to the inclusion of the words buur and deuk 
in the LF-HD category. Similarly, the word paus was added to the HF-LD 
category in order to include the vowel au. ND for this word approxi
mated the upper ND boundary of the HF-LD words (ND = 8) as closely as 
possible (ND = 10). Within one lexical category, the maximum number 
of word forms containing the same vowel is 12. 

To confirm that each category satisfied the word frequency and ND 
criteria, word frequencies and NDs were compared between sub
categories. Mann-Whitney-Wilcoxon tests showed that CELEX word 
frequencies differed significantly between LF words (M = 1.34, SD =
0.59) and HF words (M = 164.81, SD = 268.77) (W = 22500, p < 0.001). 
This was confirmed by comparisons of individual LF and HF lexical 
categories (e.g., LF-LD and HF-LD) (χ2(3) = 245.39, p < 0.001), showing 
significant differences between individual LF and HF categories, but not 
between two LF or HF categories (i.e., LF-LD and LF-HD, and HF-LD and 
HF-HD). 

Similar comparisons were also carried out based on word frequencies 
obtained from the semi-spoken SUBTLEX-NL database (Keuleers et al., 
2010). One possible limitation of using CELEX as a source database is 
that it was developed 25 years ago, and may not be representative 
CELEX of contemporary Dutch language. SUBTLEX-NL database is a 
lexical database based on movie subtitle transcripts, written by native 
speakers of Dutch. SUBTLEX-NL may be more reflective of contempo
rary language than CELEX since it was developed more recently. In 
addition, movie subtitle transcripts may better reflect spoken Dutch 
language than written texts, because there is more room for spontaneity 
and improvisation in spoken language. Finally, the number of words in 
both databases is similar, i.e. 42 million words in CELEX and 43.7 
million words in SUBTLEX-NL, so the words selected for the corpus 
should be present in both databases. Similar to the analyses above for 
CELEX word frequencies, SUBTLEX-NL frequencies differed significantly 
between LF words (M = 1.37, SD = 0.16) and HF words (M = 193.15, SD 
= 492.00) (W = 22486, p < 0.001). Again, comparing individual LF and 
HF lexical categories confirmed this finding (χ2(3) = 235.23, p < 0.001). 

Finally, NDs calculated from the CLEARPOND database were 
compared between LD and HD categories. NDs differed significantly 
between LD words (M = 5.49, SD = 2.32) and HD words (M = 22.73, SD 
= 5.14) (W = 22500, p < 0.001). Comparisons of individual LD and HD 
lexical categories (e.g., LF-LD and LF-HD) confirmed this finding (χ2(3) 
= 225.67, p < 0.001). Taken together, the results validate the structure 
of the VariaNTS corpus, and the four lexical categories based on both 
CELEX and SUBTLEX-NL. 

2.2.2. Words: familiarity ratings 
Word frequencies have been found to relate to word familiarity, with 

a stronger relation for spoken word corpora than for text-based corpora 
(Tanaka-Ishii and Terada, 2011). To confirm this relation between word 
frequency and subjective familiarity, a control study was conducted, in 

Table 1 
Overview of the VariaNTS corpus: linguistic materials, subcategories, and total numbers of items per subcategory (N) and linguistic category (total N), per speaker and 
across all speakers. ND = Neighborhood Density.  

Linguistic material Subcategory N (per speaker) Total Category N (per speaker) N (all speakers) Total Category N (all speakers) 

Words Low frequency + low ND (LF-LD) 75 300 1200 4800 
Low frequency + high ND (LF-HD) 75 1200 
High frequency + low ND (HF-LD) 75 1200 
High frequency + high ND (HF-HD) 75 1200 

Nonwords Low probability + low ND (LP-LD) 75 300 1200 4800 
Low probability + high ND (LP-HD) 75 1200 
High probability + low ND (HP-LD) 75 1200 
High probability + high ND (HP-HD) 75 1200 

Meaningful sentences High predictability (HP) 125 250 2000 4000 
Low predictability (LP) 125 2000 

Anomalous sentences — 150 150 2400 2400  
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which 10 native speakers of Dutch (7F; 3M) provided familiarity ratings 
for all 300 words. Participants’ age ranged from 19 to 26 years. Each 
participant received a 10 euro voucher for participation. 

Ratings were obtained for each word using a 7-point scale, ranging 
from zeer onbekend (highly unfamiliar) to zeer bekend (highly familiar). 
Familiarity was defined to the participants as knowing the meaning of 
the word, but also as recognizing the word in written or spoken form 
without knowing the exact meaning. Mean familiarity ratings per word 
were calculated, and Mann-Whitney-Wilcoxon tests were performed to 
compare the high and low frequency and ND groups. 

Familiarity ratings differed significantly between HF words (M =
6.99, SD = 0.05) and LF words (M = 6.43, SD = 0.82) (W = 18520, p <
0.001). Comparison of individual LF and HF word categories, i.e. LF-LD 
with HF-LD and LF-HD with HF-HD, confirmed these findings, showing 
significant rating differences between the category pairs (χ2(3) = 120.9, 
p < 0.001). For ND, familiarity ratings did not differ significantly be
tween HD words (M = 6.70, SD = 0.69) and LD words (M = 6.72, SD =
0.59). Comparison of individual LD and HD nonword categories, i.e. LD- 
LF with HD-LF, and LD-HF with HD-HF, confirmed the absence of sig
nificant rating differences. As expected, word familiarity differed across 
word frequency groups, but not across ND categories. 

2.2.3. Nonwords: corpus content 
The VariaNTS corpus contains 300 nonwords. The nonwords are 

divided into four categories of 75 nonwords, based on ND, and phono
tactic probability, which is a measure of resemblance of a nonword to 
real words in a language. The four categories are low ND with low 
phonotactic probability (LD-LP), low ND with high phonotactic proba
bility (LD-HP), high ND with low phonotactic probability (HD-LP), and 
high ND with high phonotactic probability (HD-HP). 

To create the four nonword categories, an exhaustive list of non
words was created manually by combining Dutch phonemes into pho
notactically permissible Dutch sound sequences, and combining these 
sequences into CVC, CVCC and CCVC structures. For each nonword, ND 
and phonotactic probability were determined. Similar to word NDs, 
nonword NDs were retrieved from CLEARPOND. Phonotactic probabil
ities were calculated from biphone frequencies (BFs), which represent 
the frequency of two subsequent phonemes co-occurring in real Dutch 
words. BFs were also retrieved from CLEARPOND, which provides 
position-specific mean log BFs as described by Vitevitch and Luce 
(2004). BFs were determined for the CV and VC biphones, and in case of 
CVCC or CCVC structure, also for the CC biphone. The BFs were then 
summed into a single phonotactic probability for each nonword. For 
final nonword selection, a similar procedure was used as for the words, 
dividing the large set of nonwords into high, medium, and low ND and 
phonotactic probability groups. This way, only the most representative 
tokens were included in each category. Nonwords were first divided by 
ND, and second by phonotactic probability. 

The nonwords included in our set have syllable structures of CVC (N 
= 91), CVCC (N = 131), and CCVC (N = 78). The nonwords do not look 
or sound like existing Dutch words or names, and all nonwords can be 
pronounced properly by native Dutch speakers. NDs range from 0 to 36, 
and phonotactic probabilities range from 0.0002 to 0.0375. Again, these 
ranges were not predefined, but were naturally established by selecting 
the 300 most representative nonwords. 

To make sure the nonword categories properly represent Dutch 
phonotactics, each Dutch vowel and diphthong is represented at least 
once in each category. In the HD-HP category, the diphthong au was 
initially not present, so the nonword plaut was added, having a medium 
phonotactic probability (MP) that approximated the lower boundary of 
the HD-HP words (BF = 0.0122) as closely as possible (BF = 0.0075). 
The representation of vowels and diphthongs is well balanced within 
each nonword category, resulting in a maximum of 6 nonwords in each 
category that contain the same vowel. 

Non-parametric tests were performed to confirm the representa
tiveness of the high and low ND and phonotactic probability groups. 

Mann-Whitney-Wilcoxon tests revealed significantly higher phonotactic 
probabilities for the HP nonwords (M = 0.02, SD = 0.01) than for the LP 
nonwords (M = 0.00, SD = 0.00) (W = 22500, p < 0.001). Furthermore, 
NDs differed significantly between HD nonwords (M = 12.98, SD =
5.47) and LD nonwords (M = 0.38, SD = 0.56) (W = 22500, p < 0.001). 

2.2.4. Nonwords: probability ratings 
Phonotactic probability represents the frequency of phoneme se

quences in existing language, and is therefore likely to be reflected in 
subjective ratings of nonword resemblance to real words, referred to as 
probability ratings (Frisch et al., 2000). To evaluate this relation, a 
control study was conducted in which the same 10 participants that 
rated word familiarity provided probability ratings for all 300 
nonwords. 

Probability was rated on a 7-point scale, ranging from zeer onwaar
schijnlijk (highly improbable) to zeer waarschijnlijk (highly probable). Mean 
probability ratings per nonword were calculated, and Mann-Whitney- 
Wilcoxon tests were performed to compare the high and low probabil
ity and ND groups. Probability ratings did not differ significantly be
tween HP nonwords (M=3.66, SD=0.88) and LP nonwords (M=3.58, 
SD=0.85). Comparison of individual HP and LP nonword categories, i.e. 
LP-LD with HP-LD and LP-HD with HP-HD, confirmed the absence of 
rating differences. This finding is not consistent with the expectation 
that HP nonwords would be rated as more probable than LP nonwords. 
For ND, probability ratings differed significantly between HD nonwords 
(M = 4.23, SD = 0.64) and LD nonwords (M = 3.02, SD = 0.60) (W =
20428, p < 0.001). Comparison of individual LD and HD nonword cat
egories, i.e. LD-LP with HD-LP, and LD-HP with HD-HP, confirmed these 
findings, showing significant rating differences between the category 
pairs (χ2(3) = 149.94, p < 0.001). These findings suggest that nonword 
probability ratings may rely on resemblance of a nonword as a whole, 
rather than on the frequency of individual biphones in real language. 

2.2.5. Meaningful sentences 
A set of 250 meaningful sentences with variable predictability is 

included in the corpus, subdivided into 125 sentences with high pre
dictability (HP) and 125 sentences with low predictability (LP). The 
sentences were created following the same procedure that Kalikow and 
colleagues (1977) used to develop the SPIN sentences for English lan
guage. In each sentence, the final word represents the key word of the 
sentence. For the VariaNTS set of sentences, 125 high-frequency words 
from our word set were used as key words. For each key word, one HP 
sentence and one LP sentence were created by hand. 

The HP sentences contain three cue words per sentence. Cue words 
are nouns, adjectives, verbs, and adverbs which are highly related to the 
key word. As a consequence, HP sentences cue the listener towards the 
key word, resulting in high key word predictability. For example, in the 
sentence De schoonmaakster dweilde de vieze [vloer] (The cleaner mopped 
the dirty [floor]), the three cue words schoonmaakster (cleaner), dweilde 
(mopped) and vieze (dirty) serve as cue words for the key word vloer 
(floor). The LP sentences are neutral sentences that do not create an 
expectation of the key word. Thirty-one neutral Dutch verbs, i.e. verbs 
that do not put any constrain on the following object, were combined 
with singular and plural forms of neutral subjects, such as de jongen (the 
boy), het meisje (the girl), de mannen (the men), and de vrouwen (the 
women). An example is the sentence Het meisje geeft haar vriend een [fiets] 
(The girl gives her friend a [bicycle]), in which the neutral words meisje 
(girl), geven (to give) and vriend (friend) do not create a clear expectation 
of the key word, resulting in low predictability context for the final key 
word. Neutral subjects and verbs were randomly selected for each LP 
sentence. 

All 250 sentences meet four criteria, based on the development of the 
SRT sentences by Plomp and Mimpen (1979), and the VU sentences by 
Versfeld et al. (2000). First, each sentence contains four content words 
in total, including the key word. Second, to create a good compromise 
between everyday speech and testing efficiency, sentence length is 
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equalized at 5-8 words per sentence. Third, sentences are declarative 
sentences, i.e. no questions or exclamations are included. Finally, sen
tences contain no capitals other than the sentence-initial one, excluding 
names, and no punctuation characters are used, avoiding undesired 
pauses within the sentence. 

To confirm high and low predictability in the sentences, the 10 
participants mentioned earlier provided their best guess of each key 
word. They were presented with a larger set of 300 sentences, consisting 
of an HP and LP sentence designed specifically for each of the 150 high- 
frequency words in the corpus, with the key word replaced by a blank 
space. Participants filled in the first monosyllable that came to mind to 
complete the sentence. Scores were calculated for each sentence, where 
score was defined as the total number of correct target key words. For 
HP sentences, sentences with scores ranging from 5 to 10 were judged as 
predictable. For LP sentences, sentences with a score of 0 or 1 were 
judged to be unpredictable. HP and LP sentences for 125 key words met 
the inclusion scores and were included in the final corpus, resulting in a 
final set of 250 sentences, of which 125 are HP sentences (M = 8.47, SD 
= 1.63), and 125 are LP sentences (M = 0.10, SD = 0.30). 

2.2.6. Anomalous sentences 
A set of 150 anomalous sentences was created based on the high- 

predictability sentences described in Section 2.2.5. The key words 
were preserved in their original sentence-final position. The remaining 
three content words in each sentence were listed, resulting in an 
extensive list of different nouns, verbs, adjectives, and adverbs. All the 
content words in the list were shuffled randomly, so that three new 
content words were assigned to each sentence. Incorrect word classes 
were corrected manually, by interchanging the incorrect word with 
another word from a sentence that was also assigned an incorrect word 
class. Whenever the resulting sentence contained any form of meaning, 
as judged by the first author, one or more content words were inter
changed between sentences until they became senseless. 

The above mentioned 10 participants provided sensibility ratings for 
all 150 sentences. Participants were asked to rate each sentence on a 7- 
point scale, ranging from zeer weinig betekenis (highly senseless) to zeer 
veel betekenis (highly sensible). Mean sensibility ratings per sentence were 
calculated. Average mean sensibility rating across all sentences was 3.87 
(SD = 0.70). Mean ratings per sentence were normally distributed and 
showed no outliers, indicating that all sentences were on average 
equally anomalous. 

2.3. Audio recordings 

2.3.1. Speakers 
Sixteen native Dutch speakers (8M; 8F) were recorded producing the 

full set of linguistic materials. All speakers were judged by the first 
author to be speakers of standard Dutch, meaning they had no sub
stantial audible accent. Speakers were university or higher-education 
students, or had graduated a maximum of one year prior to the 
recording session. Speakers’ ages ranged from 20 to 28 years. All 
speakers had hearing thresholds ≤25 dB HL at frequencies between 250 
and 8000 Hz, and normal or corrected vision. Participants provided 
signed informed consent prior to taking part in the recording session, 
and agreed to allow us to include the recordings in a database to be 
shared for research or clinical purposes. They received an hourly wage 
for their participation. The study was approved by the ethics committee 
of the University Medical Center Groningen (METc 2018/427). 

Details for each individual speaker are listed in Appendix A. Speakers 
provided their height and weight, which indicate general speaker size. 
These were collected since speaker size is related to vocal characteris
tics, such as pitch and timbre. Fundamental frequency (F0), i.e. the rate 
of vocal fold vibration, is determined by the length, size, and tension of 
the vocal folds, and gives rise to the perception of voice pitch. The 
perception of timbre is related to the dispersion of formant frequencies, 
i.e. resonances of the vocal tract, associated with speaker height and 

vocal tract length (VTL). Mean F0 was calculated for each speaker after 
recording and postprocessing, by extracting and averaging the mean F0 
across all items. 

2.3.2. Equipment 
Items were presented visually one by one on a MacBook laptop using 

PsyScope X Build 77 (Cohen et al., 1993). An external keyboard was 
attached to the Macbook via USB port, so that necessary repetitions 
could be indicated by the experimenter during recording. Speakers were 
seated in front of the Macbook screen, wearing a unidirectional SM10A 
head-mounted microphone (Shure Inc., Chicago, IL) positioned 1-2 cm 
from the left corner of the mouth. Use of a head-mounted microphone 
enabled speakers to move their heads in a natural way without affecting 
the recording settings. The microphone output was connected through a 
Tube Microphone Preamplifier (ART ProAudio, Niagara Falls, NY) to a 
MicroBook IIc digitizer (MOTU, Cambridge, MA). The digital output 
signal was transmitted via USB ports to the Macbook, where utterances 
were recorded in Audacity (Audacity Team, 2018) at a sampling rate of 
44.1 kHz. Recordings of the complete sets of materials were stored in 
16-bit digital WAV sound files. 

2.3.3. Procedure 
Recordings were done in a sound-attenuated booth, where both 

speaker and experimenter were seated. The experimenter was either the 
first author, or a trained intern who was supervised by the first author. 
One recording session took approximately 2 hours. Speakers were 
instructed to speak naturally, using their normal speaking volume and 
rate. They wore a head-mounted microphone, which was brought in 
place and adjusted by the experimenter. 

First, a test recording was done, in which speakers read aloud ‘De 
noordenwind en de zon’ (‘The north wind and the sun’, International 
Phonetic Association, 1949). This is a six-sentence text containing all 
Dutch phonemes, ensuring a complete evaluation of recorded speech 
quality. To ensure good signal quality, noise level and speech intensity 
of the test recording were assessed by the experimenter in Praat 
(Boersma and Weenink, 2018) before recording the corpus materials. In 
case of intensity levels under 70 dB or above 80 dB, or excessive noise as 
judged by the experimenter, microphone settings were re-adjusted, and 
the test recording and assessment were repeated. 

All items were recorded in a single session. The order of the cate
gories was the same for each speaker: words, meaningful sentences, 
nonwords, and finally anomalous sentences. The order of items within 
the categories was randomized for each speaker. Items were presented 
one-by-one as text on screen, and speakers read the presented item out 
loud. In case of pronunciation errors, dysfluencies, odd prosody, noise, 
or other disturbances, an item was repeated after presenting all other 
items of the corresponding category. Word and nonword presentation 
was self-paced, allowing speakers to determine the pace at which they 
wished to read the items. For the two sentence categories, a presentation 
duration was specified for each sentence: 5 seconds for each meaningful 
sentence, and 6 seconds for each anomalous sentence. This was done to 
maintain a medium speaking rate for each sentence, maximizing intel
ligibility and minimizing speaking errors. Each category was recorded 
only once. All items in one category were initially stored in a single file. 

2.3.4. Postprocessing 
Stored recordings, containing all items within one category, were cut 

and saved as separate WAV files. A Praat script automatically identified 
individual items, making use of intensity differences between speech 
and silence. For individual word and nonword audio files, the corre
sponding word or nonword was used as a file name. Sentences were 
coded to facilitate identification, and these codes were used as file 
names for individual sentence audio files. Text files were read into the 
Praat script, containing words, nonwords or sentence codes in the order 
in which they were recorded for each speaker, enabling recorded items 
and file names to be matched automatically. These matches were 
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checked manually by the experimenter. 
Individual files were trimmed in order to remove unnecessary silence 

and noises, e.g. swallowing, lip movements, breathing, or movement of 
the microphone cable. The onset of an utterance was defined as the onset 
of voice, noise, or aspiration for producing the item. The end of the 
utterance was a compromise between cutting off as much silence as 
possible, and keeping a natural sounding utterance without cutting off 
sound. The latter criterion was assessed auditorily by the first author. 

Items that a speaker accidentally skipped, and cut files containing 
disturbances such as dysfluencies, odd intonation, laughing, or noise, 
were rerecorded in a second recording session. This session took place 
approximately three weeks after the first recording session, and was 
done with eight speakers. The same equipment, procedure, and post
processing method were used, except items were presented in a text file 
on the Macbook screen instead of PsyScope. This change was made 
because of the small numbers of items that needed to be rerecorded for 
each speaker. After adding the trimmed recordings from the second 
session, all recordings were levelled to each other by a Praat script, using 
an intended intensity level of 65 dB. 

3. Potential applications 

The VariaNTS corpus is primarily intended as a resource for the 
broad assessment of speech perception and spoken word recognition in 
Dutch, for both research and clinical purposes. In particular, the inclu
sion of linguistic and talker variability in the corpus will facilitate 
research on speech perception and spoken word recognition in condi
tions more reflective of real-life listening environments. The VariaNTS 
corpus contains a large variety of linguistic materials produced by 
several different male and female speakers. Although spoken corpora 
that incorporate a variety of linguistic materials produced by multiple 
speakers are more widely available in other languages, such as English 
(e.g., Bradlow and Bent, 2002; Smiljanic and Bradlow, 2005; Bradlow 
and Alexander, 2007), no such spoken corpus is yet available for spoken 
Dutch. 

The materials in the VariaNTS corpus may be particularly useful for 
the development of new basic scientific or clinical speech perception 
studies in Dutch. In our lab, for example, we are already using the corpus 
to examine the processing of indexical and linguistic information in 
speech. We performed a voice perception study, in which easy and hard 
words and nonwords from the VariaNTS corpus were used to investigate 
NH listeners’ perception of voice cues, including F0 and VTL, described 
above. The terms ‘easy’ and ‘hard’ refer to processing demands of the 
linguistic information: LF-HD words and LP-HD nonwords are expected 
to be more difficult to process than HF-LD words and HP-LD nonwords. 
By comparing perception thresholds for the three voice cues between the 
different linguistic categories, we investigated the effects of linguistic 
variation on the processing of voice cues. 

Another possible application of the corpus is clinical word or sen
tence recognition testing. The VariaNTS corpus offers multiple types of 
sentences that may be used for meaningful sentence recognition 
assessment in Dutch. Clinical speech perception assessments that 
incorporate linguistic and talker variability are more widely available in 
other languages. In English, for example, sentence recognition assess
ments incorporating linguistic and talker variability have been devel
oped, such as the Pediatric AzBio Sentence Test (Spahr et al., 2014), the 
AzBio Sentence Test (Spahr et al., 2012), and PRESTO (Gilbert et al., 
2013). These tests have been used with clinical populations, including 
HI children and adults and CI users (e.g., Schafer et al., 2012; Moberly 
et al., 2017; Sladen et al., 2017; Hillyer et al., 2019). Both linguistic and 
talker variability have been shown to impact sentence recognition in 
adult CI users; in particular, higher-variability materials produced by 
many speakers and sentences with low semantic predictability or 
anomalous sentences present a challenge to successful sentence recog
nition (e.g., Moberly et al., 2018; O’Neill et al., 2019; Tamati et al., 
2019). 

The words and nonwords in the VariaNTS corpus may also be useful 
in both clinical and basic scientific research. Some clinical word 
recognition assessments in English control for linguistic variability, such 
as the Lexical Neighborhood Test (LNT; Kirk et al., 1999) and the 
Multisyllabic Lexical Neighborhood Test (MLNT; Kirk et al., 1999) for 
children. In conventional Dutch clinics, word recognition is frequently 
used to measure speech perception performance, but no distinction is 
made between easy and hard words in clinical assessments, such as in 
the NVA word lists (Bosman and Smoorenburg, 1995). Hard words 
require more fine-grained phonetic discrimination than easy words, and 
are more difficult to recognize. Therefore, if hard words are not 
considered, perception scores from easy words alone may be mislead
ingly high, and may not reflect a listener’s true difficulties in recognizing 
speech. 

Nonwords can be included in recognition tasks to assess perception 
of Dutch speech sounds. Whereas hard words still have a certain degree 
of predictability, because they are stored in memory and can therefore 
be guessed or restored, nonwords do not have this benefit. Bosman and 
Smoorenburg (1995) found that CVC nonwords are indeed harder to 
perceive than CVC real words, as evidenced by less accurate recognition 
of nonwords and individual phonemes within nonwords. Listeners can 
make estimates of subsequent speech sounds because they know the 
phonotactic rules of their language, but other than that, nonwords are 
unpredictable. Nonword repetition tasks in English clinical settings have 
been shown to be useful for assessing phonological processing and 
development in children (e.g., Dillon et al., 2004; Coady and Evans, 
2008) and adults with hearing impairment. The materials in the Vari
aNTS corpus can be used to develop similar real word and nonword 
recognition tasks for Dutch. 

The VariaNTS corpus includes multiple tokens of each vowel and 
diphthong in each word and nonword category, embedded in different 
consonants. This is an important factor in word and nonword percep
tion, especially in HI and CI listeners. Vowels and diphthongs are 
characterized by different formant frequency distributions, and these 
distributions differ even for the same vowel or diphthong when sur
rounded by different consonants. In HI listeners, hearing loss in higher 
frequencies may result in weaker perception of vowels with high 
formant distributions, such as ie, and low-frequency hearing impairment 
may complicate perception of vowels with low formants, such as oe (Van 
Tassel and Yanz, 1987). Furthermore, HI listeners may not only use 
static formant frequencies to identify a vowels or diphthong, but also 
formant transitions, within a single vowel or diphthong, or in transition 
to consonants, and vice versa. Thus, VariaNTS words and nonwords can 
be used for speech perception assessment in listeners with varying types 
of hearing loss. 

Everyday speech perception is not only reflected in the large variety 
of linguistic materials in the corpus, but also in the large number of 
different speakers. Additionally, natural speaking style is preserved in 
each talker by not providing any specific speaking instructions. Speaking 
style differences, such as speaking rate, F0 variability, and coarticulation 
effects, contribute even more to the talker variability for everyday 
speech communication. The VariaNTS corpus thus provides new mate
rials for broad speech perception and spoken word recognition assess
ment in Dutch clinical and academic settings. Effects of linguistic and 
talker variability on speech perception, particularly in HI and CI lis
teners, can be investigated more thoroughly, contributing to a better 
understanding of speech perception and spoken word recognition in 
these listener groups. 

4. Corpus availability 

The VariaNTS corpus is property of the Speech Perception Lab of 
University Medical Center Groningen. The corpus is freely available for 
research purposes upon request on Zenodo: https://zenodo.org/recor 
d/3932039. Users will have access to audio recordings, orthographic 
transcriptions, item-specific information, and speaker information. 
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The trimmed audio files are stored in a separate folder for each 
speaker, which contain the materials organized by linguistic category 
(words, nonwords, meaningful sentences, and anomalous sentences). 
Each category folder is further subdivided into lexical or sentence sub
category folders, if applicable. Words and nonwords are listed alpha
betically, and sentences are ordered by sentence code. Sentence codes 
and orthographic transcriptions of all items are listed in Appendix B. 

For each linguistic category, orthographic transcriptions and rele
vant information are provided in text files. For words, lexical category, 
vowel class, word class, syllable structure, frequencies per million from 
CELEX and SUBTLEX-NL, ND, and mean familiarity rating are listed. For 
nonwords, nonword category, vowel class, syllable structure, ND, pho
notactic probability, and mean probability rating are provided. Mean
ingful sentences are listed by sentence-specific code, and orthographic 
transcriptions, predictability category, and predictability scores are lis
ted. Finally, anomalous sentences are listed by sentence-specific code, 
complemented with orthographic transcriptions and mean sensibility 
scores. 

Speaker information is listed in separate text files for each speaker, 
which can be found in the individual speaker folders. Gender, age, 
height in cm, weight in kg, mean F0, place of birth, second language(s), 
regional accent, and daily occupation are provided for each speaker. 
One limitation that users should be aware of is that for five speakers, a 
limited set of one or more meaningful sentences was not recorded due to 
technical reasons. For these speakers, the speaker file also specifies 
which items are missing. Details on incomplete recordings and speaker 
details are provided in Appendix A. 

5. Conclusion 

The VariaNTS corpus is a new corpus of spoken Dutch containing a 
variety of speech materials for use in a wide range of scientific and 
clinical research studies. The VariaNTS corpus is the first Dutch corpus 
to offer different linguistic materials produced by multiple speakers. The 
corpus contains 1000 items from 4 types of linguistic materials, further 
subdivided into 11 subtypes, produced by 16 different speakers. It is 
intended to serve as a new resource for speech perception and spoken 
word recognition assessment, closely approximating everyday listening 
environments, and enabling reliable comparison of performance within 
and between listener groups. 
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