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Overview	of	book	
	
	
In	today’s	digital	society,	a	critical	understanding	of	data	is	essential	for	all.	Knowledge	
about	data	is	often	split	into	areas	of	expertise,	so	that	processes	that	span	algorithms,	
servers,	users	and	institutions	are	rarely	discussed	coherently	and	accessibly.	Data	and	
Society:	A	Critical	Introduction	presents	a	set	of	concepts	to	assess	how	data	shapes	
science,	policy,	and	politics,	including	how	data	is	turned	into	metrics	that	are	used	to	
make	decisions.	It	connects	data	as	a	highly	technological	practice	to	broad	social	
questions	of	evidence,	innovation,	and	knowledge.	
	
The	book	provides	an	analytical	framing	to	understand	the	role	of	data	in	contemporary	
society	and	foster	good	data	practices.	Our	analysis	is	grounded	on	the	following	three	
ideas:	

1. Data	are	not	an	autonomous	force	nor	a	unidimensional	technical	fix,	and	the	
use,	valuation,	circulation,	and	deployment	of	data	are	shaped	by	social	and	
material	factors,	including	social	institutions	and	technologies.	

2. Nearly	all	areas	of	professional	and	academic	work	involve	interactions	with	data	
science,	and	the	skills	to	relate,	evaluate	and	shape	data	practices	are	necessary	
to	be	able	to	exercise	one’s	expertise	responsibly.	

3. The	ability	to	write	code	and	develop	algorithms	contributes	but	is	not	sufficient	
to	understanding	and	critically	assessing	data	practices.	Another	essential	
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component	of	training	in	data	use	involves	the	conceptual	and	methodological	
toolkit	developed	within	the	social	studies	of	science	broadly	conceived	
(including	critical	data	studies,	data	ethics	and	the	history,	philosophy	and	social	
studies	of	science	and	technology). 

	
Building	on	these	key	insights,	the	book	addresses	the	growing	attention	to	the	social	
embedding	of	data	across	different	settings,	from	business	to	policy	and	government,	
from	sports	to	health	and	climate	change.	It	explains	the	challenges	that	such	
embedding	brings	both	for	the	governance	data	flows	and	for	the	technical	management	
and	use	of	data.				
	
This	book	is	intended	as	an	interdisciplinary	introductory	textbook	for	advanced	
undergraduates	or	graduate	students	that	connects	the	phenomenon	of	datafication	and	
related	technologies	to	social,	technological	and	economic	change.	Its	conceptual	
framework	relates	ideas	and	principles	with	concrete	cases,	to	help	illustrate	the	
growing	importance	of	data	in	different	spheres	of	knowledge	production	and	its	
implications	for	a	wide	variety	of	sectors.	To	this	aim,	the	book	is	structured	around	
four	sets	of	practices	around	data,	with	a	series	of	data	stories	used	to	discuss	salient	
concepts	to	concrete	issues.	The	data	stories	present	details	about	a	specific	use	of	data	
and	ask	questions	about	different	aspects	and	implications	of	that	case.	In	doing	so,	they	
exemplify	ways	to	question	and	scrutinize	the	broader	social	implications	of	data	work	
and	highlight	how	technical	aspects	of	data	practices	are	entwined	with	institutions,	
users,	regulations,	business	models	and	cultural	norms.	You	are	invited	to	read	the	data	
stories	and	think	about	the	questions	that	they	pose	in	two	stages:	once	before	reading	
the	related	section	of	the	book,	and	a	second	time	after	having	read	the	materials	in	the	
section,	which	will	help	you	to	articulate	your	own	answers	to	the	questions	being	
raised.	
	
	
	
	
Introduction		
 
Let	us	start	with	an	every-day	story	common	to	the	world	of	internet	users.	It	is	April	
2021	in	the	United	Kingdom.	Thirty-year-old	Lara	is	a	healthy	and	active	individual.	In	
the	evening	she	occasionally	watches	Amazon	prime	shows,	with	a	strong	preference	for	
science	fiction	series	–	but	generally	prefers	spending	her	free	time	talking	to	friends	
and	doing	sports.	Her	normal	routine	is	disrupted	when	she	suddenly	falls	ill	and	has	to	
stay	in	bed	for	two	weeks	to	recover.	During	that	time,	she	is	in	such	bad	condition	
(headache,	fatigue,	mental	confusion)	that	all	she	can	manage	to	watch	are	costume	
dramas	and	teenage	romance	films,	whose	pace	is	slower	and	whose	soundtrack	is	less	
jarring	for	her	headache.	Once	she	is	back	in	shape	and	able	to	return	to	her	preferred	
lifestyle,	Lara	notices	that	the	list	of	movies	recommended	to	her	has	changed,	and	she	
is	finding	it	harder	to	identify	series	that	she	might	like	to	watch.	Other	parts	of	her	
Amazon	account	have	changed	too,	with	insistent	advertising	for	clothes	and	products	
that	she	dislikes.	Her	Google	account	also	seems	affected	by	the	changes,	with	adverts	
for	Jane	Austen-themed	holidays	and	romantic	getaways	popping	up	every	time	she	
scrolls	down.	Lara	is	upset	because	the	internet	platforms	she	uses	for	online	shopping	
and	entertainment	no	longer	reflect	her	preferences,	and	what	used	to	feel	like	useful	
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shopping	tips	now	feel	like	useless,	intrusive	clutter	in	her	online	space.	Lara	is	also	
upset	because	she	had	not	realised	how	extensively	the	information	concerning	what	
she	watches	on	Prime	would	travel	to	other	platforms	and	online	services.		

	

This	everyday	situation	raises	many	questions.	Is	Lara	right	to	feel	upset	in	this	
situation?	Is	there	a	problem	here,	and	what	is	it?	Do	Lara’s	watching	preferences	
constitute	sensitive	and/or	personal	data?	Are	these	preferences	valuable	data,	and	for	
whom?	What	can	or	should	Lara	do	about	the	mismatch	she	experiences?	Is	this	
situation	legal?	Is	it	a	necessary	condition	for	the	provision	of	the	streaming	service?	Is	
it	right	that	Lara	should	have	to	deal	with	this?	Is	it	possible	to	“fix”	this	situation	by	
improving	the	system’s	responsiveness	to	Lara’s	change	in	preferences,	so	that	it	can	be	
updated	more	quickly	to	her	changing	circumstances?	Or	should	Lara	simply	adapt	her	
behaviour	to	the	system,	so	that	she	does	not	get	caught	up	in	this	way	again	in	the	
future?	
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Let	us	now	consider	a	different	story,	which	happened	in	the	early	2010s	to	an	American	
scholar	called	Mary	Ebeling	–	who	then	went	on	to	write	an	important	book	about	her	
experience	(Ebeling,	2016).		After	years	of	attempts,	Mary	was	delighted	to	be	pregnant	
and	could	not	wait	for	the	birth	of	her	baby.	Tragically,	however,	during	the	eight	week	of	
her	pregnancy	she	suffered	a	miscarriage	and	lost	the	baby.	As	so	many	other	mothers-
to-be	finding	themselves	in	that	horrible	situation,	she	came	home	from	the	hospital	
distraught,	only	to	find	advertisement	on	her	doorstep	that	was	specifically	targeted	to	
pregnant	women.	Despite	her	complaints	to	the	companies	responsible	for	the	
unwanted	correspondence,	her	letterbox	continued	to	fill	with	advertising	and	samples	
from	baby	products	companies.	On	the	week	in	which	the	baby	should	have	been	born,	
she	even	received	congratulation	notes	complimenting	her	on	the	birth	of	a	healthy	
child.	The	advertising	campaign	continued	for	years,	tracking	the	milestones	and	
celebrations	that	her	daughter	would	have	enjoyed	had	she	survived.	Mary	was	
devastated	by	these	constant	reminders	of	the	baby	she	had	lost	and	kept	pleaded	with	
the	companies	responsible	to	stop	sending	her	these	unwanted	gifts	–	to	no	avail.	
Exasperated,	Mary	did	some	research	and	discovered	that	while	she	was	pregnant,	the	
hospital	sold	her	personal	data	to	a	private	company	as	part	of	a	clinical	trial	that	she	
had	agreed	to	participate	in,	as	a	way	to	get	support	for	her	pregnancy.	The	company	
running	the	trial	in	turn	sold	Mary’s	data	to	a	data	trading	company,	which	sold	it	off	
again	to	a	number	of	baby	products	companies.	The	data	were	never	updated	with	news	
of	the	baby’s	death,	which	is	why	she	kept	receiving	the	merchandise.	In	her	initial	
attempts	to	understand	what	has	happened	to	her	data,	Mary	was	unsuccessful	as	
companies	did	not	want	to	release	information	about	what	data	they	own,	and	who	they	
acquired	the	data	from.	Mary	managed	to	elicit	that	information	only	when	she	revealed	
her	ordeal	as	a	bereaved	mother.	
	
This	is	clearly	a	situation	where	something	went	very	wrong	in	the	handling	of	sensitive	
medical	data.	Was	the	hospital	justified	in	selling	Mary’s	data	in	the	first	place?	It	turned	
out	that	she	did	give	her	consent	to	participate	in	the	clinical	trial	and	she	signed	an	
agreement	that	enabled	the	company	to	sell	her	data	to	third	parties.	Her	participation	
in	the	trial	may	have	been	beneficial	to	the	development	of	medical	research,	which	was	
the	reason	why	she	signed	up.	Does	this	make	the	other	ways	in	which	her	data	were	
used	ok?		Is	participation	in	medical	research	equivalent	to	consenting	to	data	being	
used	for	advertising?	Are	these	two	things	necessarily	related?	Can	we	still	distinguish	
research	from	the	commodification	of	reproduction?	What	does	this	case	tell	us	
something	about	the	entwinement	of	medical	care	and	business	in	the	American	context	
and	the	commercialisation	of	health?	Could	such	a	situation	be	avoided,	and	if	so,	how?		
	
Let	us	now	move	to	a	third	story,	which	could	well	be	described	as	a	data	triumph.	For	
many	years,	agronomic	institutions	around	the	world	have	worked	on	improving	
systems	for	sharing	data	about	plant	pathogens	and	diseases,	so	as	to	be	able	to	map	the	
spread	of	new	pests	and	improve	understanding	of	how	to	treat	the	affected	crops.	The	
decrease	in	disease	in	crops	has	a	direct	impact	on	hunger	and	malnutrition.	In	2019,	a	
consortium	of	public	and	private	research	institutions	released	an	app	called	
PlantDisease.	This	app	could	be	downloaded	for	free	on	the	smartphones	of	farmers	
around	the	world	and	helped	them	to	identify	diseases	in	their	crops	in	a	timely	manner,	
as	well	as	providing	tips	on	how	to	treat	those	diseases.	By	providing	such	important	
information	to	farmers	in	remote	areas	of	the	globe,	the	app	is	helping	to	boost	food	
production	worldwide	as	well	as	supporting	the	livelihoods	of	farming	communities.		
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We	can	think	of	this	is	a	case	of	data	helping	to	feed	the	world	and	this	seems	the	best	of	
what	data	can	do	for	humanity.	Is	there	any	possible	drawback	to	such	a	development?	
What	happens	if	the	information	provided	by	the	app	is	unreliable	or	faulty	–	who	takes	
responsibility	for	the	effects?	Also,	is	the	information	provided	though	this	app	simply	a	
series	of	“facts”	about	plant	disease?	There	are	actually	many	different	approaches	to	
understanding	and	treating	plant	diseases	within	agronomic	research.	Some	privilege	
technology-driven	interventions,	like	using	targeted	pesticides	or	genetic	modification	
of	seeds.	Others	favour	environmental	interventions,	like	choice	of	fertilizer	or	ways	of	
selecting	and	managing	crops.	Notably,	the	technology-driven	interventions	are	costly	
and	boost	the	profits	of	corporations	based	in	the	Global	North.1	Does	the	app	bear	a	
responsibility	to	inform	farmers	of	alternative	paths,	and	of	the	extent	to	which	different	
companies	may	profit	from	the	ways	in	which	agricultural	production	is	managed?	Is	
providing	alternatives	and	context	a	way	to	help	farmers	with	their	decisions?	Or	does	it	
generate	confusion,	thus	defeating	the	very	purpose	of	the	app	to	provide	immediate,	
easy-to-follow	instructions?	Who	owns	the	app,	and	does	it	matter	that	the	underlying	
code	is	not	available	as	Open	Software	for	others	to	scrutinize	and	re-use?	
	
The	questions	raised	by	these	cases	are	difficult	ones	and	do	not	have	easy	answers.	Yet,	
they	are	only	a	fraction	of	the	questions	associated	to	the	technological	and	social	life	of	
data	and	the	ways	in	which	data	affect	human	life.	This	book	aims	to	provide	you	with	
instruments	to	identify	such	questions	and	articulate	your	own	answers	to	them.	It	will	
help	you	understand	the	conditions	under	which	data	are	generated,	circulated,	traded	
and	used.	It	is	not	a	technical	book	about	data	science	and	artificial	intelligence.	Rather,	
it	is	a	book	about	the	interactions	between	the	social	and	technological	aspects	of	data	
work.		
	
Before	we	start,	we	should	say	a	few	words	about	our	backgrounds	and	motivations	for	
writing	this	book.	We	are	both	scholars	working	in	the	broad	area	of	Science	&	
Technology	Studies	(STS).	Beaulieu	comes	from	the	social	studies	of	science	and	
Leonelli	from	the	philosophy	and	history	of	science.	This	book	project	emerges	from	our	
experiences	in	creating	Data	Wise:	Data	Science	in	Society,	a	minor	programme	at	the	
University	of	Groningen;	and	the	training	in	Data	Ethics	and	Governance	for	all	the	
postgraduate	and	professional	Data	Science	degrees	at	the	University	of	Exeter.	The	
book	also	builds	on	our	decade-long	collaborations	with	data	practitioners	working	in	
top	research	programmes	around	the	world,	as	well	as	policy-makers	working	on	data	
governance	in	a	variety	of	national	and	international	contexts.	Through	this	work,	we	
realized	that	teaching	material	concerning	data	and	society	at	both	the	undergraduate	
and	postgraduate	level	was	sorely	missing.	While	the	academic	literature	in	so-called	
“data	studies”	was	blossoming,	there	was	no	obvious	textbook	available	to	introduce	
students	to	this	emerging	field,	and	thus	complement	the	technical	aspects	of	data	
science	teaching	with	an	introduction	to	its	social	components.		This	book	was	
conceived	to	fill	this	gap	and	support	teaching	and	learning	about	data	in	context.		
	

 
1 Note that the concepts of Global North and Global South are not meant to refer to strict 
geographical locations  but to the structural and historical inequities between countries and 
regions of the world in terms of the distribution of power, capital and infrastructure as well as 
the provision of social services. 
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Section	I	Data	in	Society	
	
Summary	
This	section	frames	the	critical	exploration	of	the	production	and	uses	of	data	in	society.	
It	introduces	the	notions	of	“datafication”,	“data	work”	and	“data	journeys”.	It	explains	
their	components	and	illustrates	where	they	arise	across	different	areas	of	social	life.	A	
number	of	prominent	myths	around	Big	Data	are	discussed	and	the	various	
characteristics	of	data	are	described.		We	introduce	the	cycle	of	knowledge	production	
and	show	how	this	cycle	helps	to	better	define	data	and	how	to	understand	its	roles.	The	
section	concludes	by	showing	how	data	work	involves	many	seemingly	small	decisions	
that	have	ethical	implications.		
	
Learning	Objectives	
	
This	section	will	help	you	to	
1.	Understand	datafication	processes	and	components		
2.	Analyse	how	knowledge,	data	and	technology	relate		
3.	Appreciate	that	different	kinds	of	knowledge	exist	across	time	and	spheres		
4.	Identify	how	and	where	knowledge	and	its	trustworthiness	arise	as	issues	in	
everyday	life	
5.	Understand	the	pervasive	role	of	ethics	in	data	journeys	
	
	
Chapter	1.	Data	in	Society	
	
Summary	
	
Most	contemporary	societies	privilege	ways	of	knowing	that	are	grounded	on	data.	Data	
have	not	always	been	so	important,	but	now	play	a	central	role	in	all	kinds	of	important	
expertise	and	decision-making	processes.	In	order	to	understand	and	use	data,	it	is	
useful	to	develop	an	awareness	of	what	data	are,	what	they	can	do	and	what	they	should	
do.	This	chapters	provides	a	number	of	starting	points	to	deepen	your	knowledge	about	
data	and	learn	to	better	evaluate	it.	It	introduces	the	concept	of	datafication	as	a	layered	
approach,	sets	out	the	current	context	in	which	data	has	come	to	matter	and	discusses	
the	importance	of	considering	aspects	beyond	technology	to	evaluate	data	and	its	role.	
The	prevalence	of	ethical	decisions	across	all	aspects	of	data	work	is	explained.	
	
		
1.1	Introduction:	Who	cares	about	data?		
	
A	key	development	in	recent	years	has	been	the	increasingly	prominent	role	of	data	in	
society.	Most	activities	and	interactions	that	any	one	individual	has	in	contemporary	
high-tech	society	produce	traces	and	generate	data;	whether	using	email,	shopping	
online	or	browsing	the	internet.	This	is	sometimes	called	the	“datafication”	of	society	–	
that	is,	the	process	through	which	human	activities	leave	a	digital	trace	that	is	then	
used.	Datafication	has	two	interrelated	components:	the	creation	of	a	trace	that	is	
recorded	and	circulated	in	the	form	of	data	beyond	that	particular	moment	and	place,	
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and	the	further	use	of	such	a	trace	as	a	meaningful	element	in	other	processes.	
Importantly,	datafication	is	not	always	evident	in	our	everyday	life,	and	many	of	our	
activities	are	datafied	whether	we	wish	it	or	not.	For	instance,	when	watching	a	movie	
on	a	streaming	service,	data	are	created	that	document	our	choice	of	movie,	the	time	of	
day	in	which	we	watched	it,	and	whether	or	not	we	watched	it	all	in	one	go.	These	data	
are	by-products	of	our	activity:	we	are	generally	not	watching	a	movie	in	order	to	
produce	the	data,	and	we	may	not	even	be	aware	of	that	happening.	Yet,	these	data	are	
generated	and	used	in	order	to	understand	and	predict	our	behaviour.	The	label	‘Big	
Data’	has	been	used	to	refer	to	the	assemblage	and	use	of	vast	amounts	of	data	created	
in	a	variety	of	different	ways,	but	this	covers	only	some	aspects	of	datafication,	as	we	
will	see	in	the	next	chapter.			

Whereas	data	was	long	considered	to	be	a	by-product	of	scientific	research,	it	has	now	
become	an	output	in	its	own	right,	in	research	and	in	many	other	spheres.	Data,	in	other	
words,	is	now	a	social	phenomenon.	This	is	an	important	reason	why	data	are	often	
referred	to	as	a	singular	entity	in	the	popular	press	and	in	everyday	usage	of	the	term.	
Data	has	acquired	a	reputation	as	an	uncountable,	a	collective	noun	for	an	undefined	
entity.	Everybody	recognizes	the	significance	of	data,	but	the	material	and	substantive	
features	of	data	are	hard	to	pin	down	and	understand.		When	we	talk	about	data	as	a	
singular	noun,	the	individual	data	point	no	longer	matters.		What	is	relevant	are	the	
emerging	practices	in	which	masses	of	information	underpin	decisions,	knowledge	
claims	and	social	perceptions.	In	this	sense,	‘data’	has	come	to	exist	as	a	fruitful	concept	
in	social,	political,	technological	and	corporate	settings.	This	is	the	sense	in	which	we	
talk	about	data	as	‘the	new	oil’,	or	the	‘data	deluge’,	or	living	in	the	‘age	of	data’.	This	is	
rather	different	from	the	understanding	of	data	a	set	of	observations	or	measurements	
to	be	used	as	evidence.	When	referring	to	data	as	a	phenomenon,	as	an	area	of	concern	
for	particular	social	debates,	or	as	an	object	of	study	for	specific	areas	of	scholarship,	we	
will	therefore	use	the	singular	in	this	book.	

This	is	not,	however,	the	only	way	to	understand	data.	A	major	reason	for	scientists	to	
think	of	data	as	plural	is	that	there	is	usually	little	value	in	an	isolated	data	point.	Data	
are	multiple,	collections	of	objects	that	are	assembled	and	–	crucially	–	disassembled	
and	re-organized	depending	on	how	one	wishes	to	use	them.	Think	of	the	data	that	
Google	holds	about	users	of	its	email,	searching	or	streaming	services:	while	there	may	
be	so	many	data	as	to	defy	human	comprehension,	each	and	every	one	of	those	data	
points	is	important.	All	these	data	refer	to	someone’s	address,	age,	and	music	
preference,	for	instance.	Each	data	point	might	matter	in	its	own	right	and	can	be	
combined	with	other	data	points	to	fuel	different	types	of	inferences	–	from	the	size	of	
clothes	one	may	be	shopping	for	online,	to	the	locations	of	events	that	may	be	of	
interest	to	a	Google	user.	When	we	think	of	data	as	a	plural	noun,	we	highlight	the	way	
in	which	data	are	constituted,	assembled	and	traded,	and	the	judgments	and	intentions	
underpinning	any	one	way	to	cluster	data	for	use.	Where	data	come	from,	how	they	are	
generated	and	valued,	who	works	with	which	data	and	why:	these	aspects	are	
indispensable	to	identify	and	critically	evaluate	the	multiple	roles	of	data	in	society.	For	
this	reason,	we	use	the	plural	when	we	want	to	stress	that	data	are	created	in	specific	
contexts,	and	that	they	have	a	provenance,	quality,	quantity	and	form,	and	that	they	are	
handled	and	connected	in	particular	ways.	In	sum,	‘data	is’	refers	to	data	as	a	
phenomenon,	‘data	are’	refers	to	a	collection	of	data	points.	
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Scientists,	journalists,	business	people,	politicians,	policy	makers,	and	governmental	
institutions	all	make	use	of	‘Big	Data’	and	‘data-driven	approaches’	to	understand	our	
society	and	to	shape	our	daily	lives.	These	data	come	from	somewhere,	and	the	means	
through	which	they	are	collected,	circulated	and	analysed	strongly	affect	how	data	are	
ultimately	interpreted,	and	for	which	ends.	The	first	aim	of	this	book	is	therefore	to	
unearth	the	conditions	under	which	data	come	to	have	social	value.	This	includes	all	the	
stages	of	data	handling:	from	the	generation	of	data	to	their	dissemination	through	
databases	and	infrastructures,	their	visualisation	through	models	and	interfaces,	their	
combination,	through	to	their	analysis	and	interpretation	across	multiple	settings.		

Data	also	go	somewhere,	and	in	fact	the	more	they	circulate	across	a	variety	of	settings,	
the	more	value	they	tend	to	acquire.	Data	that	get	stuck	within	the	walls	of	one	
laboratory,	one	company	or	one	government	agency	will	be	used	much	less,	and	
interpreted	in	a	narrower	way,	than	data	that	travel	beyond	those	walls	and	are	
scrutinized	by	more	and	more	diverse	people,	analysed	through	various	different	tools,	
and	integrated	with	data	coming	from	other	sources.	At	the	same	time,	the	role	of	data	
is	not	uniform	across	contexts.	There	are	significant	differences	in	how	data	come	to	
matter.	From	sports	to	healthcare,	from	business	to	biology,	from	social	media	to	
education	—	data	and	data	infrastructures	have	become	a	dominant	force	in	all	these	
spheres.	Yet,	what	proves	a	tremendous	opportunity	in	one	domain	may	well	raise	
significant	challenges	in	another.	Hence	the	second	aim	of	this	book	is	to	provide	tools	to	
track	the	diverse	journeys	of	data,	understand	these	differences	and	use	that	
understanding	to	guide	the	management	and	use	of	data.		

Who	cares	about	data,	their	provenance	and	their	journeys?	We	imagine	the	audience	
for	this	book	to	include	not	only	data	scientists	and	curators	(that	is	people	whose	main	
responsibilities	involve	the	analysis	and	stewardship	of	data),	but	also	anybody	who	
needs	to	manage	data	as	part	of	their	work,	be	this	in	industry,	policy,	social	services	or	
any	other	profession.	It	is	not	just	data	experts	who	need	to	care	about	data	and	their	
social	role.	Anyone	whose	job	includes	collecting,	managing,	and/or	interpreting	data	
needs	to	worry	about	the	implications	of	their	data	practices	for	their	business	and	
society	at	large,	and	to	acquire	skills	that	will	empower	them	to	make	sensible	decisions	
in	that	respect.	The	main	audience	for	this	book	is	what	we	will	call	“data	workers”	
(See	Figure	1.1).	Data	workers	are	individuals	who	may	or	may	not	have	technical	
abilities	and	be	directly	involved	in	the	development	of	data	analytics,	but	who	are	in	a	
position	to	take	decisions	concerning	what	data	should	be	gathered,	for	which	purposes,	
and	in	which	ways.	This	book	will	also	support	the	work	of	those	who	decide	who	owns	
the	data	and	whether	it	should	be	shared	(and	with	whom),	and	those	who	decide	on	
how	to	reuse	or	repurpose	data	and	on	whether	further	analysis	may	be	appropriate	
and	justified.		
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Figure	1.1	Engagement	with	data:	different	roles	of	data	workers	that	often	intersect.	

	
	
1.2	Datafication	and	its	components		
	
Many	Big	Data	advocates	have	discussed	the	datafication	of	society	as	centered	on	the	
acquisition	and	technical	handling	of	data	(e.g.,	Mayer-Schönberger	and	Cukier,	2013).	
These	data	have	several	features,	typically	including	the	increased	volume	of	data	at	
hand,	the	velocity	with	which	they	are	produced	and	analysed,	and	the	variety	of	data	
types	and	sources.	These	discussions	often	use	the	labels	of	the	3Vs	(volume,	velocity,	
variety),	or	modified	versions	that	add	further	Vs	(venue,	vocabulary,	vagueness,	
validity,	veracity,	etc).2	This	focus	on	data	and	its	features	misses	necessary	aspects	of	
datafication	as	a	process.	In	other	words,	it	is	not	just	about	the	data,	it	is	also	essential	
to	understand	how	data	comes	about,	what	is	done	with	it	and	why,	and	to	whom	this	
might	matter.	
	
Datafication	is	in	a	first	instance,	the	turning	of	objects	and	processes	into	data	(Mayer-
Schönberger	and	Cukier,	2013).	As	Van	Dijck	and	colleagues	(Dijck,	Poell,	and	Waal,	
2018)	show,	this	‘turning	into	data’	has	a	number	of	dimensions.	Think	of	how	
networked	platforms	render	into	data	many	aspects	of	the	world	(and	our	behaviour	in	
it)	that	had	not	been	formalized	in	this	way	before.	For	example,	social	networks	have	
become	formalized	on	social	media	platforms,	via	the	rendering	of	social	ties	as	digital	
traces.	Our	‘friends’	on	Facebook	or	the	accounts	we	follow	on	Twitter	are	recorded	as	
digital	data.	Datafication	is	also	the	process	of	rendering	activity	as	quantifiable	traces	
in	which	patterns	can	be	discovered.	For	example,	the	platform	LinkedIn	makes	it	
possible	to	create	an	individual	profile,	including	a	photo,	and	to	list	one’s	employment	
history.	LinkedIn	keeps	track	of	when	users	update	their	profiles	and	when	they	change	
their	employment	data.	The	company	has	identified	patterns	of	activity	on	users’	
profiles	(such	as	updating	your	profile	photo)	that	indicate	that	an	account	holder	is	
likely	looking	for	a	job	and	is	therefore	a	good	target	for	job	ads.	Datafication	is	also	the	
transformation	of	interactions	into	data	that	can	be	valued	and	used	for	predictive	
activities.	Examples	of	this	are	the	analysis	of	public	sentiment	from	tweets	and	the	
prediction	of	electoral	outcomes;	or	the	tracking	of	population	movements	via	

 
2 https://www.datasciencecentral.com/profiles/blogs/top-10-list-the-v-s-of-big-data 
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localisation	of	smartphones,	and	its	use	to	predict	and	prevent	the	spread	of	disease	as	
in	the	case	of	COVID-19.	Datafication	is	finally	also	the	extension	of	the	collection	of	
traces	for	every	interaction,	even	seemingly	trivial	ones	like	the	direction	and	speed	of	a	
cursor	moving	over	a	webpage	or	the	number	of	corrections	in	a	draft	message	before	it	
was	posted	or	published.	Some	examples	of	this	are	often	based	on	surprising	
correlations,	such	as	the	relation	between	a	user’s	clicking	speed	and	depression.	
	
What	makes	these	processes	possible?	The	extension	of	automation,	with	the	
proliferation	of	digital	technologies,	the	willing	production	of	massive	amounts	of	data,	
and	the	combination	and	mobilization	of	data	sets	are	all	important	(Rieder	and	Simon,	
2016;	Dijck,	Poell,	and	Waal,	2018).	But	technological	possibilities	are	not	sufficient	to	
explain	the	scope	of	datafication.		As	soon	as	we	consider	the	various	environments	and	
practices	involved	in	making	and	interpreting	data,	it	becomes	clear	that	datafication	is	
not	only	about	data	and	related	computational	techniques.	For	this	reason,	we	propose	
a	layered	model	that	put	neither	data	nor	technology	at	its	centre.	Datafication	is	a	
practice	that	links	at	least	four	necessary	elements:		
	
(1)	the	community	of	actors	(and	related	institutions)	who	engage	with	the	data,	for	
example	because	they	handle	the	data	on	an	everyday	basis.	Many	forms	of	engagement	
with	data	are	possible:	some	may	use	it,	innovate	with	it	or	even	oppose	it.	This	
community	could	be	constituted	by	one	or	many	social	groups	and	have	various	degrees	
of	cohesion	depending	on	whether	or	not	those	involved	know	each	other,	have	shared	
values,	backgrounds	and	goals,	and	work	in	similar	conditions.	For	instance,	a	research	
group	working	within	a	small	academic	field	may	be	highly	cohesive,	since	all	its	
members	are	likely	to	have	received	similar	training	by	the	same	mentors,	and	share	an	
interest	in	-	and	understanding	of	–	a	narrow	and	well-specified	range	of	topics.	By	
contrast,	users	of	a	fitness	app	may	vary	considerably	in	their	values,	interests,	skillset	
and	background.	Given	how	widely	some	data	tend	to	travel,	and	how	differently	they	
can	be	perceived	in	different	parts	of	society,	the	community	relevant	to	a	particular	
dataset	could	be	so	dispersed	and	unbounded	as	to	be	difficult	to	identify.	Without	
actors,	however,	datafication	will	not	be	a	dynamic	practice.	When	we	talk	of	solutions	
looking	for	problems,	it	often	the	case	that	there	is	a	lack	of	engagement	on	the	part	of	
actors.	
	
(2)	the	forms	of	care	to	which	data	are	subjected,	which	include	specific	ways	of	
attributing	meaning	to	data,	regulations	and	laws	aimed	at	preventing	data	abuse,	as	
well	as	incentives	to	value	data	in	particular	ways	(from	the	affective,	for	instance	if	the	
data	concern	a	loved	one	or	a	cherished	project,	to	the	financial,	if	data	are	the	result	of	
a	big	investment	and/or	promise	to	deliver	significant	profit).	This	also	includes	the	
care	work	needed	(maintenance,	repair,	back-ups,	etc).	
	
(3)	the	capacities	of	those	who	handle	data,	whether	they	are	humans	(in	which	case	it	
is	a	question	of	different	skills,	training	and	experiential	baggage)	or	machines	(in	
which	case,	we	are	looking	at	statistical	methods,	computational	tools	and	machine	
learning	algorithms,	as	well	as	hardware	such	as	storage	and	dissemination	systems,	
networks).	
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(4)	data	themselves	in	their	many	forms	(ranging	from	numbers	to	images,	text,	
symbols),	whose	significance	and	value	depend	both	on	their	physical	characteristics	
and	on	the	care	and	meaning	bestowed	upon	them	by	those	who	use	them.	

Figure	1.2		A	model	of	the	spheres	of	datafication,	adapted	from	the	ecosystem	of	Big	Data	
(Letouzé,	2015)	through	the	addition	of	the	care	sphere	and	explanation	of	the	meaning	of	
each	sphere.	
	
Datafication	links	community,	care	and	capacities	to	data.	This	link	highlights	how	data,	
big	or	small,	never	stand	on	their	own.	Data	only	matter	if	someone	cares	about	them	
and	takes	care	of	them.	Care	includes	all	the	ways	in	which	we	value,	regulate,	curate,	
and	give	meaning	to	data.		As	we	will	illustrate	in	Section	2,	without	users	who	are	
interested,	who	have	relevant	expertise	and	who	engage	meaningfully	and	creatively,	
there	can	be	no	data	in	the	first	place.	Because	care	is	so	complex,	it	requires	an	entire	
community	of	data	workers.	
	
To	illustrate	how	data	is	not	enough	and	how	datafication	requires	these	four	elements,	
think	of	recreational	running	and	how	that	sport	has	changed	in	the	past	decade.	Many	
runners	now	use	a	fitness	watch	that	measures	and	tracks	various	aspects	of	their	
performance	such	as	distance,	speed,	heart	rate,	and	geographical	path.	These	are	the	
data,	the	measurements	whose	value	relies	on	a	broader	landscape	of	capacities	–	such	
as	wifi	networks,	servers,	applications	for	displaying	the	data	to	the	runner,	digital	
platforms	where	the	data	is	shared.	In	turn,	these	capacities	require	care.	The	
manufacturers	of	the	watch	need	to	coordinate	their	efforts	with	platform	providers,	so	
that	their	services	are	smoothly	integrated.	The	runner	needs	to	charge	their	digital	
tools	appropriately,	maintain	their	accounts	on	the	platforms,	and	check	the	quality	and	
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reliability	of	data	against	their	own	experience.	They	may	also	increasingly	care	about	
what	the	data	can	and	cannot	say	about	their	running,	and	train	in	ways	that	
accommodate	the	parameters	used	by	the	fitness	watch	(for	instance,	by	training	
according	to	heart	rate	zones	rather	than	perceived	effort).	In	this,	they	may	be	assisted	
by	a	community,	made	up	of	a	coach	who	uses	the	data	to	evaluate	the	quality	of	their	
training,	engage	with	other	runners	who	socialize	on	the	platform	because	they	share	
data	via	the	same	app,	and	even	be	targeted	by	marketers	who	may	focus	on	particular	
types	of	runners	based	on	their	data	profiles.	
	
It	is	useful	to	think	about	how	these	components	of	datafication	intersect	in	the	case	of	
other	social	practices	and	experiences.	To	focus	only	on	data	and	their	features	is	to	
miss	a	huge	part	of	the	way	data	comes	to	matter.	Weight	loss,	child	rearing,	wayfinding,	
driving,	political	debate,	medical	treatment,	opinion	formation,	entertainment,	travel:	
all	have	been	reshaped	by	datafication.	The	stronger	the	ties	between	the	four	
components	of	datafication,	the	more	thorough	the	process	of	datafication.	
	
Datafication	shapes	everyday	lives	in	a	variety	of	ways.	It	shapes	self-presentation	to	
others,	as	evidenced	by	the	attention	paid	in	managing	our	social	media	profiles.		For	
example,	someone	might	post	information	in	particular	ways	that	are	likely	to	yield	the	
kind	of	profile	and	garner	the	kind	of	attention	she	or	he	considers	desirable.	To	do	this	
means	taking	into	account	what	we	know	about	how	algorithms	and	platforms	work	or	
how	other	users	react.	Datafication	and	the	increased	entwinement	of	various	digital	
settings	also	means	that	different	audiences		might	merge	(Beaulieu	and	Estalella,	2012;	
Pitcan,	Marwick,	and	Boyd,	2018),	and	the	extent	to	which	profiles	and	presentation	can	
be	managed	is	also	limited.	Datafication	can	also	create	new	vulnerabilities;	when	
undocumented	immigrants	become	more	visible	because	they	use	digital	platforms	to	
find	work,	they	may	be	more	easily	exposed	to	surveillance	and	detection	by	
immigration	authorities	(Ticona,	2016).	
	
Indeed,	it	is	important	to	keep	in	mind	that	not	all	practices	undergo	datafication	in	the	
same	way,	nor	to	the	same	extent.	As	the	examples	discussed	in	this	chapter	show,	
datafication	ranges	from	the	personal	(the	datafied	runner)	to	the	global	(IoT	
agriculture).	Datafication	becomes	well	established,	even	entrenched	to	specific	ways	of	
life,	only	when	it	is	strongly	established	across	data,	capacities,	care	and	communities.	
Later	on,	in	Chapter	3,	we	will	also	consider	how	the	qualities	associated	with	data	tend	
to	make	us	value	metrics	and	indicators	in	many	areas	of	knowledge	production	and	
policy-making.	
	
1.3	Data,	ethics	and	knowledge	production	
	
When	you	use	social	media,	you	trust	the	company	that	maintains	the	specific	app	you	
are	using	with	all	sorts	of	personal	information.	You	may	be	sharing	contact	details	of	
friends	and	family,	your	favourite	places	to	hang	out,	or	the	events	you	attend.	Is	it	ok	to	
use	those	data	to	inform	traffic	control,	so	that	you	can	more	easily	go	to	those	places?	
And	what	about	using	data	about	your	friends	to	devise	whether	you	are	an	outgoing	
person	or	not,	or	work	out	what	political	party	you	are	likely	to	vote	for?	Besides	this	
kind	of	data	that	we	explicitly	share,	much	more	data	is	gathered	about	us,	from	our	
patterns	of	logging	on	to	a	platform,	to	the	frequency	of	our	likes	or	the	length	of	our	
replies.	Using	your	data	to	acquire	insights	about	your	behaviour	and	preferences	can	
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lead	to	what	seem	to	be	unambiguously	good	social	outcomes	–	such	as	better	traffic	
flow,	easy	access	to	services	and	increased	safety.	And	yet,	even	in	that	case,	the	release	
of	location	data	from	smartphone	users	can	have	unpleasant,	unexpected	side	effects.	
For	instance,	it	can	highlight	places	and	times	in	which	vulnerable	people	find	
themselves	alone	and	isolated,	thus	facilitating	stalking	and	attacks.	Other	outcomes,	
such	as	more	accurate	polling	before	an	election,	are	more	ambiguous	in	their	social	
effects.	As	exemplified	by	the	scandal	surrounding	how	Cambridge	Analytica	used	
Facebook	data	to	launch	aggressive	political	advertising,	better	predictions	of	voting	
behaviour	can	help	politicians	to	tailor	their	policies.	It	can	also	interfere	with	public	
discourse	in	ways	that	may	be	perceived	as	dishonest	and	ill-intentioned.	These	are	
cases	of	concern	to	data	ethics,	which	informs	the	evaluation	of	what	constitutes	right	
and	wrong	actions	in	relation	to	data	handling.	Data	ethics	is	complex	and	ever-present.	
It	is	part	of	all	design	and	selection	decisions	and	practices	around	data,	and	it	typically	
involves	choosing	between	different	options	in	the	absence	of	obvious	solutions	or	even	
without	knowing	what	the	results	of	such	choices	will	be.	In	fact,	data	workers	have	to	
make	choices	even	in	situations	where	all	options	are	problematic,	and/or	there	is	no	
clarity	over	what	constitutes	the	“right”	choice.	Crucially,	data	ethics	is	not	just	a	
conversation	happening	on	the	sidelines	of	data	work,	but	rather	underpins	many	
actions	taken	in	the	course	of	such	work	(even	when	the	action	is	to	do	nothing)	–	a	
fundamental	characteristic	to	which	we	return	in	Chapter	9.			
	
A	key	concern	in	data	ethics	is	the	open-endedness	of	data	use.		It	is	not	always	possible	
to	say	ahead	of	time	exactly	how	data	will	be	used	and	with	what	effects.	Technologies	
for	the	production,	dissemination	and	analysis	of	data	keep	evolving	at	great	speed.	This	
is	partly	due	to	the	scale	of	investments	by	governments	and	corporations	and	to	the	
lack	of	regulation	of	these	activities.	These	technologies	are	often	used	in	unpredictable	
ways.	The	internet	of	things	is	increasingly	dominating	human	existence,	and	data-
driven	systems	are	entering	spheres	as	diverse	as	policing,	immigration,	healthcare	and	
energy	consumption.	It	is	ever	more	difficult	to	know	which	data	are	held,	by	whom	and	
where.	All	these	elements	add	to	the	difficulty	of	knowing	how	data	could	be	used	in	the	
future,	and	what	the	social,	economic	and	political	implications	could	be.	How	we	deal	
with	this	complexity	is	an	ethical	question.	While	it	is,	by	definition,	impossible	to	deal	
with	all	implications	of	data	present	and	future,	it	is	possible	to	reflect	on	the	best	ways	
to	address	dilemmas,	and	on	which	values	should	prevail	when	faced	with	these.	This	
book	aims	to	show	the	complexity	of	such	processes	and	to	help	deal	with	effects	in	
more	responsible	ways. 
 
For	example,	in	2008,	EU	policy	decreed	that	every	household	in	Europe	should	be	
equipped	with	a	smart	meter	that	can	transmit	data	about	energy	use	and	production.	
Armies	of	engineers	subsequently	installed	new	devices	in	millions	of	homes.	And	yet	
this	massive	change	was	not	accompanied	by	a	discussion	of	the	different	roles	that	
households	that	now	have	more	data	about	their	energy	use	could	play	in	new	energy	
regimes.	Nor	has	there	been	a	public	debate	over	the	trade-offs	between	the	related	loss	
of	privacy	due	to	the	smart	meter,	and	a	better	managed	power	transmission	grid.	
Fostering	such	debates	does	not	require	full	knowledge	of	the	possible	consequences	of	
datafication,	nor	does	it	involve	reaching	consensus	on	ways	forward.	What	it	does	
require	is	providing	a	space	to:	consider	possible	implications	from	a	variety	of	
viewpoints;	and	ensure	that	potential	concerns	are	explicitly	acknowledged	and	taken	
into	account	in	the	development	of	technology-focused	social	interventions.	 
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A	related	concern	is	the	opacity	of	the	technical	work	surrounding	data	processing,	
analysis	and	interpretation.	As	we	will	see	in	this	book,	many	decisions	with	significant	
ethical	implications	are	taken	in	the	course	of	developing	systems	for	data	analysis.	This	
can	be	through	simple	decisions,	such	as	whether	to	accept	a	given	data	format	or	
source,	or	how	to	label	particular	datasets.	The	extent	to	which	data	analysis	depends	
on	statistical,	mathematical	and	computational	expertise	make	such	work	daunting	for	
anybody	who	is	not	trained	in	these	fields.	In	turn,	this	creates	the	fear	that	technicians	
may	implement	ethically	dubious	decisions	without	any	oversight	or	consultation.	And	
yet,	the	idea	that	a	statistician	or	a	computer	scientist	would	be	able	to	fully	
comprehend	data	systems	is	also	misleading:	many	different	forms	of	specialised	work	
are	required	to	process	and	analyse	data.	This	means	that	even	very	technically	savvy	
data	workers	may	not	be	able	to	understand	the	data	system	as	a	whole,	and	much	less	
to	predict	its	implications.		
	
Does	this	mean	that	we	cannot	do	anything	about	ethical	issues?	We	think	that	being	
aware	of	this	complexity	actually	encourages	us	to	have	regular	and	wide-raging	
consultations	on	the	possible	implications	of	technical	changes	to	data	systems.	
Consider	for	instance	the	growing	tendency	to	encourage	users	to	make	use	of	a	
Facebook,	Twitter	or	Google	account	to	access	other	digital	platforms.	Think	of	using	a	
Facebook	account	to	sign	onto	a	library	account.	While	accepting	this	service	may	seem	
harmless	and	even	convenient,	it	has	big	implications	for	data	flows.	By	using	your	
Facebook	profile	to	log	onto	a	different	service,	you	are	linking	two	sets	of	data.	
Different	databases	operated	by	different	platforms	become	linked.	This	enhances	the	
value	of	data	held	by	the	corporate	owners	of	the	platforms	–	in	this	case,	social	
networks	and	book	and	media	use	can	be	correlated.	In	addition,	reusing	profiles	across	
different	platforms	makes	you	more	vulnerable	to	identity	theft	or	other	privacy	
breaches.	This	practice	of	using	profiles	to	log	onto	other	platforms	also	makes	it	more	
difficult	not	to	use	particular	platforms.	If	the	expectation	is	that	one	will	use	an	existing	
profile,	accessing	the	platform	in	an	alternative	way	increases	the	cost	(in	time,	in	
attention,	in	amount	of	work	required)	of	not	participating	in	a	given	platform.	
	
To	realise	how	these	seemingly	mundane	practices	have	an	ethical	dimension	is	not	
based	on	in-depth	technical	knowledge.	Seeing	the	ethical	dimension	requires	a	basic	
understanding	of	the	system,	coupled	with	the	opportunity	and	time	to	think	about	its	
implications.	In	a	world	where	technological	development	(or	innovation)	is	considered	
both	a	good	in	itself	and	a	competitive	advantage,	such	opportunities	and	time	are	
seldom	created.	This	increases	the	perception	of	technological	choices	as	impenetrable.	
So	how	can	we	ensure	that	there	is	attention	to	ethical	aspects	of	data?	The	field	of	data	
ethics	focuses	on	this	question.	The	most	important	goal	of	data	ethics	is	to	promote	
responsible	and	sustainable	data	work	in	ways	that	may	contribute	to	human	
flourishing	(Floridi,	2014;	Floridi	et	al.,	2018).	And	yet	in	the	context	of	datafication,	
where	intricate	flows	of	data	and	multiple	sets	of	algorithms	are	the	rule	rather	than	the	
exception,	it	can	be	very	difficult	to	establish	who	is	responsible	for	ensuring	that	data	
is	used	ethically.	This	can	mean	not	knowing	who	should	take	the	blame	when	things	go	
wrong,	or	who	should	be	responsible	for	fixing	errors	or	solving	problems	when	they	
arise.	Incorrect	data	can	be	difficult	to	remove	or	correct	once	it	has	moved	beyond	the	
context	where	it	originated.	Imagine	an	error	in	a	school	record,	that	is	shared	with	an	
employer,	and	then	travels	to	a	person’s	file	at	an	insurance	company.	It	can	be	very	
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difficult	to	trace	where	the	error	occurred	and	nearly	impossible	to	find	out	where	the	
incorrect	data	ended	up.	This	is	one	of	the	reasons	why	governments	are	currently	
working	very	hard	to	articulate	new	laws	that	clarify	responsibilities	in	relation	to	data.	
In	this	example,	personal	data	is	at	the	forefront,	but	as	we	will	see	in	Chapter	10,	
attributing	responsibility	is	even	more	difficult	in	cases	where	data	about	groups	get	
built	into	data	infrastructures	or	where	machine	learning	tools	are	trained	on	historical	
data	sets.	
	
In	nearly	every	aspect	of	data	work,	ethical	decisions	will	be	required,	and	there	will	be	
no	ready-made	answer	as	to	which	course	of	action	is	the	best.	This	book	will	treat	data	
ethics	as	an	integral	part	of	data	management,	and	point	you	towards	tools,	principles	
and	guidelines	that	can	help	to	identify,	address	and	resolve	ethical	concerns	as	they	
arise	in	data	handling	and	use.	This	will	be	the	main	focus	of	Section	III.	Furthermore,	
across	the	chapters	in	this	book,	we	create	opportunities	to	stop	and	think	about	the	
small	moments	of	design	and	decision	and	about	the	effects	of	large-scale	
implementation.	By	discussing	ethical	consideration	across	many	different	situations	in	
relation	to	data,	we	hope	to	enhance	awareness	that	ethics	is	not	a	one-off	or	separate	
kind	of	concern.	Data	ethics	contributes	substantively	to	the	effectiveness	and	positive	
impact	of	data	solutions.		
	
1.4	Conclusion:	The	Impact	of	Datafication	
	
What	is	happening	to	knowledge	in	contemporary	society	is	not	simply	that	we	have	
more	or	‘bigger’	data:	the	whole	system	of	knowledge	production	is	changing.	
Datafication	involves	not	only	data,	but	also	community,	care	and	capacities	–	all	of	
which	relies	on	material	conditions,	values,	preferences	and	norms	for	acceptable	
behaviour.	When	knowledge	practices	integrate	data,	they	also	align	across	all	
components.	For	data	to	matter	and	become	evidence	for	a	specific	claim	or	course	of	
action,	all	four	have	to	be	in	place.		

Data-intensive	practices	connect	to	contemporary	ideas	about	what	is	good	knowledge.	
Put	more	concretely,	we	are	living	in	a	world	where	data	is	part	of	what	we	feel	we	need	
to	know	in	order	to	parent,	police,	govern,	be	healthy	or	put	together	a	good	soccer	
team.	These	changes	in	knowledge	are	related	to	issues	of	trust	in	knowledge	and	truth.	
As	data	becomes	more	central	to	how	we	produce	knowledge,	data	also	become	more	
central	to	how	we	evaluate	knowledge.	This	holds	for	everyday	knowledge	queries	(we	
google	to	find	out),	for	researching	life-changing	decisions	about	health	or	real	estate	
(we	look	for	data	to	inform	our	decisions;	we	compare	our	data	to	
averages/profiles/percentiles),	and	for	participation	in	public	life	(we	discriminate	
between	real	and	fake	news).	In	all	these	activities,	we	use	our	data	skills	and	insights	–	
what	we	know	about	how	data	is	generated,	what	is	good	data,	how	to	analyse	data	
responsibly,	and	how	data	might	be	tampered	with.	All	these	ways	of	evaluating	data	
are	far	from	self-evident,	if	you	look	back	in	time	just	a	couple	of	decades.	In	the	
chapters	that	follow,	we	will	explore	different	aspects	of	data	work	and	provide	a	set	of	
concepts	and	tools	to	further	think	about,	analyse	and	evaluate	data.	
	
	
Additional	Reading	
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Section	2:	Data	Creation	
	
Summary	
This	section	focuses	on	the	creation	of	data.	It	discusses	our	expectations	of	what	data	is	
and	what	data	can	do.	We	start	by	discussing	the	promises	of	big	data	and	the	historical	
development	of	data	in	Chapter	2.	Chapter	3	reviews	the	characteristics	of	data,	the	
importance	of	context	of	creation	and	of	data	journeys	in	shaping	the	meaning	and	
characteristics	of	data.	By	discussing	concrete	examples	of	data	creation	and	data	
journeys,	we	show	how	taking	these	elements	into	account	puts	us	in	a	better	position	
to	evaluate	the	suitability	and	reliability	of	data.	In	Chapter	4,	we	turn	to	different	ways	
of	conceptualizing	data,	and	contrast	the	representational	and	relational	view	of	data.	A	
fixed,	representational	view	of	data	positions	data	as	a	foundation	on	which	to	build	
knowledge	and	emphasizes	the	need	to	remove	bias	and	noise	as	the	most	important	
data	work.	A	relational	view	positions	data	as	changeable	and	contextual,	and	
emphasizes	that	many	kinds	of	data	work	are	needed	across	all	steps	of	knowledge	
production.	Finally,	we	consider	the	changing	role	of	data,	as	it	becomes	more	central	to	
how	we	evaluate	knowledge	and	to	the	broader	knowledge	production	cycle.		

	
This	section	will	help	you	to	
	
1.	understand	the	historical	roots	of	data	science	and	big	data		
2.	understand	what	data	are	and	how	they	relate	to	knowledge	production	
3.	critically	evaluate	hyperbolic	claims	on	the	power	of	Big	Data		
4.	identify	the	various	technical,	epistemological,	social,	legal,	institutional	and	
economic	dimensions	of	data	journeys	and	of	how	they	are	entwined	
5.	evaluate	data	according	to	their	provenance,	their	merits	and	disadvantages,	and	
critically	assess	their	quality	and	limitations	
	
	
Data	Story	1:	Big	Data	on	Consumer	Habits	
	
The	introduction	of	credit	card	payments	and	loyalty	cards	for	customers	of	
supermarkets	has	created	a	vast	amount	of	digital	information	on	customers’	
preferences	and	spending	habits.	These	technologies	are	typically	advertised	as	means	
to	facilitate	payments	and	obtain	discounts,	so	customers	do	not	necessarily	think	of	
these	technologies	as	tools	to	produce	data.	Indeed,	the	primary	function	of	credit	cards	
has	long	been	to	facilitate	payments;	and	the	function	of	loyalty	cards	is,	at	least	on	the	
surface	and	as	their	name	suggest,	to	ensure	loyalty	of	costumers	to	a	store	or	brand,	
usually	by	providing	special	offers.	At	the	same	time,	such	technologies	have	created	
vast	amounts	of	data	about	customers,	which	provide	a	wealth	of	insights	to	
supermarket	owners	and	retail	companies.	The	data	can	be	used	to	identify	purchasing	
patterns	that	can	indicate	which	products	are	most	popular,	at	what	time	of	the	day	or	
season,	and	among	which	types	of	customers.	These	analyses	can	support	marketing	
strategies	as	well	as	helping	to	manage	the	supply,	distribution	and	shelving	of	items.		
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• What	kind	of	data	are	these?	What	makes	the	digital	traces	left	by	
supermarket	transactions	into	“data”?	What	characteristics	do	such	data	have?	
What	are	these	data	about?		
	
• Can	you	think	of	any	disadvantages	of	using	these	data	to	inform	
product	supply?	Is	the	use	of	these	data	always	beneficial?	Who	benefits?	
	
• Does	the	scale	of	data	collection	make	a	difference,	and	how?	For	
instance,	does	it	matter	whether	we	are	considering	data	collected	by	a	large	
supermarket	chain	with	hundreds	of	sites	around	several	countries,	or	whether	we	
are	considering	data	from	three	local	shops	whose	customers	may	know	each	
other?		

	
The	combination	of	data	from	supermarket	transactions	with	other	types	of	data	can	
provide	even	better	insights.	Such	combinations	become	possible	when	customers	sign	
up	to	a	given	loyalty	scheme,	and	typically	provide	their	address,	date	of	birth,	and	
telephone	number.	Further	combination	may	be	the	result	of	doing	searches	of	
customers’	names	and	finding	out	their	medical	history,	personal	preferences	and	
lifestyle	habits	from	social	media.	The	combination	of	these	data	sources	gives	rise	to	an	
enormous	data	pool,	often	called	‘Big	Data’.	From	such	a	data	pool,	data	analysts	can	
extract	predictions	about	what	a	customer	is	likely	to	buy	in	the	future,	how	their	social	
lives	will	evolve,	or	where	they	are	likely	to	go	on	holiday.		
	

• How	do	Big	customer	Data	work?	When	does	a	given	dataset	deserve	to	
be	called	“Big	Data”?	Why	are	these	data	valuable,	in	which	ways	and	for	whom?	
When	different	types	of	data	are	combined,	do	they	increase	the	accuracy	and	
reliability	of	the	knowledge	being	produced?			

	
An	improved	understanding	of	the	customer	base	enables	many	companies	to	tailor	
their	services	closely	to	the	desires	and	needs	of	their	clients.	It	also	increases	the	
opportunities	to	manipulate	customers’	behaviours	via	targeted	advertising	or	special	
offers	geared	to	facilitate	addictions	to	specific	types	of	products.		
	

• Does	it	matter	whether	customers	are	aware	of	who	is	using	their	
data,	and	how?	Why?	Are	data	derived	from	consumer	services	or	social	media	
always	reliable?	Can	you	imagine	cases	where	the	knowledge	extracted	from	such	
data	is	not	trustworthy?		To	what	extent	can	repeated	suggestions	and	nudges	from	
companies	shape	our	behaviour?	Is	it	possible	to	ignore	this	targeting,	and	if	so,	to	
what	extent?	

	
	
Data	Story	2:	Remote	Sensing	for	Conservation	Research	
	
Remote	sensing	technologies	such	as	drones	are	widely	viewed	as	the	new	frontier	of	
data	collection,	especially	when	it	comes	to	environmental	and	biological	research	and	
monitoring.	Among	many	other	things,	they	help	to	map	the	spread	of	crop	diseases	
around	the	world,	the	extent	of	deforestation	in	the	Amazon	and	the	degree	of	damage	
to	coral	reefs.	In	this	second	data	story,	we	look	at	the	use	of	UAV	(unmanned	aerial	
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vehicles)	in	conservation	projects	to	detect	wildlife	and	monitor	the	behaviours	of	
protected	species.	In	particular,	we	consider	how	UAVs	have	been	used	to	produce	data	
documenting	the	location	of	chimpanzee	nests	in	Tanzania.	
	
As	with	other	species	of	great	apes,	chimpanzees’	survival	is	heavily	threatened	by	
environmental	changes,	deforestation,	disease	and	poaching.	To	help	protect	this	
species,	conservationists	agree	on	the	need	for	accurate	data	on	their	distribution	and	
density,	which	need	to	be	gathered	at	regular	intervals.	These	data	can	help	to	identify	
areas	where	habitat	encroachment,	poaching	or	disease	are	leading	to	population	loss,	
thus	paving	the	way	for	targeted	interventions.	Given	the	sheer	scale	of	chimpanzee	
distribution	across	western	Tanzania	(over	20,000	km2),	there	is	urgent	need	for	cost-
effective	methods	of	data	collection	and	analysis	that	can	reliably	and	frequently	track	
chimpanzee	numbers	and	movements	across	broad	spatial	scales.	

Recently,	drones	have	been	used	to	identify	nests	from	the	air.	Drones	fitted	with	
cameras	gather	images	by	flying	over	large	areas.	To	identify	nests,	the	photographs	
and	videos	gathered	by	the	cameras	can	be	analysed	automatically	using	machine	
learning.	This	is	more	effective	than	using	aircraft	or	satellite	data,	since	those	tools	do	
not	have	enough	resolution	to	be	able	to	detect	smaller	animals	and	their	traces.	Using	
drones	seems	to	require	much	less	effort	and	resources	than	surveys	conducted	by	
technicians	on	the	ground.		

A	key	complication	is	that	it	is	actually	difficult	to	observe	chimpanzees	themselves	
through	these	data.	Indirect	evidence	of	their	presence	(for	example,	dung,	calls,	or	
nests)	is	typically	the	main	parameter	used	to	estimate	population	size.	Much	indirect	
evidence	is	gathered	on	the	ground	by	specialised	technicians,	often	using	ground	
surveys.	For	instance,	a	“line	transect	survey”	is	done	by	counting	all	individuals	in	one	
specific	strip	of	territory	and	using	that	sample	to	estimate	population	size	over	the	
whole	area.	This	way	of	acquiring	evidence	is	arguably	much	more	labour	-	and	time	-
intensive	than	the	use	of	drones.	

• What	kind	of	data	are	acquired	via	observational	techniques	like	
ground	surveys?	Objects	used	as	evidence	are	not	always	numbers	resulting	from	
measurements:	they	may	include	pictures	of	footprints,	samples	of	droppings,	and	
handwritten	notes	about	sounds	heard	in	the	forest.	Are	these	the	same	kind	of	
data	as	the	images	produced	by	drones?	Are	the	data	obtained	from	drones	
comparable	to	data	acquired	manually	through	observations	from	the	ground,	and	
how?		

• How	can	we	evaluate	the	quality	and	reliability	of	data	in	this	case?	Is	
quality	evaluation	possible	in	the	absence	of	multiple	sources	of	data?	For	example,	
would	we	be	able	to	evaluate	the	quality	and	reliability	of	drone	image	detection	
without	triangulating	with	data	acquired	on	the	ground?	Are	drone	data	“good	
enough”	to	warrant	stopping	ground	surveys	altogether,	thus	generating	enormous	
savings	for	conservation	efforts?	Or	should	the	drone	census	be	combined	with	a	
survey	on	the	ground	to	confirm	the	results	(which	may	increase	the	accuracy	and	
reliability	of	results,	but	will	also	increase	the	costs)?	How	could	this	data	be	
complemented	by	tracker	data,	to	understand	habitat	use	and	range?	
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Let	us	now	consider	whether	the	use	of	drones	actually	does	cost	less	effort	and	
resources	than	the	use	of	ground	surveys.	Drones	can	be	operated	by	a	small	team	that	
needs	to	travel	to	the	various	national	parks	being	investigated.	To	use	the	drones,	at	
least	one	member	of	the	team	must	hold	a	drone	pilot	license	(which	is	expensive	to	
obtain)	and	be	knowledgeable	about	demarcated	flying	areas,	flight	height,	and	privacy	
laws.		Within	each	location,	the	team	members	need	to	adjust	and	calibrate	the	cameras,	
set	them	up	on	the	drones,	and	wait	for	the	right	weather	conditions	to	fly	the	drones	
according	to	a	pre-determined	grid	pattern.	Depending	on	weather	changes	and	
visibility	conditions	on	the	day,	the	data	may	be	more	or	less	consistent,	and	the	
instruments	will	need	to	be	regularly	recalibrated	and	cleaned	up	by	the	data	scientists	
who	are	in	charge	of	integrating	results	collected	across	different	sites.	Different	teams	
may	also	use	different	parameters	to	calibrate	the	cameras	or	set	up	camp,	which	again	
will	determine	some	differences	across	datasets	that	will	need	to	be	evaluated	
manually.		

• Which	data	are	most	expensive	to	produce	and	analyze?	When	taking	
the	data	work	required	to	make	sense	of	drone	data	into	consideration,	does	it	still	
make	sense	to	view	them	as	less	resource-intensive	than	survey	data?	In	which	
ways	do	these	differences	matter	to	the	broader	effort	of	designing,	implementing	
and	financing	a	study?		

Now,	consider	that	when	conservation	officers	do	a	ground	survey,	they	walk	through	
areas	that	they	very	familiar	with.	They	know	where	to	look	and	detect	all	sorts	of	
signals	from	the	environment,	some	of	which	may	come	to	acquire	significance	later	--	
for	example,	in	case	photographs	of	local	trees	reveal	symptoms	of	a	newly	emerging	
plant	disease.	They	also	talk	to	visitors	and	inhabitants	of	the	park.	Conservation	
officers	can	thus	pick	up	signs	of	poaching	and	raise	alerts,	spot	new	species	moving	
into	the	area,	or	identify	changes	in	behaviours	of	local	animals.	By	contrast,	the	drone	
team,	while	technically	savvy,	may	not	have	the	same	degree	of	familiarity	with	the	area	
since	they	are	only	occasionally	present	and	tend	to	cover	much	broader	territory	in	
much	less	time.	The	imaging	data	that	they	collect	can	reveal	all	sorts	of	unexpected	
things,	but	it	comes	in	a	highly	standardised	format	and	there	is	little	chance	to	deepen	
observations	or	investigate	unexpected	findings	on	the	spot.	At	the	same	time,	the	use	of	
drones	makes	data	more	spatially	explicit	and	has	a	higher	spatial	resolution	(geo-
location	of	less	than	1	m)	than	human	observations	(about	15	m	accuracy).	Aerial	
surveys	can	also	be	done	more	often,	since	line	transect	surveys	on	the	ground	are	very	
time	consuming.	

• How	do	choices	about	data	acquisition	affect	the	type	of	research	–	
and	knowledge	-	subsequently	produced?	Given	these	different	ways	of	working,	
how	do	you	expect	the	resulting	insights	about	chimpanzee	populations	to	differ?	
Are	these	differences	a	problem?	How	might	the	results	of	the	two	teams	be	
evaluated	by	other	conservationists,	researchers	or	policy-makers?	How	much	does	
precision	matter?	What	are	the	advantages	of	a	cheaper	and	faster	identification	of	
nests?	
	
• How	do	choices	about	data	acquisition	affect	what	is	valued	as	
relevant	expertise	in	a	project?	Does	reliance	on	drone	data	favour	the	
deployment	of	technical	personnel	(no	matter	where	they	came	from)	over	people	
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with	local	knowledge	and	familiarity	with	the	areas	in	question?	Who	is	best	
qualified	to	be	doing	the	identification	of	animals	and	estimation	of	population	size	
and	state?	Does	it	matter	if	knowledge	is	not	produced	by	people	who	have	ties	to	
the	areas,	and	how?	

The	image	detection	system	can	identify	nests,	though	researchers	feel	that	this	could	
be	improved	even	more,	with	better	image	resolution.		When	nests	are	in	the	middle	of	
the	tree	crowns,	they	are	more	difficult	to	identify	using	drones	and	many	nests	are	
missed.		To	increase	detection,	researchers	want	to	improve	image	resolution	by	using	
lower	altitude	drones	with	more	sophisticated	multispectral	cameras.	This	use	of	the	
drones	is	likely	to	have	a	higher	environmental	impact,	as	drones	would	be	visible	to	
animals	and	their	passage	may	affect	the	local	ecosystem.	Also,	were	these	cameras	to	
be	flown	over	inhabited	areas,	they	would	capture	minute	details	of	the	everyday	life	of	
humans	living	there.			

• What	are	the	broader	implications	of	choices	made	when	creating	
data?	What	could	be	the	effects	of	improving	detection	in	this	way?	What	could	be	
the	effect	on	the	data	gathered?	What	could	be	the	effect	on	the	chimpanzees?		Who	
should	decide	whether	the	increased	resolution	and	nest	detection	are	worth	
possible	negative	effects?	Could	this	be	taken	into	account	in	the	design	of	the	tools?	

	

Data	Story	based	on	Bonnin, Noémie, Alexander C. Van Andel, Jeffrey T. Kerby, Alex K. Piel, Lilian Pintea, 
and Serge A. Wich. 2018. ‘Assessment of Chimpanzee Nest Detectability in Drone-Acquired Images’. 
Drones 2 (2): 17. https://doi.org/10.3390/drones2020017.	
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Chapter	2	Big	Data	in	context		
	
Summary	
In	this	chapter,	we	focus	on	how	and	why	Big	Data	has	become	so	prominent.	We	review	
the	high	expectations	associated	with	Big	Data	and	examine	‘Big	Data	mythology’,	the	
often	overly	optimistic	views	of	what	data	can	and	will	be	able	to	do.	We	show	how	Big	
Data	is	part	of	a	longer	history,	in	spite	of	being	hailed	as	a	radical	innovation	and	we	
highlight	the	limitations	of	Big	Data.	The	long	history	of	data	across	different	social	
circumstances	and	periods	makes	clear	that	what	we	think	of	as	data,	and	what	we	think	
it	is	good	for,	has	changed	radically	over	time.	
	
2.1	Introduction:	The	rise	of	Big	Data	
	
The	datafication	of	society	is	characterised	by	three	main	features.	First,	we	see	that	the	
creation	of	data	is	becoming	important	and	increasingly	valued.	Second,	by	using,	
combining	and	visualising	data	in	everyday	life,	data	become	even	more	central.	And	
third,	we	take	more	and	more	decisions	about	current	and	future	actions	based	on	data.	
If	we	formulate	these	three	features	more	conceptually,	we	can	say	that	(1)	data	are	
viewed	as	valuable	commodities	that	have	the	power	to	transform	society,	and	they	are	
no	longer	viewed	as	by-products	of	administrative	and	research	processes;	(2)	efforts	to	
mobilise,	integrate	and	visualise	data	are	viewed	as	central	contributions	to	social	life,	
since	the	more	data	are	pooled	together,	the	higher	the	chance	that	they	will	acquire	
new	significance	and	meaning;	and	(3)	the	consultation	of	data	resources,	typically	
mediated	by	complex	infrastructures	and	databases,	is	regarded	as	the	first	step	in	any	
process	of	inquiry	and	plays	a	key	heuristic	role	in	determining	future	directions	for	
social	action.		
	
Together,	these	features	show	how	the	role	of	data	can	become	increasingly	important.	
The	emphasis	on	the	key	role	of	data	as	starting	point	for	inquiry	is	rooted	on	the	wish	
to	capitalize	on	the	“data	deluge”	generated	by	new	technologies	through	the	
datafication	of	human	activities.	The	resulting	“Big	Data”	are	a	resource	for	research,	
with	ever	more	sophisticated	computational	tools	being	developed	to	extract	knowledge	
from	such	data.	The	data	story	at	the	beginning	of	Section	II	discussed	the	case	of	
consumer	data	garnered	from	credit	card	payments	and	loyalty	schemes.	Such	data	can	
improve	current	understandings	of	the	nutritional	status	and	needs	of	a	particular	
population,	particularly	when	combined	with	data	coming	from	public	health	and	social	
services,	such	as	blood	test	results	and	hospital	intakes	linked	to	obesity.	Other	
examples	are	the	use	of	various	different	types	of	data	acquired	from	cancer	patients,	
including	genomic	sequences,	physiological	measurements	and	individual	responses	to	
treatment,	to	improve	diagnosis	and	treatment.	Or	think	of	the	integration	of	data	on	
traffic	flow,	environmental	and	geographical	conditions,	and	human	behaviour	to	
produce	safety	measures	for	driverless	vehicles.	By	integrating	this	data,	better	
approaches	can	be	developed	that	make	it	possible	to	promptly	analyse	a	situation	and	
generate	an	appropriate	response	–	a	child	suddenly	darting	into	the	street	on	a	very	
cold	day	and	the	driverless	car	swerving	enough	to	avoid	the	child	while	also	
minimizing	the	risk	of	skidding	on	ice	and	damaging	other	vehicles.	In	each	of	these	
cases,	the	availability	of	diverse	data	and	related	analytic	tools	is	creating	novel	
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opportunities	for	research	and	for	the	development	of	new	forms	of	inquiry,	which	are	
widely	perceived	as	having	a	transformative	effect	on	society	as	a	whole.		In	this	chapter	
we	will	present	some	of	the	key	characteristics	attributed	to	Big	Data,	and	then	we	will	
critique	some	of	those	ideas	by	pointing	to	the	practical	obstacles,	conceptual	problems	
and	social	implications	involved	in	the	dissemination,	aggregation	and	use	of	large	
datasets.	
	
There	are	multiple	ways	to	define	Big	Data	(Kitchin	and	McArdle,	2016).	Perhaps	the	
most	straightforward	characterisation	is	as	large	datasets	that	are	produced	in	a	digital	
form	and	can	be	analysed	through	computational	tools.	The	two	features	most	
commonly	associated	with	Big	Data	are	volume	and	velocity.	Volume	refers	to	the	size	of	
the	files	used	to	archive	and	spread	data.	Velocity	refers	to	the	pressing	speed	with	
which	data	is	generated	and	processed.	As	an	increasing	amount	of	data	is	produced	and	
processed,	it	seems	that	we	need	automated	analysis.		
	
Precisely	those	two	features,	volume	and	velocity,	are	however	also	the	most	disputed	
features	of	big	data.	What	may	be	perceived	as	“large	volume”	or	“high	velocity”	
depends	on	the	context.	What	a	large	data	set	is	in	some	fields	is	perfectly	normal	in	
others.		Furthermore,	technologies	used	to	generate,	store,	disseminate	and	visualize	the	
data	change	rapidly.	This	is	exemplified	by	the	high-throughput	production,	storage	and	
dissemination	of	genomic	sequencing	and	gene	expression	data,	where	both	data	
volume	and	velocity	have	dramatically	increased	within	the	last	two	decades.	Similarly,	
current	understandings	of	big	data	as	“anything	that	cannot	be	easily	captured	in	an	
Excel	spreadsheet”	are	bound	to	shift	rapidly	as	new	analytic	software	becomes	
established,	and	the	very	idea	of	using	spreadsheets	to	handle	data	becomes	a	thing	of	
the	past.	Moreover,	there	are	many	other	ways	to	qualify	data.	A	focus	on	data	size	and	
speed	do	not	take	account	of	the	diversity	of	data	types	used.	This	may	include	data	that	
are	not	generated	in	digital	formats	or	whose	format	is	not	computationally	tractable.	
This	shows	the	importance	of	data	provenance,	that	is,	the	conditions	under	which	
data	were	generated	and	disseminated.	By	emphasising	velocity	and	volume,	we	risk	
ignoring	other	important	elements	that	shape	the	interpretation	of	data,	such	as	the	
circumstances	of	data	use,	including	specific	queries,	values,	skills	and	research	
situations.		
	
An	alternative	is	to	define	Big	Data	not	by	reference	to	their	physical	attributes,	but	
rather	by	virtue	of	what	can	and	cannot	be	done	with	them.	In	this	view,	Big	Data	is	a	
heterogeneous	ensemble	of	data	collected	from	a	variety	of	different	sources,	typically	
(but	not	always)	in	digital	formats	suitable	for	algorithmic	processing,	in	order	to	
generate	new	knowledge.	For	example	(Boyd	and	Crawford,	2012)	identify	Big	Data	
with	“the	capacity	to	search,	aggregate	and	cross-reference	large	datasets”,	while	
(O’Malley	and	Soyer,	2012)	focus	on	the	ability	to	interrogate	and	interrelate	diverse	
types	of	data,	with	the	aim	to	be	able	to	consult	them	as	a	single	body	of	evidence.	The	
examples	of	transformative	“Big	Data	research”	given	above	are	all	easily	fitted	into	this	
view:	it	is	not	the	mere	fact	that	lots	of	data	are	available	that	makes	a	different	in	those	
cases,	but	rather	the	fact	that	lots	of	data	can	be	mobilised	from	a	wide	variety	of	
sources	(social	media,	environmental	surveys,	weather	measurements,	consumer	
behaviour).		
	



 
 

27 

This	account	makes	sense	of	other	characteristic	“v-words”	that	have	been	associated	
with	Big	Data.	These	other	aspects	emphasise	functional	rather	than	physical	
characteristics,	and	include:		

• Variety	in	the	formats	and	purposes	of	data.	Data	include	objects	as	different	as	
samples	of	animal	tissue,	free-text	observations,	humidity	measurements,	GPS	
coordinates,	and	the	results	of	blood	tests;		
• Veracity,	understood	as	the	extent	to	which	the	quality	and	reliability	of	big	data	
can	be	guaranteed.	Data	with	high	volume,	velocity	and	variety	are	at	significant	risk	
of	containing	inaccuracies,	errors	and	unaccounted-for	bias.	In	the	absence	of	
appropriate	validation	and	quality	checks,	this	could	result	in	a	misleading	or	
outright	incorrect	evidence	base	for	knowledge	claims	(Floridi	and	Illari,	2014;	Cai	
and	Zhu,	2015;	Leonelli,	2017);	
• Validity,	which	indicates	the	selection	of	appropriate	data	with	respect	to	the	
intended	use.	The	choice	of	a	specific	dataset	as	evidence	base	requires	adequate	
and	explicit	justification,	including	recourse	to	relevant	background	knowledge	to	
ground	the	identification	of	what	counts	as	data	in	that	context	(Bogen,	2010;	
Mayernik,	2019);			
• Volatility	refers	to	the	extent	to	which	data	remains	available,	accessible	and	re-
interpretable	despite	changes	in	archival	technologies.	This	is	significant	given	the	
tendency	of	formats	and	tools	used	to	generate	and	analyze	data	to	become	obsolete,	
and	the	efforts	required	to	update	data	infrastructures	to	guarantee	data	access	in	
the	long	term	(Sterner	and	Franz,	2017;	Edwards,	2010;	Lagoze,	2014;	Borgman,	
2015);			
• Value	points	to	how	–	and	to	which	extent	-	data	come	to	matter	to	different	
sections	of	society.	This	is	not	just	in	a	financial	or	economic	sense.	Rather,	the	
attribution	of	“value”	to	data	encompasses	any	way	in	which	data	could	be	perceived	
as	significant,	whether	this	is	scientific,	financial,	ethical,	reputational	or	even	
affective	forms	of	value	(Leonelli,	2016a;	D’Ignazio	and	Klein,	2020).	Value	depend	
as	much	on	the	intended	use	of	the	data	as	on	historical,	social	and	geographical	
circumstances.	It	is	important	to	note	that	it	is	not	only	individuals	or	groups	who	
attribute	value	to	data.	Institutions,	such	as	the	companies	and	research	
organisations	involved	in	governing	and	funding	data-intensive	science,	also	have	
ways	of	valuing	data,	which	may	not	always	overlap	with	the	priorities	of	data	
workers	(Tempini,	2017).		

	
This	list	of	features,	though	not	exhaustive,	highlights	how	Big	Data	is	not	simply	‘a	lot	
of	data’.	The	epistemic	power	of	Big	Data	lies	in	their	capacity	to	bridge	between	
different	research	communities,	methodological	approaches	and	theoretical	
frameworks	that	are	difficult	to	link	due	to	conceptual	fragmentation,	social	barriers	
and	technical	difficulties	(Leonelli,	2019).	And	indeed,	appeals	to	Big	Data	often	emerge	
from	situations	of	inquiry	that	are	at	once	technically,	conceptually	and	socially	
challenging,	and	where	existing	methods	and	resources	have	proved	insufficient	or	
inadequate.	Examples	range	from	the	attempt	to	understand	biodiversity	via	integration	
of	highly	heterogeneous	observations	from	remote	location	around	the	globe	(Sterner	
and	Franz,	2017)	to	the	mass	aggregation	of	social	data	to	track	consumer	demand	for	
specific	products	or	to	produce	national	measures	of	economic	growth.		
	
2.2	The	Big	Data	mythology:	Data	transform	society	
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The	emergence	of	Big	Data	affects	many	sectors	of	society,	including	scientific	research.	
Promises	to	enable	new	and	more	efficient	ways	to	plan,	conduct,	institutionalise,	
disseminate	and	assess	research	form	a	set	of	expectations	that	have	been	embraced	by	
many	government	agencies,	companies	and	research	organisations	in	the	first	two	
decades	of	the	21st	century.	They	continue	to	inform	the	development	of	analytics	and	
technologies	underpinning	the	use	of	Big	Data.	We	label	these	expectations	the	Big	Data	
mythology	to	emphasise	its	mythical	status	and	stress	the	difference	between	such	
utopian	promise	and	what	Big	Data	(and	related	analytics)	can	actually	deliver	for	
society.			

The	ability	to	link	and	cross-reference	datasets	coming	from	different	sources	is	
expected	to	increase	the	accuracy	and	predictive	power	of	scientific	findings,	and	help	
researchers	–	whether	they	work	in	universities,	industry	or	policy	institutions	-	to	
identify	future	directions	of	inquiry.	The	availability	of	data	provides	an	incentive	to	
build	automated	procedures	and	tools	to	store,	organise	and	analyse	the	data,	in	the	
name	of	improving	the	reliability	and	transparency	of	knowledge	creation.	It	is	widely	
believed	that	Big	Data	are	ushering	in	a	whole	new	way	of	doing	research,	which	is	
heavily	grounded	in	data	analysis	and	less	dependent	on	pre-existing	theories.	This	
belief	is	reflected	in	the	renewed	attention	to	data	strategies	as	key	component	of	
management	for	industry.	It	is	also	tangible	in	novel	sources	of	funding	and	publication	
venues	(such	as	“data	journals”)	within	academia.	

Big	data	are	often	presented	as	comprehensive.	This	is	the	claim	that	the	accumulation	of	
large	datasets	enables	researchers	to	ground	their	analysis	on	several	different	aspects	
of	the	same	phenomenon,	documented	by	different	people	at	different	times.	According	
to	Mayer-Schönberger	and	Cukier	(2013),	data	can	become	so	big	as	to	encompass	all	
the	available	data	on	a	phenomenon	of	interest.	As	a	consequence,	Big	Data	can	provide	
an	all-encompassing	perspective	on	the	characteristics	of	that	phenomenon,	without	
needing	to	focus	on	specific	details.	This	is	a	big	promise,	and	perhaps	an	
understandable	one,	given	the	speed	and	extent	of	datafication	in	many	areas	of	life.	Yet,	
it	is	an	extreme	promise	to	hold	up	to	say	that	‘we	have	all	the	data’;	that	n=everyone,	or	
that	all	of	reality	is	captured,	as	invoked	by	Twitter’s	slogan,	“it’s	what’s	happening”.		

Big	Data	are	also	argued	to	push	researchers	to	embrace	the	complex	and	multifaceted	
nature	of	the	real	world,	rather	than	pursuing	exactitude	and	accuracy	in	measurement	
obtained	under	controlled	conditions.	Indeed,	it	is	impossible	to	assemble	Big	Data	in	
ways	that	are	guaranteed	to	be	accurate	and	homogeneous.	Rather,	the	Big	Data	
mythology	encourages	analysts	to	resign	themselves	to	the	fact	that	“Big	Data	is	messy,	
varies	in	quality,	and	is	distributed	across	countless	servers	around	the	world”	and	
welcome	the	advantages	of	this	lack	of	exactitude:	“With	Big	Data,	we’ll	often	be	
satisfied	with	a	sense	of	general	direction	rather	than	knowing	a	phenomenon	down	to	
the	inch,	the	penny,	the	atom”	(Mayer-Schönberger	and	Cuckier	2013,	13).		

This	idea	of	messiness	relates	closely	to	the	third	key	innovation	brought	about	by	Big	
Data,	which	Mayer-Schönberger	and	Cukier	call	the	‘triumph	of	correlations’.	
Correlations	can	be	defined	as	the	statistical	relationship	between	two	data	values.	They	
are	notoriously	useful	as	heuristic	devices	within	the	sciences	and	beyond.	Spotting	that	
when	one	of	the	data	values	changes,	the	other	is	likely	to	change	too,	is	the	starting	
point	for	many	discoveries.	It	is	also	used	to	analyse	economic	activity	and	many	
attempts	to	understand	human	behaviour:	for	any	big	change	in	the	market,	the	political	
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situation	or	the	environment	(such	as	an	economic	crisis,	a	change	of	government	or	an	
earthquake)	changes	in	citizens’	work	and	spending	patterns	can	be	scrutinized	to	see	
whether	there	may	be	a	link.	Market	research	as	a	whole	may	be	viewed	as	an	exercise	
in	the	identification	of	correlations	between	a	user	profile	and	their	preferences	for	
specific	products.	However,	researchers	have	typically	mistrusted	correlations	as	a	
source	of	reliable	knowledge	in	and	of	themselves.	This	is	chiefly	because	they	may	be	
spurious	and	due	to	chance	–	in	other	words,	they	may	result	from	serendipity	rather	
than	specific	mechanisms,	or	they	may	be	due	to	factors	other	than	the	variables	under	
consideration.	For	instance,	a	Netflix	user	may	be	using	the	opening	music	of	a	
documentary	series	every	night	to	get	his	son	to	sleep,	but	may	never	have	watched	the	
series	and	may	in	fact	hate	documentaries.	In	such	a	case,	it	would	be	wrong	to	
interpret	Netflix	data	on	his	viewing	history	as	being	correlated	to	his	viewing	
preferences.				

According	to	the	Big	Data	mythology,	Big	Data	can	override	those	worries	about	
spurious	correlations.	In	a	Big	Data	world,	it	is	argued,	it	simply	does	not	matter	
whether	any	single	correlation	is	reliable:	what	matters	is	the	correlations	spotted	on	a	
very	large	dataset	can	help	to	predict	future	behaviour	with	reasonable	accuracy.	In	the	
example	of	the	Netflix	viewer,	asking	whether	he	actually	liked	documentaries	becomes	
irrelevant:	what	matters	is	that	data	analytics	can	reliably	predict	that	he	will	be	
streaming	the	intro	to	the	documentary	again	tomorrow.	On	a	much	broader	scale,	
Mayer-Schönberger	and	Cukier	give	the	example	of	Amazon.com,	whose	astonishing	
expansion	over	the	last	few	years	is	at	least	partly	due	to	their	clever	use	of	statistical	
correlations	among	the	myriad	of	data	provided	by	their	consumer	base	in	order	to	spot	
users’	preferences	and	successfully	suggest	new	items	for	consumption	(Mayer-
Schönberger	and	Cukier,	2013).	In	cases	such	as	this,	correlations	provide	powerful	
predictive	knowledge	that	was	not	available	before,	and	that	can	inform	society	without	
appearing	to	be	complemented	by	a	causal	understanding	of	why	a	specific	effect	is	
predicted.	Causal	understanding	is	viewed	as	simply	irrelevant	to	the	useful	knowledge	
yielded	from	big	data.	Hence,	Big	Data	encourage	a	growing	respect	for	correlation	and	
prediction,	which	comes	to	be	appreciated	as	more	informative	and	plausible	form	of	
knowledge	than	the	more	definite,	but	also	more	elusive,	causal	explanation.	In	Mayer-
Schönberger	and	Cukier’s	words:	“the	correlations	may	not	tell	us	precisely	why	
something	is	happening,	but	they	alert	us	that	it	is	happening.	And	in	many	situations,	
this	is	good	enough”	(Mayer-Schönberger	and	Cukier,	2013).	

This	Big	Data	mythology	is	associated	with	a	specific	reading	of	the	significance	of	
technology	in	shaping	social	life.	It	is	argued	that	in	the	past	we	lived	in	an	analogue	
world,	where	computation	was	extremely	limited	and	mechanical	in	nature.	Now	the	
increased	use	of	information	and	communication	technologies	has	given	rise	to	a	
digitisation	of	experience.	In	this	world,	experience	that	is	computable	and	machine-
readable	is	in	turn	valued	for	the	possibility	of	detecting	patterns,	developing	profiles	
and	further	predicting	behaviour.	These	practices	shape	a	particular	version	of	human	
experience	–	as	the	sum	of	our	digital	traces–	as	the	basis	for	knowledge.	The	same	
holds	for	expertise.	We	have	seen	a	shift	from	expertise	as	something	embodied	in	a	
human	expert,	and	developed	over	time	through	the	active	combination	and	application	
of	knowledge	and	practice	(Daston	and	Galison,	2007).	Increasingly	since	the	1970s,	
expertise	is	embedded	in	‘expert	systems’.	These	are	often	considered	to	be	the	first	
forms	of	artificial	intelligence	and	were	developed	in	the	medical	field	to	assist	in	
diagnosis	but	also	in	areas	as	diverse	as	speech	recognition	and	crisis	management.	
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These	systems	are	usually	based	on	formalising	the	reasoning	of	human	experts	as	a	set	
of	rules.	They	promise	to	fully	automate	processes	and	eliminate	the	need	for	human	
intervention.	In	parallel,	a	culture	of	metrics	and	auditing	has	spread	through	
institutions,	industry	and	governments	around	the	world,	in	which	data	is	the	main	tool	
used	to	evaluate	outcomes	and	processes.	As	a	result	of	these	changes,	the	Big	Data	
mythology	highlights	how	automated	use	of	digital	data	has	become	central	to	how	we	
know	–	with	medicine,	business,	policy,	education,	environmental	concerns	all	focused	
on	obtaining	and	analysing	data,	often	for	predictive	purposes.	The	availability	of	digital	
data	is	viewed	as	the	best	kind	of	proof	or	as	the	best	basis	for	taking	action	(evidence-
based	policy).	We	return	to	the	role	of	data	in	decision-making	in	chapter	10.	

	
2.3	A	historical	perspective:	Society	transforms	data	
	
Some	of	the	claims	associated	to	the	Big	Data	mythology	described	above	look	
perplexing	when	evaluated	from	a	historical	viewpoint.	For	one	thing,	reliance	on	large	
datasets	is	not	a	novel	development,	just	as	data	are	not	necessarily	digital	objects	but	
include	texts	(observations	about	the	characteristics	of	specific	territories),	drawings	
(reproductions	of	the	morphology	of	a	newly	discovered	species	of	plant)	and	even	
specimens	(fossils).	Data	have	long	been	the	foundation	of	empirical	inquiry,	with	long-
standing	efforts	to	collect	and	organise	large	volumes	of	data	in	domains	such	as	
astronomy,	meteorology	and	natural	history	(Daston,	2017;	Anorova,	et	al.,	2010;	
Porter	and	De	Chadarevian,	2018).	Similarly,	biomedical	research	–	and	particularly	
subfields	such	as	epidemiology,	pharmacology	and	public	health	–	has	an	extensive	
tradition	of	tackling	data	of	high	volume,	velocity,	variety	and	volatility,	and	whose	
validity,	veracity	and	value	are	regularly	negotiated	and	contested	by	patients,	
governments,	funders,	pharmaceutical	companies,	insurances	and	public	institutions	
(Bauer,	2008).	The	world	of	research	is	no	stranger	to	the	accumulation	of	data,	and	to	
the	quest	for	ingenious	technologies	–	such	as	archives,	punch	cards	and	statistical	
techniques	-	that	would	facilitate	the	management	and	analysis	of	all	that	material.	In	
this	section,	we	briefly	review	key	points	in	the	history	of	research	data,	to	exemplify	
the	ways	in	which,	just	as	data	changed	society,	social	change	shaped	data.			

In	the	Western	world	of	the	17th	and	18th	centuries,	research	data	was	gathered	by	
visionary	individuals,	such	as	gentried	naturalists	like	Charles	Darwin	and	court	
astronomers	like	Ticho	Brahe.	These	individuals	were	backed	by	wealthy	patrons	and	
supported	by	an	extensive	network	of	data	collectors,	who	would	roam	the	globe	in	
search	of	new	biological	specimens	and	gather	astronomical	and	meteorological	
observations	from	a	variety	of	different	locations.	This	“age	of	discovery”	was	marked	
by	an	extractive	approach	to	colonial	expansion:	rich	European	countries	were	focused	
on	identifying	and	bringing	back	resources	from	the	colonies	that	would	extend	and	
consolidate	their	knowledge	and	power.	The	large	quantities	of	data	thus	accumulated	
were	systematised	and	analysed	through	models	(think	about	Kepler’s	laws	describing	
how	planets	move	around	the	sun,	derived	from	consideration	of	the	astronomical	
observations	collected	by	Tycho	Brahe	in	the	16th	century)	or	classification	systems	
(such	as	Linnaeus’	taxonomy	of	different	forms	of	life,	which	grew	out	of	the	study	of	
specimens	collected	by	explorers	in	the	18th	century	and	underpins	how	we	distinguish	
between	species	to	this	day).	These	approaches	to	ordering	data	were	valuable	because	
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they	made	data	more	usable	and	combined	principles	of	organisation	with	data,	so	that	
these	systems	had	both	simplicity	and	explanatory	power.	

In	the	19th	century,	data	shifted	from	the	work	of	brilliant	individuals	to	a	more	
institutional	approach,	with	national	agencies	such	natural	history	museums,	boards	of	
trade,	the	census	and	weather	services	emerging	as	a	constitutive	part	of	the	
administrative	apparatus	of	national	governments.	This	means	that	data	were	
increasingly	recognized	as	social	commodities	with	scientific	as	well	as	financial	and	
political	value.	Data	became	something	to	be	invested	in,	regulated	and	managed	–	and	
was	clearly	marked	as	a	tool	for	governance	and	trade.	Again,	this	accompanied	a	shift	
of	colonial	rule:	this	time	it	was	from	extraction	to	control,	with	dominating	powers	
increasingly	interested	in	how	to	manage	large	populations	in	the	wake	of	increasingly	
intense	revolts	at	the	turn	of	the	century,	and	epidemics	–	and	related	food	shortages	–	
proving	increasingly	disruptive	to	urban	life	and	global	trade.		

Through	collaboration	between	national	information	infrastructures,	more	sharing	took	
place,	leading	to	a	new	informational	globalism	(Hewson,	1999;	Edwards,	2010).	With	
the	rise	of	nation	states	and	the	increasing	demands	of	international	trade,	these	
initiatives	aimed	to	measure	both	nature	and	society	in	a	more	systematic,	
depersonalised	manner,	and	were	fostered	by	an	ever-expanding	group	of	data	
aficionados	including	researchers	as	well	as	administrators,	merchants	and	politicians.		

As	data	became	a	growing	concern,	sophisticated	techniques	of	quantification	were	
developed.	Statistics	became	a	separate	discipline.	As	more	complex	techniques	and	as	
more	experts	became	available,	more	complex	types	of	data	gathering	were	developed,	
such	as	the	census	(Oertzen,	2018).	International	entities	such	as	the	League	of	Nations	
and	the	International	Monetary	Fund	had	clear	aspirations	to	globalise	data	collection	
and	analysis	for	a	variety	of	purposes	and	across	all	scientific	domains:	from	drug	
testing,	with	the	creation	of	the	Permanent	Commission	on	Biological	Standardisation	to	
monitor	chemical	tests	and	biological	assays	from	1924,	to	economic	assessments	
through	comprehensive	data	collection	on	employment,	unemployment,	wages,	
migration	by	the	Economic	and	Financial	Section	of	the	newly	instituted	International	
Statistical	Commission.	Population-level	thinking	gripped	the	life	sciences	through	the	
widespread	adoption	of	the	Mendelian	theory	of	inheritance,	which	was	fruitfully	
combined	with	attention	to	new	types	of	data	–	and	specimen	–	collections	focused	on	
genetic	mutants	of	the	same	model	species.	

Statistics	became	the	main	source	of	information	for	emerging	insurance	practices	and	
public	health	monitoring	systems	(Porter,	1995;	Desrosières,	2010).	While	statistics	
now	seems	to	us	an	obvious	way	to	think	about	health,	poverty	or	employment,	
concepts	like	rates	of	unemployment,	epidemics	or	the	probability	of	being	victims	of	a	
crime	are	relatively	recent	developments.		

While	the	two	world	wars	in	the	20th	century	proved	severely	disruptive	to	short-term	
data	collection	and	sharing	efforts,	the	large	amount	of	military	investment	in	
intelligence	and	related	information	technologies	kick-started	the	post-war	drive	
towards	mechanised	computing.	Investment	in	information	technologies	and	related	
infrastructures	continued	to	grow,	as	did	the	power	of	numerical	models	(such	as	
weather	forecast)	that	enabled	number-crunching	at	a	previously	unimaginable	scale.	
Research	data	became	well-recognised	as	political	and	diplomatic	tools.	The	“one	
world”	movement	towards	international	cooperation	eased	efforts	towards	stabling	
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globalised	initiatives	of	data	collection	and	analysis.	Within	climate	science,	the	World	
Meteorological	Organisation	was	founded	in	1950	to	oversee	the	international	linkage	
of	regional	weather	services,	for	instance	through	the	institution	of	a	World	Weather	
Watch	and	the	Global	Atmospheric	Research	Program.	In	1957-58,	the	International	
Geophysical	Year	marked	both	a	decisive	advance	in	the	commitment	of	geophysical	
and	oceanographic	sciences	towards	global	data	exchange,	and	a	diplomatic	
achievement	in	fostering	good	international	relations	through	research	communication.	
This	meant,	once	again,	a	focus	on	global	infrastructures	and	related	institutions.		

From	the	1970s	onwards	digital	infrastructures	for	data	sharing	were	being	built	in	
virtually	every	scientific	field	(Edwards,	2010;	Strasser	2019).	There	were	also	efforts	
to	increase	global	monitoring,	which	means	the	tracking	of	data	across	many	different	
contexts.	The	greater	availability	of	computing	resources,	the	growth	of	expertise	and	
the	possibility	of	sharing	data	digitally	(increasingly	over	networks)	were	important	
factors	for	this	movement	towards	global	data.	During	this	period,	the	United	Nations	
consolidated	its	global	environmental	monitoring	system	just	as	the	World	Health	
Organisation	systematised	its	efforts	to	map	the	spread	of	infectious	diseases.	The	goal	
shared	across	these	initiatives	was	the	development	of	tools,	such	as	numerical	models,	
that	could	help	to	manipulate	data	at	a	previously	unimaginable	scale.	Recall	that	this	is	
the	age	of	room-sized	computers	and	that	computational	power	was	often	a	limiting	
factor.	There	was	also	a	growing	exchange	of	expertise	on	statistical	and	computational	
approaches	to	data	(UN	Division	for	Statistics).	Simulations	and	future	scenarios	also	
increased	the	use	and	visibility	of	global	data.	

During	the	70s,	data	was	increasingly	conceptualised	as	a	shareable	and	re-usable	asset,	
rather	than	something	to	be	collected	to	be	used	only	once.	Data	became	an	object	of	
exchange	and	reuse.	This	approach	to	data	was	sparked	by	the	cybernetic	movement,	
with	its	emphasis	on	modularity	and	complexity	(Pickering,	2011).	It	was	also	
accelerated	by	the	rising	positioning	of	science	and	technology	as	means	towards	
economic	growth,	military	power	and	international	relations.	At	the	same	time,	Big	
Science	projects	carried	out	at	Los	Alamos	in	the	United	States	and	CERN	in	Geneva	
became	a	model	for	how	to	do	research	(Price,	1963).	Within	these	programmes,	the	
production	and	trade	of	data	were	no	longer	the	responsibility	of	individual	
researchers,	but	rather	the	product	of	large	investment	and	collective	efforts	carried	out	
in	centralised	experimental	facilities.	Even	in	fields	where	such	centralisation	was	
unfeasible,	such	as	environmental,	biological	and	climate	sciences	working	with	
observational	rather	than	experimental	data,	there	was	a	strong	focus	on	building	data-
sharing	networks	so	as	to	feed	more	information	to	novel	computational	tools.	For	
instance,	the	International	Geophysical	Year	of	1957-58	marked	both	a	decisive	advance	
in	the	commitment	of	geophysical	and	oceanographic	sciences	towards	global	data	
exchange,	and	a	diplomatic	achievement	in	fostering	good	international	relations	
through	research	communication	(Aronova,	Baker	and	Oreskes,	2010).	

The	history	of	data	use	became	ever	more	tightly	intertwined	with	the	history	of	data	
infrastructures,	and	institutions	in	charge	of	deciding	who	should	have	access	to	data,	
what	standards	and	conventions	should	govern	what	data	to	collect	and	how,	and	how	
the	resulting	outputs	should	be	labelled	in	order	to	be	comparable	across	time	and	
space	(Edwards,	2010;	Daston,	2017).	This	required	effective	administration	and	
monitoring,	a	long-term	vision	of	the	research	domain	at	hand,	and	conceptual	and	
technological	innovations	steeped	in	specific	conceptions	of	the	research	objects	under	
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investigation	–	a	repertoire	of	skills,	methods,	institutions	and	tools	that	took	decades	to	
develop	and	continues	to	evolve	to	this	day	(Ankeny	and	Leonelli,	2016).	

Thus	already	in	the	20th	century,	and	even	more	in	the	21st,	data	became	recognised	as	
objects	of	public	interest,	particularly	by	governments	wishing	to	use	data	to	inform	
policy	and	the	management	of	commerce,	military	assets,	diplomatic	relations	and	
public	health.	The	rise	in	the	social	status	of	data	was	accompanied	by	an	increasing	
recognition	that	methods	and	logistics	of	data	access	and	management	play	a	significant	
role	in	channelling	analysis	and,	eventually,	interpretation.		

Many	studies	have	emphasised	how	data	and	datafication	coupled	to	digital	networks	
and	computational	tools	have	occasioned	a	societal	shift.	One	of	the	early	concepts	used	
to	describe	this	shift	was	the	‘information	society’	(Bell,	1979).	In	the	information	
society,	information	is	central	to	the	capitalist	system	of	production,	innovation	and	
consumption.	The	information	society	is	often	contrasted	to	other	dominant	forms	of	
organization	of	society,	such	as	industrial	activity.	A	more	recent	concept	is	that	of	the	
knowledge	society.	In	this	more	utopian	view,	society	generates,	processes,	shares	and	
makes	knowledge	that	may	be	used	to	improve	the	human	condition	available	to	all	its	
members	(Castelfranchi,	2007).		

These	narratives	resonate	strongly	with	the	Big	Data	mythology	of	knowledge	emerging	
from	technical	developments	in	data	handling.	Without	taking	anything	away	from	the	
obvious,	enormous	impact	that	statistics,	computing	and	related	infrastructures	have	
had	on	knowledge	development	over	the	last	century,	our	brief	historical	overview	
emphasises	even	more	strongly	how	society	–	and	more	specifically,	the	social	
conditions,	motivations	and	governance	of	data	production,	exchange	and	use	–	has	
changed,	and	continues	to	change,	the	status,	value	and	uses	of	data.		

	
2.4	Conclusion:	Data	do	not	speak	for	themselves	
	
The	historical	review	in	the	previous	section	makes	clear	that	what	we	think	of	as	data,	
and	what	we	think	it	is	good	for,	has	changed	radically	over	time.	Once	regarded	as	
stable	objects	whose	scientific	significance	was	determined	by	a	handful	of	professional	
interpreters,	data	are	now	recognised	as	re-usable	goods	whose	significance	depend	on	
the	extent	to	which	they	are	mobilised	across	a	variety	of	contexts	and	aggregated	with	
other	data,	thus	growing	in	volume,	variety	and	value	–		to	the	point	of	driving	the	very	
process	of	discovery.	We	thus	see	how	the	mythology	of	Big	Data	is	strongly	tied	to	the	
apparatus	of	institutions,	technologies	and	economic	agreements	that	effectively	
enabled	data	to	circulate.		
	
Big	Data	are	not	contingent	products	that	simply	arise	out	of	particular	social	
arrangement.	There	are	powerful	forces	at	work,	determining	which	data	are	produced,	
which	are	circulated	and	which	are	used	–	and	how.	Data	thus	do	not	simply	emerge	
from	human	encounters	with	the	world.		Data	are	the	result	of	numerous	decisions	
about	instruments,	the	design	of	data	collection,	sampling,	protocols,	statistical	tests,	
categories,	scale	and	granularity.	All	these	decisions	are	informed	by	the	specific	context	
in	which	they	are	made	and	by	the	priorities	set	by	the	actors.	Furthermore,	many	of	
these	decisions	are	not	necessarily	actively	made,	but	are	based	on	tradition,	
convention,	best	practices,	or	what	is	learned	during	training.	These	are	not	simply	
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biases	that	can	be	eliminated:	all	data	creation	involves	selection.	The	many	material,	
social,	political,	institutional,	technological	and	economic	reasons	why	we	create	data	in	
specific	ways	explain	why	‘data	do	not	speak	for	themselves’.		
	
This	has	important	implications	for	the	Big	Data	mythology	that	we	reviewed	in	2.2.	
First	of	all,	it	makes	clear	that	technology	does	not	rule	everything	and	does	not	
determine	social	life	and	data	uses	in	any	straightforward	way.	Technology	has	a	
fundamental	enabling	role,	and	keeps	facilitating	data	exchange	and	use	in	ways	that	
were	difficult	to	imagine	even	twenty	years	ago:	we	certainly	are	in	the	grip	of	a	digital	
transformation	that	is	touching	every	aspect	of	social	life	all	around	the	globe	(Floridi,	
2014).	By	taking	into	account	the	social	and	economic	forces	that	shape	technology	
development,	we	can	better	situate	and	evaluate	the	characteristics	and	effects	of	this	
digital	transformation,	to	foster	its	positive	impact	and	avoid	its	more	damaging	effects.		

Secondly,	understanding	the	history	of	big	data	puts	in	question	the	extent	to	which	
they	are	truly	comprehensive.	Data	deemed	to	be	useful	for	trade	by	powerful	countries	
have	certainly	received	more	attention	than	any	other	kind	of	data.	Data	about	low-
income	countries,	documenting	the	life	of	people	with	little	access	to	computing	
technologies,	are	certainly	lacking;	as	are	data	that	are	not	viewed	as	valuable	by	those	
who	have	the	money	and	power	to	produce	and	buy	them.	By	the	same	token,	data	
deemed	to	be	sensitive	for	commercial	or	military	purposes	has	been	jealously	guarded	
among	close	allies,	rather	than	being	freely	circulated.	Given	all	this,	thinking	of	Big	Data	
as	comprehensive	can	lead	us	to	overestimate	what	the	data	reveals	and	to	
underestimate	how	Big	Data,	like	any	other	data	set,	is	selective	and	exclusionary.	

Third,	it	is	important	to	note	how	causation	still	matters	in	the	Big	Data	world.	While	
reliance	on	correlations	to	predict	future	events	is	certainly	growing,	the	appetite	for	
explanations	of	what	causes	those	predictions	to	come	true	is	also	expanding.	Big	Data	
cannot,	by	themselves,	boost	causal	understanding	of	the	world.	The	question	is	
therefore	what	kinds	of	knowledge,	data	collection	and	data	analysis	could	complement	
the	identification	of	correlations	in	Big	Data,	in	order	to	increase	human	understanding	
of	how	the	world	works,	and	why.			

This	brings	us	to	the	fourth	point,	which	is	that	methods	–	and	specifically	methods	
deployed	to	compare,	evaluate	and	even	critique	data	and	related	models	–	continue	to	
be	fundamental	to	Big	Data	use,	despite	the	‘messiness’	often	advocated	by	Big	Data	
advocates.	Knowing	whether	or	not	a	given	dataset	is	representative	of	a	specific	
population;	being	able	to	train	algorithm	on	a	well-constructed	data	sample;	using	
contextual	knowledge	to	assess	whether	a	correlation	is	valid	or	not	–	these	are	all	
crucial	skills	in	the	big	data	world,	which	call	for	the	exercise	of	human	judgement	and	
cannot	be	fully	replaced	by	automated	tools.		

The	Big	Data	mythology	strongly	underestimates	the	relevance	of	social	context,	the	
theoretical	basis	of	categories,	the	importance	of	accountable	methods	and	the	human	
capacity	for	assessing	complex	situations	to	data	work,	with	serious	implications	for	
how	priorities	are	allocated	when	it	comes	to	management	of	data.	In	this	chapter,	
we’ve	shown	that	data	is	not	an	autonomous	force	that	shapes	society.	To	understand	
the	potential	of	data	big	or	otherwise,	it	is	best	to	consider	how,	why	and	by	whom	data	
is	considered	important.	
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Chapter	3.	Characteristics	of	Data	
	
Summary	
In	this	chapter,	we	discuss	the	characteristics	of	data	and	the	ways	in	which	they	
function,	focusing	particularly	on	data	journeys.	This	concept	is	useful	to	understand	
the	mobility	of	data:	the	extent	to	which	their	value	derives	from	being	passed	around	
and	used	in	a	variety	of	contexts,	and	what	implications	such	mobility	has	on	how	we	
understand	data	work.	The	view	of	data	presented	in	this	chapter	builds	on	the	history	
of	data	(and	particularly	Big	Data)	recounted	in	the	previous	chapter,	and	provides	a	
stepping	stone	towards	the	more	general	understanding	of	how	data	fits	into	the	
broader	knowledge	production	cycle	that	we	discuss	in	Chapter	4.	The	chapter	explores	
how	telephone	data	is	shaped	by	sociological,	economic,	technological	and	
infrastructural	aspects.	These	interactions	all	shape	the	data	and	make	it	selective	and	
far	from	neutral.	Several	examples	in	the	chapter	illustrate	the	importance	of	
understanding	the	characteristics	of	data	in	order	to	evaluate	it	and	make	sensible	use	
of	it.	
	
	
3.1	Introduction:	Data	do	not	stay	still	
	
One	of	the	important	ways	in	which	data	can	become	valuable	is	through	travel	and	the	
changes	that	such	travel	involves.	The	value	of	data	as	prospective	evidence	increases	
the	more	it	travels	across	sites.	This	travel	makes	it	possible	for	people	with	diverse	
expertise,	interests	and	skills	to	probe	the	data	and	consider	whether	they	can	be	useful	
to	answer	the	questions	they	are	addressing.	For	instance,	genetic	data	may	well	be	
collected	as	part	of	a	project	in	molecular	biology,	and	within	that	context	they	can	be	
used	to	study	the	functions	of	a	specific	gene.	Once	these	data	are	widely	disseminated	
through	databases,	however,	their	value	multiplies:	for	instance,	clinicians	can	use	the	
data	to	investigate	the	role	played	by	genetics	in	disease;	pharmaceutical	companies	can	
use	the	data	to	investigate	ways	to	treat	patients;	and	educators	can	use	the	data	to	
produce	beautiful	visualizations	of	cell	biology	for	use	in	schools.			
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To	highlight	the	dynamic	and	layered	creation	of	data,	we	now	introduce	the	concept	of	
data	journeys.	Data	journeys	designate	the	movement	of	data	from	their	production	
site	to	many	other	sites	where	they	are	processed,	mobilised	and	re-purposed	(see	
Figure	3.1).	“Sites”	in	this	definition	do	not	necessarily	refer	to	geographical	locations.	
Sites	can	encompass	diverse	times	and	viewpoints	too	(Leonelli	and	Tempini,	2020).		
	

	
	
Figure	2.1	The	broad	dynamic	of	a	data	journey,	with	data	shifting	from	sites	of	data	
creation	to	sites	of	mobilization	and	interpretation.		

	
The	journey	of	data	across	these	sites	involves	several	stages.	At	each	stage,	work	with	
data	takes	place.	It	is	this	work	done	in	each	stage	that	shapes	the	extent	to	which	data	
can	travel	and	become	usable	for	analysis	and	discovery.		
	
The	stages	include:		

• data	gathering,	which	could	involve	the	very	production	of	data	through	
measuring	instruments	(for	example,	the	generation	of	location	data	by	
satellites)	or	the	collection	of	pre-existing	data	(for	example,	the	retrieval	of	
economic	data	from	an	archive)	
• data	processing,	which	includes	the	procedures	used	to	make	the	data	
useable	–	such	as	ensuring	that	the	data	are	in	a	machine-readable	format	
• data	cleaning,	through	which	distinctions	between	“data”	and	“noise”	are	
drawn,	and	decisions	are	made	about	what	features	of	data	to	highlight	and	make	
machine	readable;	
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• exploratory	data	analysis	to	probe	what	patterns	could	be	extracted	from	
the	data,	which	often	uncovers	problems,	mistakes	or	gaps	in	the	dataset	and	
thus	sends	analysts	back	to	the	gathering	and	cleaning	stages;			
• model	design,	which	could	include	questions	of	classification	(under	
which	label	to	categorise	the	data?),	description	(what	part	of	the	world	are	data	
documenting?)	and	fit	to	specific	problems	of	interest	to	the	analysts	(what	are	
we	precisely	asking).	Again,	this	stage	can	require	analysts	to	reconsider	their	
data	pool,	the	ways	in	which	it	is	processed	and	the	tools	chosen	to	analyse	it	
• visualisation	and	interpretation,	often	conceptualised	as	the	end	result	of	
all	this	work.		

	
	Interpretative	decisions	about	what	the	data	may	eventually	be	evidence	for,	and	how	
to	prove	it,	are	made	throughout	the	process.	Interpretation	is	therefore	not	limited	to	
later	stages	of	data	journeys,	but	is	present	throughout,	even	in	situations	where	those	
busy	with	cleaning	the	data	do	not	realise	the	implications	that	their	choices	may	have	
for	later	analysis.	Figure	3.2	illustrates	the	complex	connections	and	iterations	among	
many	of	these	stages.		
	

	
	
Figure	3.	2	Stages	of	a	data	journey	across	sites,	adapted	from	Doing	Data	Science	(Shutt	
and	O’Neill,	2013,	p.41).[additional	arrow	needs	to	be	added	from	Development	to	Data	
Collection,	since	new	products	frequently	seek	the	support	the	production	and	collection	of	
new	data—see	section	on	platforms,	chapter	5]	Note	that	Shutt	and	O’Neill	define	data	
processing	as	making	data	machine	readable.	We	use	data	processing	in	a	different,	more	
general	sense,	as	making	data	usable.	EU	legislation	defines	data	processing	in	even	more	
general	terms,	as	doing	something	with	data.	Such	significant	variations	are	a	typical	
challenge	of	data	work.	
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Data	journeys	are	anything	but	linear,	and	data	processing	in	particular	includes	many	
operations	that	are	decisive	in	determining	what	comes	to	count	as	data,	which	other	
data	it	can	be	integrated	with	and	how	it	can	be	visualised	and	manipulated	as	it	travels	
further.	Indeed,	the	metaphor	of	the	“journey”	is	powerful	because,	like	many	human	
journeys,	data	journeys	are	enabled	by	infrastructures	and	actions	on	the	part	of	
humans,	to	various	degrees	and	are	not	always,	or	even	frequently,	smooth.	Data	may	
not	be	able	to	travel	at	all,	due	to	proprietary	regimes	or	ethical	concerns.	It	can	also	
happen	that	strategies	developed	to	make	data	travel	prove	to	be	unfeasible	or	
problematic	as	unexpected	obstacles	and	disruptions	emerge.	This	could	be	because	a	
key	digital	platform	is	no	longer	maintained,	because	of	lack	of	funding	for	an	essential	
app,	or	of	difficulties	in	finding	analysts	with	the	appropriate	skills.	Interest	in	certain	
data	can	change	swiftly,	especially	in	highly	competitive	areas	such	as	biomedical	
research,	where	interest	in	data	about	a	given	chemical	compound	can	vary	
dramatically	depending	on	changing	perceptions	of	its	potential	value	as	prospective	
drug.		
	
Data	mobility	involves	risk,	so	focusing	on	data	journeys	helps	to	identify	and	evaluate	
such	risks.	To	understand	risks,	we	have	to	be	aware	of	the	various	destinations	that	
data	eventually	reach	and	the	ways	in	which	they	end	up	being	interpreted	(Leonelli,	
2016a;	Bates	et	al.,	2016;	Medina-Perea	et	al.,	2019).	Prominent	examples	of	such	risks	
include:		

• the	emergence	of	errors	in	the	data.	For	instance,	data	are	copied	
inaccurately,	or	irrelevant	noise	is	included	in	a	given	dataset	by	mistake.	
• the	loss	of	data	due	to	careless	transfers	but	also	to	changes	in	format	and	
storage,	which	often	make	it	difficult	to	use	current	technologies	and	tools	to	
circulate	and	re-analyse	data	collected	in	the	past.		
• the	misappropriation	of	data	by	people	who	do	not	have	the	skills	and/or	
background	information	to	be	able	to	contextualise	them	appropriately.	This	can	
result	in	problematic	interpretations	of	the	data	and	unreliable/false	knowledge	
being	generated.	An	obvious	example	is	the	use	of	data	documenting	viewer	
preferences	on	streaming	services	to	predict	viewers’	political	affiliation:	not	
only	does	such	a	move	constitute	a	potential	breach	of	privacy,	but	it	may	also	
produce	false	results,	since	a	viewer	may	choose	to	watch	specific	programmes	
for	reasons	other	than	endorsement	(e.g.	when	a	right-wing	activist	watches	a	
left-wing	documentary	to	better	understand	the	opposing	side).			
• the	misalignment	between	data	creation	and	the	uses	to	which	data	is	put.	
As	we	pointed	out,	data	journeys	are	significant	precisely	because	they	bring	
data	into	contact	with	a	variety	of	viewpoints	and	goals.	Where	the	goals	and	
values	of	different	groups	involved	in	handling	data	differ	considerably,	this	can	
give	rise	to	conflict.	Consider	again	a	situation	where	a	political	party	uses	data	
on	viewer	preferences	on	streaming	services	to	predict	which	users	may	be	most	
susceptible	to	specific	types	of	political	campaigning.	There	is	a	potential	tension	
between	the	interests	and	goals	of	the	political	party	in	using	these	data,	and	the	
interest	and	goals	of	viewers	when	subscribing	to	a	streaming	service.	Again,	this	
raises	concerns	around	data	privacy	which	we	revisit	in	Chapters	9	and	10;	it	
also	signals	the	dangers	of	mobilizing	data	within	a	very	diverse	and	unequal	
social	landscape,	where	some	actors	have	more	power	to	act	on	the	data	and	use	
them	for	their	own	purposes	than	others.						
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The	focus	on	data	journeys	emphasizes	the	contextual	and	dynamic	aspects	of	data	
creation	and	use,	and	particularly	the	extent	to	which	data	themselves	may	be	
transformed	by	their	travels	(Leonelli	and	Tempini,	2020).	Transformations	may	well	
include	physical	changes,	such	as	a	shift	in	format	or	medium	(from	analogue	to	digital,	
from	a	network	to	a	graph-based	visualisation).	Regardless	of	whether	data	change	
their	format	or	not,	what	is	always	transformed	as	data	travel	is	their	significance	as	
evidence.		
	
Think	back	to	the	data	story	on	the	collection	of	data	on	chimpanzees’	behaviour	in	the	
forest.	Data	collected	on	the	ground	by	trackers	will	be	of	a	variety	of	types,	ranging	
from	numerical	counts	and	samples	of	chimpanzee	droppings	to	photographs	of	
specimens,	weather	measurements	and	observations	about	the	fauna.	Once	digitised	
and	transferred	to	a	researcher’s	computer,	these	data	will	be	used	to	produce	
knowledge	on	animal	numbers	and	movements.	But	researchers	can	also	choose	to	post	
the	data	on	a	biodiversity	database,	where	they	may	be	consulted	by	plant	scientists	
interested	in	what	species	of	trees	are	present	in	the	region.	Under	that	new	lens,	the	
data	will	acquire	a	new	significance:	rather	than	functioning	as	evidence	for	the	
understanding	and	protection	of	primates,	they	may	be	used	as	evidence	for	the	spread	
of	invasive	plant	species.		
	
The	potential	for	changes	in	data	use	has	important	repercussions	for	the	data	analyst.	
They	need	to	consider	how	their	techniques	and	tools	are	likely	to	affect	the	physical	
properties	and	evidential	value	of	the	data	at	hand,	the	speed	and	ease	with	which	data	
are	circulated	and	analysed,	and	the	inclusion	of	certain	types	of	data	over	others.	What	
types	of	data	best	afford	which	interventions	and	interpretations?	And	to	which	extent	
do	the	physical	characteristics	of	data	–including	their	format	and	the	extent	to	which	
they	fit	existing	computational	tools	–	constrain	possible	goals	and	uses?	And	what	
impact	do	higher	or	lower	speeds	of	mobilisation	have	on	the	reliability	of	datasets,	the	
amount	of	uncertainly	assigned	to	them,	and	the	extent	to	which	they	are	reproducible?		
	
All	this	is	very	labour	intensive	and	requires	insight	into	the	entire	process.	Lack	of	
investment	and	strategy	around	data	travel	implicitly	supports	a	naive	and	unrealistic	
view	of	data	as	“speaking	for	themselves”.	This	lack	of	attention	to	the	journey	
undergone	by	data	can	compromise	the	extent	to	which	data	that	travel	can	be	reliably	
interpreted	as	evidence.	Thus,	when	thinking	of	a	specific	dataset,	especially	one	
retrieved	from	a	data	bank	or	digital	repository,	it	is	very	important	to	gather	
information	about	its	provenance	and	the	processing	it	has	undergone.	In	other	words,	
data	should	be	seen	in	relation	to	their	journey.	Some	forms	of	meta-data	already	exist	
that	help	document	this	(see	section	on	conventions	and	meta-data	in	Chapter	5).	By	
paying	more	attention	to	data	journeys,	we	are	better	able	to	question	and	critically	
assess	how	complete,	representative	and/or	relevant	the	data	are	with	respect	to	the	
questions	we	wish	to	ask.		
	
3.2	Data	are	not	neutral	
	
Tracking	data	journeys	helps	to	identify	components	that	are	of	direct	relevance	to	data	
use.	This	helps	to	take	seriously	the	way	data	shapes	knowledge,	rather	than	dismissing	
them	as	lowly	building	blocks	that	serve	the	higher	purposes	of	model	building	and	
theory	development.	This	approach	is	strongly	shaped	by	science	and	technology	
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studies	that	stress	the	way	standards,	networks	and	tools	shape	data,	and	connect	the	
nitty-gritty	of	data	production	to	larger	issues	of	politics	and	knowledge.	Data	journeys	
place	the	spotlight	firmly	on	the	complexity	of	data	and	the	implications	that	
infrastructures	–	among	many	other	forces,	expectations	and	material	settings	–	have	
on	their	interpretation.	Such	focus	provides	a	strong	counterpoint	to	many	of	the	hyped	
expectations	and	unrealistic	promises	that	have	come	to	surround	the	use	of	data,	and	
particularly	Big	Data.	Perhaps	the	most	prominent	is	the	idea	that	research	and	
discovery	can	now	be	fully	data-driven,	with	novel	insights	arising	from	the	
computational	analysis	of	large	datasets	without	the	need	for	preconceived	hypotheses	
or	theoretical	inputs.		This	is	sometimes	referred	to	as	the	‘end-of-theory’	claim	
(Anderson,	2008).	As	discussed	in	the	last	chapter,	hypotheses,	categories	and	
theoretical	inputs	are	already	part	of	how	we	produce	data!	
	
Data	journeys	help	us	to	discover	which	conceptual	judgments	and	background	
knowledge	are	involved.	In	the	current	context	of	data-intensive	research,	in	contrast	to	
more	traditional	hypothesis-driven	research,	such	judgments	and	commitments	are	
made	at	several	different	stages	of	the	journeys,	and	often	by	different	people	who	may	
not	be	aware	of	(or	interested	in)	what	others	have	decided	before	them,	or	why.	This	
means	that	data	journey	across	highly	distributed	systems,	in	which	many	diverse	(or	
even	conflicting)	perspectives	are	embedded.	Take	for	instance	the	moment	in	which	
data	are	generated,	such	as	when	taking	satellite	pictures	of	a	given	location	or	
recording	athletic	performances	on	fitness	watches.	At	that	moment,	what	counts	as	
data	is	affected	by	the	specific	sensing	technologies	at	hand	and	the	immediate	
objectives	of	data	collection	(which	could	be	the	development	of	geographical	maps	in	
the	one	case,	and	monitoring	the	performance	of	an	individual	athlete	in	the	other),	
which	determine	the	frequency,	resolution	and	scope	of	the	measurements	in	question.	
Once	data	are	mobilised	beyond	that	context,	however,	the	objectives	and	constraints	of	
data	handling	may	change.	For	instance,	if	health	data	are	shared	with	an	insurance	
company,	the	main	objective	may	become	to	predict	the	future	probability	that	the	
athlete	may	die	of	a	heart	attack,	while	the	main	constraint	would	be	data	protection	
legislation	which	may	prohibit	specific	ways	of	analysing	personal	data.			
	
To	further	explore	this	issue,	we	discuss	the	use	of	data	from	telephone	communication.	
The	degree	of	(mobile)	phone	penetration	in	many	areas	of	the	world	is	very	high	by	
any	standard,	and	it	is	reasonable	to	think	that	data	from	such	practices	would	tell	us	a	
lot.	Graphs	such	as	that	shown	in	Figure	3.3	hold	the	promise	of	great	coverage	of	data	
obtained	through	these	technologies.	If	we	compare	such	rates	of	penetration	(above	
100%!)	to	the	response	rate	of	social	science	surveys	for	example	(usually,	the	response	
rate	is	12-15%),	then	it	is	not	surprising	that	this	seems	like	a	wonderfully	
comprehensive	way	to	obtain	data.		
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Figure	3.3	Penetration	of	different	information	and	communication	technologies	from	ITU,	
Measuring	the	Information	Society	Report	2018	(International	Telecommunications	
Union,	2018).	

	
A	much-used	source	of	data	is	the	call	data	record	(CDR).	It	is	produced	from	
telecommunication	transactions,	such	as	a	phone	call	or	text	message	(SMS).	Each	
record	has	a	unique	number,	and	it	contains	several	elements,	such	as	the	number	
called,	time	of	the	call,	whether	it	was	answered	or	not,	and	how	long	the	call	lasted.	For	
mobile	phone	calls,	cell-tower	IDs	(base	transceiver	station)	for	both	caller	and	callee	
are	also	available,	which	can	provide	information	on	location.	CDRs	are	therefore	the	
basis	for	plentiful	and	reasonably	well-structured	data.			
	
This	data	is	in	the	hands	of	service	providers	who	use	it	for	billing	purposes,	to	evaluate	
the	quality	of	their	service,	and	to	analyse	the	behaviour	and	needs	of	their	customer	
base.	Beyond	this	primary	context,	CDRs	are	also	widely	used	to	generate	data	for	a	
range	of	marketing,	humanitarian	and	scientific	research.	Mobile	and	landline	phone	
data	have	been	explored	as	sources	of	information	on	mobility	following	a	disaster,	on	
economic	welfare	(since	higher	top-ups	are	taken	to	mean	more	income),	on	social	
networks,	and	even	on	the	likelihood	of	the	spread	of	disease	through	tracking	
movement	from	non-infected	to	infected	areas.	Typically,	when	reporting	on	the	use	of	
such	data	sets,	the	main	features	of	the	data	used	in	the	analysis	are	described.	
Exceptionally,	authors	also	report	on	the	collection,	cleaning	and	processing.	In	the	
example	below,	we	draw	heavily	on	two	texts	that	respectively	describe	a	data	set	used	
for	a	hackathon	activity	(Blondel	et	al.,	2012)	and	a	methodological	exploration	of	
network	analysis	using	CRDs	(Decuyper	et	al.,	2016).	It	is	telling	that	these	detailed	
accounts	of	how	data	is	constituted	are	not	typical	scientific	journal	articles.	Published	
journal	articles	tend	to	focus	on	the	analytic	methods	and	results,	rather	than	on	data	
work.		
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Let’s	go	on	a	data	journey	and	review	what	happens	to	CDRs	when	they	are	treated	as	
research	data.	Typical	in	the	study	of	social	networks	using	CDR	data,	many	researchers	
start	by	removing	links	or	nodes	that	are	not	active	enough	(users	who	don’t	make	
enough	calls).	Researchers	also	often	remove	links	that	are	not	reciprocal	(if	one	user	
calls	another	user,	but	is	never	called),	or	impose	a	minimum	number	of	calls	to	take	up	
a	link	in	the	analysis	(being	called	at	least	6	times)	(Decuyper	et	al.,	2016).	Users	who	
join	or	leave	a	provider	during	the	observation	period	are	also	usually	removed	from	
the	data	set.	In	addition,	calls	are	paired	to	avoid	double	counting	(an	incoming	call	for	a	
callee	is	an	outgoing	call	for	the	caller).	The	time	window	chosen	(days	versus	months)	
can	also	strongly	shape	the	data	set,	by	excluding	less	active	users.	Such	decisions	can	
orient	the	analysis	in	radically	different	directions.	Decuyper	and	colleagues	(2016)	
have	demonstrated	that	these	decisions	can	go	so	far	as	to	lead	to	different	distributions	
in	the	sample,	and	that	what	has	emerged	as	the	accepted	form	of	networks	may	be	
based	on	assumptions	made	at	the	data	cleaning	stage,	rather	than	reflect	the	actual	
patterns	of	social	networks.		
	
In	the	study	of	social	networks,	data	was	traditionally	generated	using	questionnaires	in	
which	research	participants	were	asked	to	list	their	connections.	There	was	always	a	
concern	that	participants	would	either	provide	incomplete	lists,	because	they	would	
forget	some	of	their	connections,	or	that	they	would	provide	socially	desirable	answers	
–	for	example,	wanting	to	seem	popular	and	over-reporting	contacts,	or	else	not	listing	
some	types	of	contacts	if	the	participant	expected	that	these	might	not	be	socially	
acceptable.	With	social	media	and	other	telecommunications,	there	have	been	claims	
that	radically	better	data	on	social	networks	would	become	available,	since	the	
subjectivity	and	partiality	of	the	participants’	reports	would	be	bypassed.	The	
researcher	could	capture	ALL	the	relevant	data	without	the	introduction	of	bias	from	
the	subject	and	without	missing	any	of	the	connections.	Clearly,	as	we	discussed	above	
in	terms	of	data	cleaning,	there	is	also	subjectivity	and	selection	going	on	with	the	use	of	
CDR,	albeit	of	a	different	kind.	
	
When	working	with	data	from	mobile	phone	use,	data	cleaning	can	involve	a	number	of	
substantial	decisions	about	network	data.	There	are	other	considerations	in	producing	
location	data	that	also	shape	the	data	available.	In	some	situations,	the	provider	may	
consider	that	the	precise	location	of	the	antennas	is	commercially	sensitive	information,	
and	so	blur	the	exact	location	to	protect	its	commercial	interests.	(The	position	of	
antennas	affects	the	quality	of	service	delivered,	so	positioning	them	strategically	is	
important).	At	times,	the	antenna	identifiers	are	simply	not	available	for	technical	
reasons.	Location	information	may	also	be	removed	or	blurred	in	a	dataset	to	protect	
the	privacy	of	individuals:	with	enough	data	on	calls,	the	location	of	one’s	home	or	
workplace	could	be	deduced	by	identifying	locations	from	which	calls	are	regularly	
made.	Such	decisions	about	which	users	to	include	in	the	data	set	and	to	which	degree	
of	detail	location	should	be	included	are	defensible,	and	taken	for	good	reasons.	Yet,	it	is	
important	to	realise	that	each	of	these	decisions	shapes	the	dataset,	and	qualifies	the	
promise	that	we	have	all	the	data	about	everyone.		
	
We	now	turn	to	other	elements	that	shape	the	data.	We	indicated	above	that	the	data	is	
collected	by	the	network	operator.	This	is	important	for	understanding	whose	data	will	
be	available	and	what	the	population	contained	in	the	selected	sample	will	be.	To	what	
extent	are	CDRs	inclusive?	In	the	context	of	increasing	privatisation	of	



 
 

43 

telecommunications	and	of	the	growing	use	of	mobile	services,	which	are	nearly	always	
privately	operated,	the	users	of	a	given	provider	are	not	necessarily	representative	of	a	
general	population.	The	data	provided	by	an	operator	reflect	who	its	customers	are,	and	
might	be	skewed	in	terms	of	wealth,	gender	or	culture.	If	the	operator	is	more	popular	
with	certain	groups,	determined	by,	for	example,	age,	income,	gender,	language	or	
occupation,	the	coverage	of	the	dataset	will	reflect	these	tendencies.	The	data	from	
mobile	phone	use	therefore	reflects	not	only	calling	behaviour	but	also	market	
dynamics.	Furthermore,	call	activity	is	increasingly	spread	over	different	operators,	so	
that	data	from	a	single	operator	will	give	partial	information.	As	Decuyper	and	
colleagues	note,	such	biases	are	very	difficult	to	remove	without	access	to	a	dataset	with	
a	perfect	coverage,	which	does	not	exist	(Decuyper	et	al.,	2016).	Indeed,	no	data	set	is	
ever	perfect,	and	there	is	no	neutral	basis	from	which	to	generate	data.	This	does	not	
mean	we	should	abandon	all	hopes	of	‘good	data’	or	that	all	data	is	hopelessly	biased.	It	
does	mean	that	we	can	only	properly	understand	outcomes	of	data	analyses	if	we	also	
take	into	account	the	generation	of	the	datasets	that	underlie	analyses	and	document	
data	journeys.	
	
Besides	the	selection	by	researchers	and	the	biases	in	data	production,	the	behaviour	of	
users	can	also	shape	CDRs.	Decuyper	et	al	discuss	“flashing”,	which	consists	of	letting	a	
relative’s	phone	ring	a	couple	of	times,	then	hanging	up	and	waiting	for	them	to	call	
back.		Such	technique	insures	that,	while	either	party	can	take	the	initiate	to	have	a	call,	
it	is	always	the	same	person	who	pays	for	a	communication.	But	if	the	filtering	
technique	used	to	clean	the	data	requires	reciprocity	(at	least	one	successful	phone	
connection	in	each	direction)	then	such	links	will	be	removed	from	the	dataset	
(Decuyper	et	al.,	2016).	Should	such	links	be	retained?	It	depends	on	the	question.	But	
one	may	well	imagine	cases	where	such	relationships,	in	which	one	party	is	willing	to	
foot	the	financial	costs	to	contact	the	other	party,	can	be	very	meaningful	social	ties	and	
should	not	be	systematically	erased	from	data	sets.	In	addition,	it	may	be	the	case	that	
phones	are	shared	between	individuals,	that	sim	cards	get	passed	around	and	used	in	
different	phones,	or	that	some	users	have	more	than	one	phone	(Erikson,	2018)	and	use	
different	service	providers	for	different	kinds	of	communication	(work-related	vs	
personal).	All	these	user	behaviours	will	shape	how	the	data	looks	and	what	the	data	
can	be	assumed	to	mean.	
	
Finally,	technological	platforms	are	also	determinant	of	the	generation	of	data.	For	
CDRs,	this	is	manifest	in	the	fact	that	they	do	not	exist	for	all	calls!	If	calls	are	made	via	
Wire,	Skype	or	Whatsapp	(or	other	types	of	VoIP	phone	calls),	CDRs	are	not	generated.	
If	particular	types	of	calls	are	made	using	VoIP	or	if	specific	types	of	users	have	strong	
preferences	for	these	platforms,	they	will	be	systematically	underrepresented	in	CDR	
datasets.	Digital	platforms	also	have	log	files	that	would	enable	an	analyst	to	retrieve	
data	about	calls	made	using	Skype	or	Whatsapp.	But	this	data	set	would,	like	CDRs,	also	
be	shaped	by	the	kinds	of	uses	and	users	it	attracts,	and	have	its	own	limitations.	Digital	
platforms	are	furthermore	increasingly	malleable	and	generated	on	the	fly—this	means	
that	they	are	less	stable	as	a	basis	for	gathering	data.	There	are	always	deletions,	delays,	
errors,	repetitions,	glitches,	updates	and	differences	that	arise	from	the	many	portable	
technological	supports	through	which	platforms	are	used.	
	
These	several	considerations	about	how	data	sets	are	shaped	even	before	analyses	are	
performed	suggest	that	we	can	better	see	data	as	a	lens,	rather	than	a	window.	A	lens	



 
 

44 

orients	us	to	a	particular	way	of	looking	at	the	world,	rather	than	providing	a	
transparent	way	of	looking	at	it.	The	assumption	of	‘having	all	the	data’	tends	to	stress	
the	view	that	data	is	a	transparent	window.	As	we	saw	with	the	example	of	CDRs,	data	
only	document	a	fragment	of	reality,	seen	through	a	specific	perspective	and	
constrained	by	specific	instruments	and	formats.	Second,	there	are	always	non-users	of	
a	technology	or	users	who	use	the	technology	in	a	radically	unexpected	way,	so	there	is	
never	100%	representation	in	the	data	either.	This	is	neither	a	shortcoming	of	CDRs	nor	
of	digital	data	per	se.	All	data	sources	have	limitations	and	decisions	always	need	to	be	
made	about	which	data	to	include	in	an	analysis.	The	problem	arises	when	this	need	to	
evaluate,	clean,	shape	and	otherwise	select	data	is	erased	or	considered	trivial.	
Furthermore,	loud	claims	about	the	total	capture	possible	by	Big	Data	overshadow	the	
partiality	of	data	and	can	cause	analysts	to	neglect	making	this	partiality	visible	and	to	
underestimate	the	need	to	investigate	the	sources	of	that	partiality.		
	
Returning	to	the	CDR	example:	the	many	qualifications	made	above	do	not	invalidate	
the	use	of	this	data,	but	they	should	make	us	aware	of	the	need	to	carefully	account	for	
the	ways	in	which	data	is	not	neutral.	As	we	saw,	to	evaluate	a	CDR	data	set,	we	need	to	
be	aware	of	the	market	share	of	providers,	of	the	physical	characteristics	of	the	
transmission	system	over	which	calls	are	made,	of	privacy	regulation,	of	calling	cultures	
(such	as	flashing)	and	of	preferences	of	users	for	platforms.	Sociological,	economic,	
technological	and	infrastructural	aspects	all	shape	the	data	and	make	it	far	from	neutral.	
CDR	data	can	be	very	valuable,	especially	when	we	are	able	to	value	it	in	relation	to	
careful	accounts	of	its	non-neutrality.	If	we	take	data	journeys	seriously,	then	it	follows	
that	there	is	no	such	thing	as	neutral	data,	and	that	it	is	not	possible	to	have	all	the	data.	
The	journey	of	the	data	has	inevitably	selected	and	shaped	the	data	in	particular	ways.	
This	insight	should	not	be	read	as	a	call	to	remove	subjectivity	by	implementing	as	
much	automation	as	possible	or	by	standardizing	as	many	aspects	of	data	creation	as	
possible.	What	is	more	insightful	and	productive	is	to	ask	is	how	data	creation	and	the	
rest	of	the	data	journey	come	into	being.		
	
	
3.3	Data	are	context-dependent	
	
It	is	tempting	to	think	that	the	scientific	significance	of	data	lies	in	their	context-
independence,	and	the	extent	to	which	they	objectively	document	the	world	without	
any	interference	from	human	interests	and	values.	As	shown	in	the	preceding	sections,	
this	is,	however,	clearly	not	the	case.	In	order	to	do	good	data	science,	one	must	
carefully	consider	how	to	contextualize	the	data	as	well	as	the	processing	tools,	
questions	and	background	knowledge	through	which	the	data	are	analysed.	If	we	
consider	data	in	context,	this	is	improves	the	accuracy	and	reliability	of	knowledge	
being	produced,	the	understanding	of	the	problem	and/or	situation	being	studied,	and	
the	potential	impact	of	processes	of	datafication.	How	data	are	interpreted	often	
changes	depending	on	the	skills,	background	knowledge,	and	circumstances	of	the	
analysts	involved,	which	is	why	looking	at	the	same	dataset	from	a	variety	of	viewpoints	
often	yields	new	knowledge.	Maintaining	an	awareness	of	how	data	move	across	
contexts,	and	with	which	implications,	is	therefore	crucial	to	the	analyst.	
	
Remarkably,	studies	of	data	re-use	across	contexts	also	show	that	the	expectations	and	
abilities	of	those	handling	and	mobilising	data	determine	what	is	regarded	as	“data”	in	
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the	first	place	(Leonelli,	2016a;	Borgman,	2015).	Researchers	make	choices	about	which	
of	the	objects	produced	through	their	interactions	with	the	world	–	whether	they	be	
experimental	interventions,	observation	studies,	or	measurements	–	deserve	the	most	
attention	as	potential	evidence	for	claims	about	phenomena	or	specific	courses	of	
action.	Biologists,	clinicians	and	plant	breeders	differ	considerably	in	the	data	they	will	
consider	most	useful	towards	studying	gene-environment	interactions;	and	there	are	
many	documented	cases	in	archaeology,	astronomy,	biomedicine,	and	physics	where	
objects	considered	as	data	at	the	start	of	an	investigation	no	longer	have	that	status	by	
the	end	of	it,	or	vice	versa	(Leonelli	and	Tempini,	2020).	A	set	of	photographs	taken	in	a	
forest,	for	example,	could	constitute	useful	data	for	the	study	of	phenomena	as	diverse	
as	the	growth	pattern	of	a	given	tree	species,	the	symptoms	of	an	infection,	the	effect	of	
certain	meteorological	conditions	on	photosynthesis,	and	the	presence	of	parasites	in	a	
specific	location.	Each	of	these	interpretations	is	affected	both	by	the	physical	features	
of	the	photos	(definition,	level	of	detail,	focus	of	attention,	colour	schemes)	and	by	the	
manner	in	which	whoever	handles	these	objects	accentuates	their	usability	as	data	(for	
instance	by	zooming	on	a	specific	detail,	adding	metadata,	and/or	changing	format	to	
foster	interoperability	with	other	botanical	data).		
	

	
Figure	3.4	Photo	as	evidence	Date:	1940	Location:	South	Moluccas,	Indonesia,	
Photographer:	unknown,	Tropenmuseum	of	the	Royal	Tropical	Institute,	KIT.	Rights:	
Photos	downloaded	from	the	Essential	Lens	site	are	cleared	for	educational	use	only.		
	
A	photo	such	as	the	one	in	Figure	3.4	has	a	data	journey	spanning	decades.	It	is	a	
photograph	that	belongs	in	the	collection	of	the	Tropenmuseum	in	Amsterdam,	the	
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Netherlands.	It	was	probably	taken	as	evidence	of	the	Dutch	colonial	administrator	of	
the	Dutch	Moluccas	fulfilling	his	duties.	It	later	became	evidence	of	colonial	relations,	as	
it	is	currently	available	as	part	of	digital	collection	entitled	Economies	and	Empire:	
Colonialism	and	the	Clash	of	National	Visions.	It	could	also	be	used	as	evidence	of	how	
software	can	be	used	to	correct	horizon…	In	each	of	these	three	instances,	different	
aspects	of	this	photograph	count	as	data,	and	the	photograph	has	a	different	
relationship	to	technologies	and	infrastructure	(photographic	prints,	photo	albums,	
colonial	archives,	digitization	projects,	databases	of	images,	image	processing	software).	
As	you	read	this,	this	photo	is	put	forward	in	a	textbook,	an	educational	context,	as	
evidence	of	the	importance	of	data	journeys	–	yet	a	different	use	of	this	data.	Hence,	
while	the	features	of	the	objects	considered	as	data	certainly	shape	their	use	and	
interpretation,	it	is	often	possible	to	obtain	different	information	from	objects	
depending	on	how	these	are	managed	and	interpreted.	A	particular	combination	of	
interests,	abilities	and	accessibility	determine	what	is	identified	as	data	in	each	
instance.	
	
Similar	considerations	apply	to	data	in	numerical	form.	Such	data	are,	on	the	one	hand,	
eminently	transportable:	they	are	easy	to	copy,	aggregate	and	visualise.	On	the	other	
hand,	what	numbers	may	be	taken	to	represent	can	vary	just	as	dramatically	as	in	the	
case	of	the	photograph	above.	Some	numbers	may	have	very	different	interpretations,	
such	as	numbers	used	to	count	Covid19	infections:	politicians	may	see	them	as	
documenting	the	success	of	a	public	health	intervention,	while	medical	professionals	
could	seem	them	as	part	of	a	trend	leading	to	an	overwhelmed	medical	system.	Other	
numbers	are	taken	to	indicate	different	things	altogether,	depending	on	who	is	using	
them.	For	instance,	the	fact	that	66%	of	Greeks	had	access	to	a	smartphone	in	2017	can	
be	seen	as	indicating	a	high	rate	of	penetration	of	digital	technology	in	everyday	life	in	
Greece	or	as	indicating	that	44%	of	Greeks	have	much	less	access	to	digital	
communications.	Even	numbers	that	have	clear	standardised	parameters,	such	as	
measurements	of	length,	could	be	interpreted	differently	depending	on	which	unit	of	
measurement	is	being	considered:	it	matters	a	great	deal	whether	a	measurement	is	
taken	in	inches	or	in	meters,	for	instance.				
	
3.4	Conclusion:	Characteristics	of	data	
	
We	started	out	with	some	of	the	claims	that	data	is	neutral	until	analysed	and	that	Big	
Data	is	comprehensive.	Such	belief	in	the	power	of	Big	Data	to	provide	neutral	access	to	
reality	and	to	describe	everything	has	been	called	‘Big	Data	empiricism’.	This	indicates	
a	belief	that	data	is	the	best	form	of	evidence	to	establish	truth,	to	form	opinions	about	
the	world,	and	to	make	judgments:	data	can	somehow	“speak	for	themselves”	and	
reveal	the	truth	to	those	who	know	how	to	decipher	them.	Big	Data	empiricism	
therefore	places	Big	Data	in	a	privileged	position	to	count	as	evidence	(Rieder	and	
Simon,	2016.	This	is	very	significant,	especially	in	combination	with	the	increasing	use	
of	algorithms	and	other	automated	tools	that	process	such	data	–	something	we	
examine	in	the	next	chapter,	where	we	discuss	the	relationship	between	data	and	
knowledge.	
		
In	this	chapter,	we	gave	reasons	to	mistrust	Big	Data	empiricism.	Thinking	of	data	as	
“speaking	the	truth”	-	independently	of	how	they	are	handled,	where,	when	and	by	
whom	-	is	highly	problematic.	A	much	better	starting	point	is	to	recognise	that	using	
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data	involves	being	able	to	contextualise	the	data	appropriately,	which	in	turn	involves	
understanding	as	well	as	possible	how	data	have	been	generated	and	mobilised.	We	
highlighted	the	importance	of	data	journeys,	and	the	implications	of	emphasising	the	
mobility	of	data	to	understand	the	characteristics	associated	with	data.	To	summarise	
our	findings,	here	is	a	list	of	the	key	features	of	data	elicited	from	studying	how	they	are	
handled	and	used	in	society:		
	

• Data	are	made,	not	found:	this	draws	attention	to	how	data	are	created,	
which	enables	us	to	better	understand	how	to	use	them	as	evidence		
	
• Data	are	partial:	this	leads	us	to	ask	about	what	was	not	captured	in	the	
data	and	about	who	is	excluded.	It	draws	attention	to	what	we	expect	from	users,	
and	to	the	levels	of	compliance	we	assume	from	users.	This	also	helps	us	
understand	how	strategies	of	use	(some	users	avoid	using	systems	in	specific	
ways)	or	design	elements	(systems	can	only	be	used	on	some	devices)	
systematically	exclude	the	possibility	that	some	data	will	be	gathered.	
	
• Data	are	limited:	this	draws	our	attention	to	where	the	data	begins	and	
ends.	For	example,	we	need	to	pay	attention	to	how	changes	in	legislation,	in	
technology	or	in	cost	structures	mark	the	start	or	end	of	types	of	data.	Another	
consideration	is	the	growing	and	waning	popularity	of	certain	platforms	among	
specific	demographic	groups.	
	
• Data	are	shaped	by	technologies:	we	can	describe	how	data	are	generated	
and	retrieved,	and	evaluate	the	kind	of	variation	can	be	expected,	due	to	
instability/dynamism	of	the	systems.	

	
• Data	are	contextual,	not	neutral:	the	technologies	through	which	data	are	
generated	are	themselves	products	of	specific	social	circumstances,	which	need	
to	be	understood	in	order	to	better	situate	the	data.	
	
• Data	contain	assumptions:	about	what	the	data	could	be	used	for,	which	
were	built	into	the	data	at	the	moment	of	acquisition,	and	may	have	been	
reinforced	or	changed	as	data	were	processed:	Which	data	were	removed	in	
cleaning?	Why?	Which	corrections	were	systematically	applied?	Why?	What	kind	
of	noise	is	there	among	these	data	and	what	does	this	noise	say	about	the	signal?	
	
• Data	use	is	contingent	on	goals:	the	interests	and	aims	of	data	workers	
play	a	central	role	in	determining	how	data	are	handled	and	to	which	effect.	As	
clearly	demonstrated	by	clever	statistical	manipulations,	it	is	always	possible	to	
interpret	data	to	suit	a	wide	variety	of	agendas.	It	is	therefore	imperative	to	make	
processes	of	data	analysis,	and	the	values	and	interests	underpinning	data	work	
accountable.	

	
• Data	are	changeable,	not	fixed:	whenever	the	format	or	medium	of	data	
travel	shifts,	for	instance	when	changing	the	type	of	file	data	are	encased	in	to	fit	
a	new	programme,	the	ways	in	which	data	can	be	analysed	and	handled	also	
change	–	often	leading	to	a	shift	in	what	data	can	come	to	signify.		
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We	need	to	keep	these	points	in	mind	whenever	using	data.	Being	mindful	of	the	
positionality	of	data	fosters	the	ability	to	evaluate	data	according	to	their	provenance,	
their	merits	and	disadvantages,	and	to	critically	assess	their	value,	quality	and	
limitations.	This	improves	the	reliability	of	the	data	themselves	and	of	the	use	we	make	
of	them	as	evidence.	And	in	turn,	paying	attention	to	the	characteristics	of	data	helps	us	
make	the	conditions,	priorities,	interests,	and	judgments	that	shape	the	data	explicit	and	
open	to	scrutiny.		
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Chapter	4.	Data,	Evidence	and	Knowledge	
	
	
Summary	
In	this	chapter,	we	build	on	our	analysis	of	the	characteristics	of	data	and	examine	how	
data	can	function	as	evidence.	We	show	that	how	we	think	about	data	matters.	It	has	
important	consequences	for	data	management	and	use	of	data.	We	begin	by	introducing	
two	different	ways	of	conceptualising	data,	the	representational	view	and	the	relational	
view.	We	analyse	the	differences	between	these	two	views	and	then	illustrate	some	of	
the	failings	of	the	representational	view	–	and	the	reasons	why	understanding	data	
relationally	has	a	positive	impact	on	all	aspects	of	data	work.	To	discuss	the	contexts	in	
which	these	two	views	are	used,	we	use	the	term	“knowledge	production”.	This	includes	
academic	research	as	well	as	other	forms	of	research	grounded	on	data	that	produce	
marketing	insights,	predictions	about	future	behaviour,	or	indications	for	running	a	
business.	We	conclude	the	chapter	with	a	reflection	on	how	data	fit	the	broader	space	of	
knowledge	production	and	explain	how	knowledge	is	extracted	from	data.			
	
	
4.1	Introduction:	The	representational	and	the	relational	views	on	data	
	
When	we	work	with	data,	whether	as	researchers	in	a	university	setting	or	as	analysts	
in	a	company,	we	have	a	view	on	data	that	informs	our	decisions	and	actions.	By	a	
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“view”,	we	mean	some	fundamental	expectations	about	how	data	relates	to	the	world	
and	how	we	can	rely	on	it.	This	chapter	is	about	conceptualising	how	we	think	about	
data	and	what	we	think	it	can	do.	As	an	illustration,	take	the	tagline	for	Twitter:	“it’s	
what’s	happening”.	We	might	take	this	at	face	value—Twitter	activity	is	a	
representation	of	what	is	happening	in	the	world,	or	at	least	in	the	lives	of	the	many	
people	who	use	Twitter.	Or	we	might	interpret	the	tagline	differently:	this	is	what	is	
happening	on	the	Twitter	platform,	based	on	what	its	users	want	to	communicate	about	
and	what	is	shown	to	me	through	my	feed	as	a	result	of	my	decisions	on	who	to	follow	
and	of	the	platform’s	algorithmic	selections	of	which	tweets	to	put	in	my	feed.	This	very	
simple	example	shows	the	contrast	between	a	representational	and	a	relational	view	of	
data.		
	
The	representational	view	of	data	is	perhaps	the	most	intuitive	and	popular	approach	to	
conceptualising	data	and	understanding	their	role	in	knowledge	production,	so	we	start	
from	there.	Within	a	representational	view,	data	are	objects	that	capture	and	represent	
specific	aspects	of	the	world.	In	this	view,	data	constitute	the	starting	point	for	
empirical	knowledge.	Figure	4.1	provides	a	graphical	explanation	of	the	
representational	view.	

	
	

Figure	4.1	A	representational	view	of	data.	
	
In	the	representational	view,	the	more	data	we	have,	the	more	information	we	have	
about	how	the	world	works	–	from	which	knowledge	can	then	be	extracted.	The	
representational	view	acknowledges	that	when	scientists	gather	data,	they	do	so	in	a	
structured	way,	and	that	certain	aspects	of	the	world	are	prioritised	and	highlighted	
whenever	a	dataset	is	produced.	For	instance,	scientists	will	focus	on	some	aspects	and	
downplay	others	because	of	the	questions	they	are	asking.	They	select	and	structure	
data	on	the	basis	of	what	they	already	know	and	what	they	wish	to	know.	In	turn,	this	is	
shaped	by	historical	developments	and	current	circumstances.	Because	of	this	selection	
and	structuring,	data	are	not	simply	a	mirror	of	reality,	but	rather	a	way	to	depict	it	so	
that	it	can	be	analysed	and	better	understood.	Of	course,	scientists	are	not	the	only	ones	
gathering	data.	When	data	from	social	media	platforms	are	gathered,	there	is	also	a	
structuring	and	selection	of	data,	and	some	data	will	be	of	greater	interest	than	others.	
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In	what	follows,	we	use	examples	ranging	from	genetics	research	to	the	marketing	of	
chocolate.		
	
Raw	data,	in	the	representational	view,	are	data	that	have	just	been	generated	and	have	
not	been	further	processed.	In	this	sense,	they	are	the	closest	documentation	that	we	
can	have	of	the	world	“as	it	is”,	independently	of	human	ideas	and	interference.	Raw	
data	is	thus	taken	to	provide	unmediated	access	to	reality.	This	implies	that	the	
information	content	of	data	is	regarded	as	fixed,	regardless	of	how	data	are	used.	The	
challenge	for	research	methods	is	then	to	uncover	what	it	is	that	the	data	indicate	about	
the	world,	by	“cleaning”	the	data	from	the	noise	that	may	result	from	imperfect	human	
measuring	practices.	Controlled	conditions	of	data	collection	and	sophisticated	
statistical	analyses	are	among	the	methods	that	make	it	possible	to	evaluate	what	
information	a	data	set	contains	about	the	world.	The	main	focus	of	research	methods	is	
to	improve	the	representations	and	remove	as	much	human	(or	other)	bias	as	possible	
from	the	process	of	data	analysis.	Data,	in	the	representational	view,	are	untainted	by	
human	interpretation:	the	main	purpose	of	data	is	to	help	test	theories	independently	of	
the	specific	biases	and	fallibility	of	human	perception.		
	
	
In	the	relational	view	of	data,	by	contrast,	the	main	focus	is	on	understanding	data	
based	on	the	relations	that	data	has	to	many	aspects	of	knowledge	production,	including	
existing	knowledge,	social	context	and	human	agency.	In	this	view,	data	is	the	product	
of	human	interactions	with	the	world.	They	are	not	representations	per	se,	which	have	
meaning	regardless	of	context.	Instead,	what	data	may	or	may	not	represent	is	the	
outcome	of	a	process	of	inquiry	pursued	by	humans	in	a	given	context.	In	the	relational	
view,	there	thus	is	no	such	thing	as	‘raw	data’	as	an	abstract	category.	In	interacting	
with	the	world,	we	create	objects.	What	information	you	think	these	objects	provide	
about	the	world	(and	what	should	instead	be	viewed	as	noise)	will	depend,	among	other	
things,	on	how	you	want	to	use	them.	The	objects	will	only	become	data	once	you	have	
decided	that	they	are	to	be	used	as	evidence	for	a	particular	claim.	This	intended	use	is	
what	will	help	you	remove	the	noise	and	retain	the	valuable	information.	What	counts	
as	data	depends	on	what	you	do	with	them.	The	question	‘What	are	data?’	cannot	be	
answered	in	the	abstract	in	a	relational	view.	It	can	only	be	answered	with	reference	to	
specific	(research)	situations,	in	which	investigators	make	decisions	about	which	data	
could	be	used	as	evidence.	This	is	why	it’s	valuable	to	define	data	in	terms	of	their	
function	rather	than	in	terms	of	intrinsic	properties.	
	
When	working	with	a	representational	view	of	data,	then	the	focus	is	on	improving	the	
conditions	under	which	the	representation	is	created	–	thus,	the	stage	of	data	collection.	
Once	a	dataset	is	created,	it	is	trusted	to	contain	a	nugget	of	truth	that	needs	to	be	
disclosed	through	appropriate	methods.	The	bulk	of	research	efforts	is	thus	directed	at	
finding	good	methods	(typically	statistical	tools	and/or	algorithms)	towards	analysing	
the	data.		By	contrast,	the	relational	view	defines	data	as	objects	that	are	treated	as	
potential	or	actual	evidence	for	claims	about	phenomena	in	ways	that	can,	at	least	in	
principle,	be	scrutinised	and	accounted	for	(Leonelli,	2016a).	The	relational	definition	
acknowledges	that	data	are	powerful	but	unpredictable	objects.	Their	value	as	evidence	
is	not	fixed	and	may	increase,	the	more	data	are	shared	and	scrutinized	across	multiple	
contexts.	The	meaning	assigned	to	data,	and	thus	their	value	as	evidence,	is	determined	
on	the	basis	of	their	provenance,	their	physical	features	and	what	these	features	are	
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taken	to	represent,	as	well	as	the	motivations	and	instruments	used	to	visualise	them	
and	to	defend	specific	interpretations.	Something	becomes	data	when	it	is	used	as	
evidence	for	a	claim.	For	instance,	a	poem	can	be	just	a	piece	of	literature;	when	it	is	
used	as	evidence	to	claim	that	Marlowe	is	actually	the	author	of	Shakespeare’s	sonnets,	
that	poem	becomes	data.	Similarly,	a	photograph	of	a	tree	can	be	a	nice	memory	of	a	
sunny	holiday	–	but	if	it	is	taken	as	evidence	of	the	health	of	that	tree	on	that	particular	
day,	that	photograph	becomes	data.	These	everyday	examples	are	no	different	from	the	
way	data	work	in	Big	Data	contexts	or	in	audit	cultures	where	indicators	dominate.	A	
‘like’	on	Facebook	only	becomes	data	when	it	is	recorded,	collected,	connected	to	the	
liked	object	and/or	the	profile	of	the	liker,	and	compared	to	other	‘likes’	in	order	to	
serve	as	evidence	to	make	a	claim	about	popularity,	social	ties,	or	preferences.		

The	relational	view	works	with	a	functional	definition	of	data:	data	are	only	such	by	
virtue	of	their	function	within	a	given	situation	of	inquiry,	and	their	relation	to	the	
inquirer,	the	nature	of	the	phenomenon	being	investigated	and	other	components	(such	
as	relevant	models	and	algorithms).	This	framework	acknowledges	that	any	object	can	
be	used	as	a	datum,	or	stop	being	used	as	such,	depending	on	the	circumstances.	This	is		
a	well-known	consideration	to	anyone	dealing	with	historical	data,	often	held	in	
forgotten	archives	and	therefore	reduced	to	meaningless	objects.		The	importance	of	
circumstances	for	determining	whether	something	is	data	or	not	also	highlights	that	the	
mobility	of	data	matters	enormously,	as	discussed	in	the	preceding	section.	The	
relational	view	acknowledges	that	all	aspects	of	knowledge	production	are	connected:	
changes	in	one	aspect	will	affect	the	other	steps	as	well	(see	Figure	4.2).		

	

	

Figure	4.2	The	cycle	of	knowledge	production	according	to	the	relational	view	on	data.	
Adapted	from	Leonelli	2019	[EJPS].	
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4.2	What	is	evidence?	The	path	from	data	to	knowledge	
	
What,	then,	is	evidence?	In	order	to	understand	this	better,	we	need	to	take	a	step	back	
and	consider	how	data	is	actually	transformed	into	knowledge	(see	Figure	4.1).	
Empirical	investigation	starts	from	the	interaction	between	humans	and	the	world.	
These	interactions	produce	various	types	of	objects	such	as	numbers,	measurements,	
symbols,	photographs,	descriptions	and	graphs.	Some	of	these	objects	are	then	selected	
and	processed	to	become,	at	least	in	part,	a	source	of	knowledge.	What	we	call	data	are	
objects	that	we	manipulate	in	this	way.	What	this	data	are	used	to	stand	for	is	not	
determined	exclusively	by	the	physical	features	of	the	data	themselves.		The	
preconceptions	and	context	of	those	evaluating	their	potential	meaning	also	matter.	
Interpreting	data	as	a	source	of	knowledge	therefore	goes	through	another	two	stages:	
(1)	the	development	of	ways	of	ordering	data	that	reveal	a	specific	representative	
function	-	often	understood	as	the	process	of	data	modelling	-	and	(2)	the	use	of	the	
resulting	models	as	an	empirical	foundation	for	the	production	of	knowledge.	In	this	
view	of	knowledge	production,	therefore,	the	representative	function	of	data	continues	
to	be	present,	but	it	is	not	data	in	themselves	that	are	taken	to	represent	the	world.	It	is	
instead	the	data	model,	selected	by	whoever	is	interpreting	data	and	deciding	how	to	
organise	them,	that	carries	out	the	representative	function.	In	other	words,	it	is	a	
certain	ordering	of	data	–	the	way	in	which	it	is	viewed	and	made	relevant	to	a	specific	
dataset	–	that	represents	a	particular	aspect	of	the	world	and	makes	it	accessible	to	
further	analysis.	It	is	by	ordering	data	that	data	become	usable	as	proof	of	specific	facts	
and	as	source	of	new	knowledge.	Data	are	not	by	themselves	an	objective	foundation	for	
knowledge;	it	is	the	way	we	organise	and	view	them	that	determines	its	meaning.	

It	is	important	to	note	here	that	the	term	“knowledge”	can	be	itself	interpreted	in	at	
least	two	ways,	and	that	data	are	central	to	how	and	what	we	know	in	both	of	these	
senses.	The	first	interpretation	of	knowledge	is	as	the	set	of	claims	that	we	take	to	be	
true,	as	when	“knowing	that”	something	is	the	case.	For	instance,	if	you	want	to	know	
what	role	genes	play	in	the	cross-generational	transmission	of	cystic	fibrosis,	you	can	
look	this	up	in	a	medical	textbook	which	will	explain	this	to	you.	The	second	
interpretation	of	knowledge	is	as	the	skills	and	strategies	that	we	need	to	intervene	in	
the	world,	as	when	“knowing	how”	something	can	come	about.	For	example,	when	
wishing	to	know	what	to	do	in	case	of	a	heart	attack,	you	may	sign	up	for	appropriate	
training	by	a	reanimation	specialist.	In	both	of	these	cases,	data	are	the	empirical	
foundation	for	the	knowledge	in	question:	without	data	documenting	the	correlation	
between	the	incidence	of	cystic	fibrosis	and	the	possession	of	certain	genetic	traits,	
there	would	be	no	evidence	for	the	claim	that	those	genes	are	a	reliable	marker	for	the	
disease;	and	without	data	on	the	effectiveness	of	providing	certain	kinds	of	help	to	
people	suffering	of	a	heart	attack,	there	would	be	no	evidence	for	the	adoption	of	a	
certain	strategy	of	intervention	rather	than	another.		

Inquiry	is	thus	best	depicted	as	an	iterative	process	consisting	of	five	key	steps,	
represented	in		4.2	above:	(1)	the	production	of	objects	of	investigation	through	
interaction	with	the	world;	(2)	the	processing	of	such	objects	so	that	they	can	function	
as	data,	which	unavoidably	involves	a	restriction	in	the	evidential	space	within	which	
data	can	be	credibly	used;	(3)	the	ordering	of	data	through	data	models,	so	that	they	
can	represent	specific	phenomena;	(4)	the	use	of	data	models	to	develop	knowledge	
claims	about	those	phenomena;	and	(5)	the	use	of	knowledge	claims	to	frame	further	
interactions	with	the	world.	Theory	is	involved	in	each	of	these	steps,	but	in	different	
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ways.	Steps	(1)	and	(2)	affect	what	ends	up	counting	as	data,	and	theoretical	
commitments	are	mostly	incorporated	in	the	choice	of	materials	and	samples,	
experimental	instruments	and	data	sharing	procedures	–	the	ways,	in	other	words,	in	
which	researchers	carve	nature’s	joints	and	thus	limit	the	conceptual	space	within	
which	data	can	be	used	as	evidence.	Steps	(3)	and	(4)	are	where	researchers	actively	
question,	identify	and	stabilise	conceptual	assumptions	about	the	nature	of	phenomena	
to	be	investigated,	which	shape	the	content	and	formulation	of	the	knowledge	claims	
being	produced.		

4.3	Examples	of	data	within	the	knowledge	production	cycle	

Let	us	consider	the	example	of	botanical	data	to	illustrate	this	process	more	concretely.	
In	this	instance,	an	amateur	taking	pictures	in	the	woods	produces	objects	through	their	
interaction	with	the	world.	These	objects	-	their	photographs	-	may	then	be	processed	
by	researchers	with	the	expectation	they	may	function	as	data	(for	example	when	these	
photos	are	formatted	and	loaded	into	a	database).	The	researchers	order	and	organise	
data	thus	obtained	in	ways	that	help	them	represent	different	phenomena	depending	on	
their	interests	and	specialism:	morphologists	may	analyse	the	shape	of	leaves	of	a	
specific	tree	species	in	a	certain	location,	and	use	the	photographs	create	models	that	
represent	different	leaf	shapes	and	their	relation	to	the	characteristics	of	different	parts	
of	the	woods.	Or	pathologists	may	look	for	the	visible	symptoms	of	potential	tree	
diseases,	and	use	the	photographs	to	produce	models	that	indicate	the	incidence	of	a	
given	disease	in	the	forest.	The	different	models	created	by	these	researchers	are	then	
tested	to	verify	their	reliability	and	relevance	to	the	phenomena	they	document	-	for	
example,	pathologists	check	that	the	disease	symptom	model	derived	from	the	
photographs	found	online	matches	the	features	of	data	models	coming	from	other	
sources	and,	when	possible,	they	return	to	the	location	in	question	to	verify	the	
truthfulness	of	the	model.	If	the	models	are	found	to	be	adequate,	they	are	used	as	a	
source	of	knowledge	on	the	way	that	disease	manifests	in	the	plants	analysed.	If	they	are	
judged	to	be	inadequate,	researchers	go	back	to	analysing	the	data	and	try	to	order	
them	in	different	ways	-	a	process	that	sometimes	requires	radically	changing	the	type	
of	objects	considered	as	data	and/or	the	aspect	of	reality	being	investigated:	perhaps	
the	pathologists	have	been	considering	the	wrong	disease,	for	instance.	This	example	
shows	how,	in	order	to	give	rise	to	knowledge,	data	need	to	be	manipulated,	cleaned	and	
ordered	to	fit/inspire/support	a	particular	representation	of	the	world,	that	is,	a	model.	
Modelling	is	the	stage	of	inquiry	where	a	link	is	made	between	what	are	considered	to	
be	data	and	the	aspects	of	the	world	that	the	data	are	supposed	to	be	documenting.	
Once	data	are	made	to	fit	a	specific	model,	their	value	as	evidence	is	established.		

Another	example	is	the	analysis	of	telephone	call	data	records	(‘call	data	records’,	or	
CDRs),	a	type	of	data	that	we	discussed	in	relation	to	data	circulation	and	cleaning	
(Section	3.2).	CDRs	were	designed	to	keep	track	of	telephone	service	use	and	to	
generate	reports	that	would	enable	companies	to	claim	funds	from	their	users.	In	this	
sense,	CDRs	were	designed	to	act	as	data	for	the	telephone	service	provider,	since	they	
were	used	as	evidence	of	phone	use	for	which	a	customer	could	be	billed.	Beyond	this	
original	purpose,	CDRs	have	been	used	to	understand	a	variety	of	different	phenomena,	
like	mobility	and	migration,	traffic	patterns,	social	networks,	market	development	
opportunities,	etc.		A	claim	like	‘there	is	demand	for	more	capacity	of	mobile	network	in	
this	part	of	the	city’	is	a	knowledge	claim	based	on	objects	(CDRs)	that	become	data	
once	they	serve	as	evidence	for	this	claim.	It	involves	using	a	model	of	telephone	activity	
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and	of	user	behaviour	in	a	physical	space	that	explains	the	real-world	activity	that	leads	
to	the	generation	of	CDRs.	This	example	shows	that	such	a	model	is	not	necessarily	
explicit,	and	those	who	produce	it	and	use	it	may	be	doing	so	without	being	aware	of	it.	
The	model	may	indeed	be	based	on	everyday	experiences	or	common	sense.	If	you	think	
“when	people	use	their	phones,	this	activity	becomes	visible	as	a	CDR”,	this	is	based	on	a	
specific	understanding	of	the	relationship	between	phone	use	and	the	creation	and	
recording	of	a	CDR.	This	understanding	can	work	as	a	data	model	when	it	is	used	to	
analyse	and	interpret	CDR	data.	(Of	course,	a	model	can	also	be	more	conceptual,	
expressed	as	a	diagram	or	in	abstract	mathematical	notation	–	we	return	to	the	issue	of	
data	modelling	more	systematically	in	the	next	chapter).	

	
Data	are	also	a	factor	in	other	settings,	where	the	traces	are	produced	differently.	How	
about	a	claim	like	‘the	best	time	to	market	our	new	chocolate	bar	is	when	our	customers	
are	most	likely	to	buy	chocolate-related	products,	which	is	between	16.00	and	18.00	
local	time’?	This	claim	is	based	on	buying	patterns	that	are	identified	using	objects	such	
as	timestamps	and	items	on	receipts	listing	chocolate	as	one	of	the	items	purchased.	
These	become	data	when	they	are	put	forth	as	evidence	of	purchasing	patterns.	In	their	
role	as	data,	timestamps	and	itemized	receipts	can	be	compared	to	check	for	patterns	of	
purchases,	with	receipts	containing	chocolate	being	clustered	depending	on	time	of	day.	
The	resulting	knowledge	about	preferred	time	for	buying	chocolate	will	be	used	to	
shape	future	actions,	such	as	prominent	placement	of	ads	for	chocolate	products	at	
given	times.	In	turn,	this	can	be	monitored	by	paying	attention	to	objects	that	can	serve	
as	evidence	as	to	whether	the	ad	campaign	is	working	(for	example,	trends	in	sales	
revenue).	
	
A	final	example:	consider	a	claim	like	‘to	ensure	that	our	citizens	experience	the	best	
service	from	the	municipality,	we	have	to	ensure	that	the	passport	desk	has	extra	
capacity	6	weeks	before	the	school	holidays	begin.’	The	claim	is	based	on	data	about	the	
number	of	times	that	citizens	access	the	web	interface	to	make	an	appointment	with	the	
passport	office	in	the	weeks	preceding	the	school	holidays.	The	evidence	to	support	this	
claim	consists	of	the	traces	left	by	website	use,	specifically	the	‘make	an	appointment’	
feature.	These	data	that	can	be	combined	with	the	types	of	data,	such	as	reports	
produced	by	employees	of	the	passport	office	who	identify	a	large	number	of	“last	
minute”	users	of	their	service	–	thus	corroborating	the	need	for	higher	capacity	to	
ensure	that	all	those	who	request	a	passport	in	the	weeks	before	school	holidays	can	
actually	get	one	in	time	to	be	able	to	travel.			
	
Given	these	examples,	we	can	now	come	back	to	the	question	of	what	evidence	consists	
of	in	the	relational	framework.	Evidence	is	the	specific	arrangement	and	formatting	of	
data,	which	is	taken	to	corroborate	(provide	reasons	to	believe	in)	a	particular	claim.	In	
other	words,	evidence	is	“ordered	data”:	data	that	have	been	prepared,	managed	and	
visualised	within	a	model,	to	serve	as	evidence	about	the	world.	

	

4.4	Contrasting	the	representational	and	relational	perspectives	
	
Both	the	representational	and	the	relational	views	on	data	agree	on	a	number	of	key	
points:	

• data	are	the	result	of	complex	interactions	between	researchers	and	the	world	



 
 

55 

• interfaces	such	as	observational	techniques,	measurement	and	registration	
devices	play	an	important	role	

• rescaling,	modification,	standardization	of	objects	is	needed	to	make	
investigation	possible,	and	this	holds	for	many	different	kinds	of	objects,	
including	numbers	as	well	as	observations.		

	
However,	a	relational	view	draws	more	attention	to	the	whole	cycle	of	knowledge	
production.	A	relational	view	highlights	how	the	whole	cycle	is	important	for	how	
objects	underlying	data	are	created,	the	models	that	go	into	shaping	this,	the	kind	of	
mobility	we	give	to	data,	the	kind	of	knowledge	we	create	and	the	ways	this	changes	
how	we	act	in	the	world.	We	saw	the	importance	of	this	when	we	looked	at	datafication	
and	made	the	link	between	how	this	process	changes	society.	If	we	were	to	take	a	
representational	look	at	datafication,	we	would	be	focusing	on	the	creation	and	
statistical	treatment	of	the	traces.	Any	effects	we	might	observe	would	then	be	easy	to	
condemn	as	‘bad	use	of	data’	and	we	would	not	pay	attention	to	the	way	particular	data	
orient	us	to	particular	uses	(and	vice-versa).	So,	if	we	want	to	understand	how	football	
metrics	are	changing	how	we	value	players,	from	a	representational	view,	we	would	
ask:	are	we	measuring	the	right	behaviours	accurately	enough?	How	can	we	improve	
sensors?	Is	the	granularity	sufficient?	Do	we	need	to	measure	vertical	as	well	as	
horizontal	acceleration	to	get	good	data	about	speed?	From	a	relational	view,	by	
contrast,	we	would	ask:	what	are	the	effects	of	the	measurements	of	players	becoming	
evidence	of	being	a	good	football	player,	when	we	use	data	about	completed	passes	or	
ball	possession	or	km	run	during	a	match?	How	do	these	data	make	sense	as	evidence,	
based	on	our	model	of	what	happens	during	a	football	match	to	make	a	team	successful?	
We	might	also	look	at	what	this	does	to	how	we	value	players	(as	
good/excellent/exceptional),	how	we	train	them	and	trade	them,	and	how	we	build	
stadiums	that	have	sensors,	screens	in	the	locker	rooms	and	dedicated	spaces	for	the	
analysts	along	the	field	and	how	our	knowledge	of	football	is	changing	from	an	
evaluation	of	teams	to	an	evaluation	of	players	as	individuals.	We	could	look	at	how	
such	data	travels	to	shape	FIFA	computer	games,	as	well	as	betting	shops	and	also	
affects	the	analytic	insights	of	tv	commentators.	
	
Another	way	in	which	these	views	matter	is	in	terms	of	how	we	value	knowledge	in	our	
society.	Consider	the	contrast	between	the	relational	view	and	a	pyramidal	
representation	of	“data-to-wisdom”	often	found	in	knowledge	management,	systems	
thinking	and	management	science	textbooks	(see	Figure	4.3)		
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Figure	4.3	Data-to-wisdom	Pyramid	Model,	from	(Ackoff,	1989).		

	

An	often-cited	source	for	this	hierarchy	is	T.S.	Eliot’s	The	Rock,	written	in	1934	as	a	
commissioned	Christian	pageant-play,	written	as	part	of	a	fund-raising	effort	to	build	
churches	in	the	suburbs	of	London.	These	two	lines	are	usually	quoted	without	much	
attention	to	their	context:	“Where	is	the	wisdom	that	we	have	lost	in	knowledge?	/	
Where	is	the	knowledge	that	we	have	lost	in	information?”	The	pyramid	model	was	
formalized	by	R.L.	Ackoff	(1989).	This	model	supports	a	number	of	ways	of	thinking	
about	the	relationships	between	its	levels,	and	it	is	generally	understood	to	go	from	low	
to	high	value,	and	from	low	to	high	meaning.	Furthermore,	when	discussed	in	the	
context	of	automation	and	digitization,	the	consensus	is	that	the	lower	levels	can	be	
automated	–	information	might	become	the	realm	of	AI	–but	that	the	upper	parts	may	
remain	uniquely	accessible	to	humans.		

This	model	assumes	that	there	will	always	be	more	data	than	there	are	claims	or	
evidence,	and	that	from	such	masses	of	data	some	evidence	can	be	distilled,	from	which,	
in	turn,	a	narrower	set	of	claims	are	extracted	or	inferred.	Furthermore,	it	assumes	that	
data	are	the	least	valuable	element,	while	knowledge	constitutes	the	pinnacle	of	human	
achievement	and	is,	accordingly,	more	challenging	and	valuable.		The	mechanisms	that	
lead	from	one	level	to	the	next	are	not	articulated,	but	the	assumption	is	that	data	are	
plentiful	and	form	a	stable	basis	for	the	pyramid,	while	wisdom	is	rare.	In	this	model,	
knowledge	is	derived	from	data	through	inductive	reasoning;	and	data	stand	as	they	
are,	no	matter	what	subsequent	interpretation	may	be	attributed	to	them.		

We	have	shown	how	knowledge	can	be	much	more	dynamic	that	this	pyramid	model	
allows:	one	person’s	wisdom	may	be	another	person’s	data.	Think	of	a	historian	
studying	letters,	diaries	or	reports.	While	the	diaries	contained	wisdom	for	the	writers,	
the	diaries	have	the	status	of	data	for	the	historian.	Furthermore,	we	might	ask	whether	
there	are	other	components	of	knowledge	and	wisdom	than	such	data	alone	-	for	
example,	experiences	and	relationships.	The	pyramid	thus	assumes	a	representational	
view	of	data,	in	which	it	is	difficult	to	recognise	the	key	role	played	by	the	history	of	
data	as	source	of	knowledge.	To	those	who	interpret	data	as	an	objective	and	
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unchangeable	representation	of	the	world,	the	conditions	in	which	it	is	manipulated	and	
ordered	mean	little:	what	is	important	is	the	revelation	of	its	real	meaning.	This	
approach	matches	the	idea	that	putting	a	lot	of	data	together	equates	to	an	automatic	
increase	in	the	empirical	foundations	of	knowledge.	The	accumulation	of	data	means	
the	accumulation	of	a	lot	of	facts;	a	treasure	chest	from	which	to	draw	new	discoveries,	
via	inductive	and	statistical	techniques.	It	is	easy	to	see	how	anyone	espousing	this	view	
is	easy	prey	to	the	fast	promises	of	Big	Data,	such	as	the	idea	that	it	is	universally	
reliable,	impartial	and	usable	in	any	type	of	analysis.	

In	the	relational	view,	instead,	the	derivation	of	knowledge	requires	that	objects	
selected	to	act	as	data	(and	therefore	their	physical	features)	are	positioned	in	relation	
to	other	key	interpretative	features.	Aspects	that	matter	include	the	objective	of	
research,	the	conceptual	foundations	and	the	type	of	knowledge	–	theoretical	or	
practical	–	that	is	being	sought	out.	This	positioning	requires	deliberate	choices	and	
other	selections	on	many	fronts.	It	is	not	simply	a	question	of	which	statistical	method	
to	apply.	The	procedures	with	which	data	is	processed	and	ordered	are	critical	to	its	use	
as	a	source	of	knowledge.	The	relational	view	of	data	therefore	acknowledges	the	huge	
exertion	required	to	document	data	journeys	and	makes	it	possible	to	scrutinise	these	
during	interpretation.	

Data	therefore	do	not	define	evidence,	but	the	other	way	around:	is	it	the	fact	that	data	
can	be	used	as	evidence	that	makes	them	what	they	are.	Similarly,	data	do	not	“contain”	
information:	they	are	the	materials	from	which	meaningful	information	can	be	
extracted,	depending	on	the	circumstances	(Floridi,	2011).	Data	are	best	conceived	as	a	
relational	and	not	an	autonomous	aspect	of	knowledge	production.	If	what	is	taken	to	
be	data	changes,	other	aspects	of	knowledge	production	also	change	–	and	vice-versa.	
The	types	of	tools	and	methods	we	need,	the	questions	we	care	to	investigate,	the	types	
of	researchers	and	users	of	knowledge	can	and	do	change.		

How	we	understand	data,	knowledge	and	their	relation	also	matters	when	we	discuss	
what	is	good,	reliable	knowledge.	An	immediate	consequence	of	defining	data	as	
relational	objects	is	that	there	cannot	be	universal	ways	of	measuring	data	quality	and	
reliability.	There	is	no	underestimating	the	importance	of	methods	for	error	detection	
and	countering	misinformation	in	contemporary	data	science,	particularly	in	the	wake	
of	the	replicability	crisis	(Mayo,	2018).	Nevertheless,	most	existing	approaches	are	tied	
to	domain-specific	estimations	of	what	counts	as	quality	and	reliability	–	and	for	what	
purposes.	The	estimations	cannot	be	easily	transferred	across	fields,	and	sometimes	
even	across	specific	cases	of	data	use	(Floridi	and	Illari,	2014).	This	is	a	big	obstacle	to	
the	development	of	overarching	checks	for	data	quality	and	begs	the	question	of	
whether	producing	such	context-independent	methods	is	the	most	useful	way	to	tackle	
the	problem.		

Within	the	relational	framework,	the	reliability	of	data	depends	first	and	foremost	on	
the	credibility	and	rigour	of	the	processes	used	to	produce	and	analyse	them.	The	
unwillingness	to	acknowledge	the	epistemic	importance	of	data	handling	processes	
translates	into	an	unwillingness	to	give	these	processes	attention	and	document	them	
so	as	to	make	them	visible	and	open	to	constructive	criticism.	The	relational	view	of	
data	encourages	care	and	attention	to	the	history	of	data,	highlighting	their	continual	
evolution	and	sometimes	radical	alteration	as	they	travel.	It	also	highlights	the	impact	of	
such	changes	on	the	process	of	extracting	knowledge	from	data.		
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4.6	Conclusion:	Data	science	in	a	relational	perspective	
	
We	can	now	compare	the	more	abstract	cycle	of	knowledge	production	to	the	model	of	
data	journeys	in	data	science	that	we	discussed	earlier	in	Chapter	3	(see	Figure	4.4).	

	

	
Figure	4.4	The	steps	of	data	journeys	in	data	science	(O’Neil	and	Schutt,	2013)	
superimposed	on	the	model	of	the	research	process.	Adapted	from	Leonelli	(2019	[EJPS]).	

	
This	combination	of	the	two	models	enables	us	to	see	how	data	analysis	functions	as	a	
type	of	knowledge	production.	It	also	helps	illustrate	the	kinds	of	work	needed	in	
different	steps	of	the	process	of	knowledge	production.	As	we	turn	to	the	steps	involved	
in	data	journeys,	we	will	see	how	these	different	steps	are	structured	by	infrastructures	
and	conventions	(among	other	elements).	These	make	it	possible	to	put	data	to	work.	
We	will	also	explore	the	knowledge	and	skills	needed	to	ensure	the	integration	of	these	
activities,	so	that	the	cycle	can	be	completed.	

We	see	that	datafication	is	increasing,	and	that	data	take	an	increasingly	prominent	
place	in	all	kinds	of	settings.	Someone	who	holds	a	representational	view	of	data	would	
address	this	by	saying:	we	have	better	and	better	data	about	the	world,	more	fine-
grained,	and	are	capturing	more	and	more	aspects	of	life.	This	will	enable	us	to	have	a	
more	rational,	modern	society	because	we	can	base	so	many	more	decisions	on	
representations	of	the	world,	on	real	information	about	the	world,	rather	than	on	
assumptions.	We	have	discussed	the	limits	of	these	claims	in	relation	to	the	Big	Data	
mythology	outlined	in	Chapter	2.	Someone	who	holds	a	relational	view	of	data	would	
say	of	datafication:	we	are	seeing	the	entire	knowledge	system	change,	including	our	
models	(for	example,	models	of	behaviour,	with	increasingly	strong	emphasis	on	
individualistic	patterns),	our	interactions	with	the	world	(for	example	creating	traces	
and	adding	value	to	traces	via	platforms),	and	our	knowledge	(for	example	knowledge	
that	is	valued	contributes	to	neo-liberal	optimization).	We	are	remaking	the	world	
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based	on	our	focus	on	this	type	of	evidence.	When	we	consider	the	whole	knowledge	
production	cycle,	we	can	also	see	how	we	are	spending	a	lot	of	energy	on	how	we	
package	these	objects	so	they	can	travel,	since	the	focus	is	not	solely	on	the	production	
of	objects.		
	
Datafication	happens	across	different	stages	of	the	knowledge	production	cycle,	and	
what	counts	as	data	is	affected	by	infrastructures,	conventions,	modelling	approaches,	
curation	and	so	on.	In	the	next	part	of	the	book,	we	will	explore	the	broader	structures	
and	activities	used	to	make	data	into	accessible	and	useful	sources	of	evidence.		

	

Additional	Reading	
	
D’Ignazio,	C.		and	Klein,	L.F.,	2020.	Data	Feminism.	Cambridge,	Massachusetts:	The	MIT	
Press.	
	
Leonelli,	S.,	2020.	Big	Data	and	Scientific	Research.	Stanford	Encyclopaedia	for	
Philosophy.		

Mayo,	D.G.	and	Spanos,	A.,	eds.,	2009.	Error	and	Inference,	Cambridge:	Cambridge	
University	Press.		

Radder,	Hans,	2009,	“The	Philosophy	of	Scientific	Experimentation:	A	Review”,	
Automated	Experimentation,	1(1):	2.	

	

Section	III.	Data	Circulation		
	

This	section	builds	further	on	what	we	have	learned	about	data	journeys.	It	considers	
what	contextual	nature	of	data	means	for	how	data	can	travel	and	explores	how	data,	
though	it	is	not	neutral,	can	be	re-used,	combined	or	shared.	Chapter	5	explains	the	
practices	that	enable	the	flow	of	data,	including	infrastructures	(networks	and	
platforms),	metadata	and	related	conventions	(standards,	annotations),	models	and	
visualisation	tools,	and	related	expertise	(curation).	These	all	play	a	significant	role	in	
the	multiplication	of	the	uses	and	users	of	data.	Chapter	6	describes	the	growing	place	
of	data	science	work	in	and	outside	academia,	the	kinds	of	skills	needed	to	achieve	
different	types	of	circulation,	sharing	or	re-use	of	data	and	how	these	skills	are	
interdependent.	The	interdisciplinary	work	of	data	science	is	illustrated	using	various	
examples	that	show	the	complexity	of	data	science.	Chapter	7	examines	regimes	and	
governance	of	data	flows:	why	we	expect	that	some	kinds	of	data	can	flow	and	others	
not,	how	this	is	shaped	by	values,	systems,	and	regulations.	Processes	of	de-
contextualisation	and	re-contextualisation	are	also	discussed,	by	revisiting	the	idea	of	
data	journeys	put	forth	in	the	first	section,	and	considering	how	looping	effects	in	the	
data	cycle	can	be	implemented.	The	effects	of	greater	circulation	of	data	and	of	an	
increasing	diversity	of	settings	in	which	data	is	used	are	examined.	The	potential	of	new	
data	flows	to	support	social	change	or	to	reinforce	of	existing	inequalities	is	also	set	out.	
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This	section	will	help	you	to	
	

1.	formulate	data-problems	and	understand	the	different	aspects	of	data	projects	
2.	interact	with	data	science	specialists	and	to	translate	data	issues	from	their	own	
domain	to	data	science	
3.	situate	their	own	emerging	expertise	in	relation	to	the	broader	data	science	job	
market	and	research	landscape	
4.	assess	and	formulate	the	kinds	of	work	needed	for	data	to	flow	and	for	data	to	be	re-
used,	including	data	handling,	data	curation,	data	visualisation	and	modelling,	and	data	
management	
5.	identify	features	of	different	types	of	data	governance	and	understand	their	
implications	for	the	re/use	of	data.	
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Data	Story	4:	Geolocation:	It’s	a	GIS	world	
	
Since	2014,	more	than	half	of	the	world’s	population	lives	in	cities,	according	to	the	
United	Nations.	Increasingly,	the	way	we	navigate	cities	involves	digital	information.	
Obvious	ways	in	which	we	engage	with	the	city	digitally	are	by	using	Google	maps,	Uber,	
and	TripAdvisor	--	all	sources	of	spatial	digital	information	about	cities.	Many	apps	also	
systematically	collect	and	generate	location	data.	Think	of	a	weather	app,	where	having	
a	precise	way	to	measure	location	is	crucial.	Many	other	apps	also	collect	location	data,	
such	as	Instagram	or	Twitter,	even	though	location	is	not	immediately	related	to	the	
primary	or	explicit	function	of	these	apps.	As	a	result,	much	digital	spatial	data	is	
generated	by	geotagging	a	huge	range	of	digital	transactions	or	activities.	Geo-spatial	
data	can	then	be	combined	with	data	from	different	sources,	such	as	photos	from	
Instagram,	transactions	made	with	a	credit	card,	or	searching	for	a	dining	
recommendation.	Geospatial	data	is	linked	to	everyday	actions	of	individuals,	objects	
and	processes,	a	process	that	we	characterised	as	datafication.	
	

• How	can	such	different	data	sources	be	combined	in	relation	to	
specific	places?	How	does	this	data	come	together	in	a	geographical	space?	How	
does	this	enrich	the	profiles	that	companies	are	able	to	build	and	how	does	it	
provide	valuable	data	to	help	predict	behaviour?	

	
Underlying	technologies	of	geo-location	make	it	possible	to	combine,	connect,	correlate	
the	data	across	these	many	sources.	Location	data	therefore	often	serve	as	a	reference	
point	to	integrate	diverse	datasets,	since	it	is	typically	assumed	that	location	
measurements	are	fixed	and	objective	regardless	of	the	instruments	that	produce	them	
and	the	context	in	which	they	are	used.		
	

• How	do	diverse	settings	and	tools	come	to	share	infrastructures	and	
standards?	What	is	the	motivation	to	collaborate	and	trade	data?	Which	actors	
have	to	work	together	to	achieve	this?	
	

The	Global	Positioning	System	(GPS)	uses	about	30	satellites	and	is	owned	by	the	
government	of	the	United	States.	It	has	close	ties	to	the	military	and	is	operated	by	a	
branch	of	the	American	armed	forces.	The	satellites	transmit	signals	to	electronic	
receivers	on	Earth,	so	that	these	receivers	can	determine	their	location	relative	to	the	
satellites’	positions.	The	GPS	system	connects	to	a	reference	system	that	links	position	
with	location,	currently	the	World	Geodetic	System	(WGS	84).	This	requires	complex	
calculations	based	on	data	from	the	different	elements	in	the	system,	and	very	precise	
calibration.	
	
These	connected	systems	are	American-funded	and	US-based	endeavours,	have	global	
reach	and	can	be	used	free	of	charge.	But	not	all	countries	want	to	depend	on	this	
American	suite	of	standards	and	technologies,	which	is	seen	as	imperialistic	in	many	
parts	of	the	world	as	well	as	a	threat	to	national	security,	due	to	the	fine-grained	
accuracy	with	which	it	fosters	the	identification	of	specific	locations.	The	system	is	
sometimes	embraced	and	sometimes	resisted.	The	Chinese	government	for	instance	has	
developed	its	own	alternative	geographical	system,	called	GCJ-02.	This	system	is	known	
to	use	an	algorithm	that	adds	random	offsets	to	the	latitude	and	longitude	provided	by	
the	WGS-84	system.	This	means	that	a	location	produced	within	this	system	is	
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inherently	imprecise,	making	it	impossible	to	use	the	system	to	generate	high-definition	
measurements.	Thus,	a	building	in	central	Beijing	may	be	located	in	the	middle	of	a	lake,	
even	when	this	is	obviously	impossible:	in	reality,	the	building	will	be	located	close	to	
the	lake,	but	the	system	does	not	allow	to	spot	its	precise	location.		
	

• What	implications	is	this	strategy	likely	to	have?	Does	this	algorithm	
improve	Chinese	national	security,	and	how?	Should	other	countries	also	develop	a	
national	system	for	location	measurement?	And	if	many	such	systems	emerge,	
which	standard	should	be	used	for	international	communications	and	services?		

	
• 						What	does	this	case	tell	us	about	location	data?	In	which	sense	are	

measurements	of	location	neutral	and	context-independent?	Is	it	possible	to	use	
location	data	without	considering	the	differences	between	geo-referencing	
systems	and	their	political	and	cultural	significance?	Can	you	imagine	
situations	in	which	data	workers	would	need	to	consider	these	differences	in	
order	to	produce	reliable	insights?				

	
It	is	important	to	note	that	even	within	a	single	geo-referencing	system,	we	can	expect,	
given	the	material	discussed	in	Section	II,	that	geo-located	data	is	not	uniform	and	
objective.	With	regards	to	geographical	data,	there	are	differences	due	to	the	economic	
value	attached	to	certain	locations	or	to	the	affluence	of	particular	groups	who	can	
afford	digital	devices	and	connectivity.	Some	areas	may	be	over-represented	because	of	
their	importance	for	the	map	producers	—	Google	for	instance	is	more	interested	in	
mapping	commercially-dense	areas	than	deserted	landscapes,	because	these	spaces	are	
more	relevant	to	Googles’	customers.	There	are	also	significant	absences,	even	when	
data	is	not	produced	by	corporate	actors	like	Google.	Crowd	sourcing	of	geodata	in	
OpenStreetMap	reveals	that	the	tagged	spaces	reflect	the	gender	imbalance	of	its	
contributors.	For	example,	the	classification	of	bars	and	sex	clubs	is	presented	with	
more	granularity	than	types	of	childcare	facilities	–	the	categories	that	matter	to	the	
taggers	are	included	in	the	maps.	
	

• Does	it	matter	that	not	everyone	sees	the	same	map?	How	do	different	
dynamics	of	personalization	filter	and	order	spatial	information	we	are	presented	
with,	and	to	what	extent?	How	does	this	digital	geo-spatial	information	shape	how	
we	experience	space,	how	we	navigate	that	space	and	how	space	is	planned	and	
organized?	

Another	element	to	consider	with	regards	to	geolocated	data	is	how	ubiquitous	some	
types	of	maps	have	become.	For	example,	we	now	expect	that	we	will	be	able	to	toggle	
between	satellite	and	map	view.	This	actually	depends	on	the	possibility	of	data	
integration	and	data	flow.	We	also	expect	to	see	a	route	overlaid	onto	the	geographical	
space,	depending	on	our	mode	of	transportation.	Yet,	there	is	nothing	obvious	or	
natural	about	such	interfaces	–	these	get	overlooked	because	once	we	accept	them	as	
conventions,	they	seem	transparent.		

• Why	do	we	take	such	interfaces	with	data	for	granted?	Is	it	possible	and	
advisable	to	consult	more	than	one	type	of	map,	or	can	we	simply	trust	the	map	we	
use	every	day	on	our	smartphones?	Which	skills	have	we	learned,	to	be	able	to	
understand	and	act	on	these	kinds	of	maps?	
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Data	story	based	on:	Stephens,	2013;	Shaw	and	Graham,	2017;	Kitchin	and	Dodge,	2011;	Brunton	
and	Nissenbaum,	2015.	
	

	
Data	Story	5:	Tracking	tuberculosis	using	phone	data		
	
The	20th	century	has	seen	major	advances	in	the	fight	against	infectious	diseases.	So	
much	so	that	it	seems	that	we	might	now	be	able	control	their	spread,	since	they	tend	to	
be	highly	local.	One	of	the	first	reactions	to	the	emergence	of	the	Covid-19	pandemic,	for	
instance,	was	to	set	up	systems	for	tracking	the	disease	using	mobile-phone	technology.	
This	approach	builds	on	the	processes	of	datafication	that	we	have	discussed	earlier.	It	
also	relies	on	interactions	between	different	types	of	data,	experts	and	users.		
	
Major	efforts	to	track	disease	have	focused	on	tuberculosis	(TB),	a	complex	infectious	
disease	that	is	still	endemic	in	many	countries	in	the	world	(a	situation	made	even	
worse	by	the	COVID-19	outbreak).	Many	people	can	be	infected	with	the	disease	
without	developing	any	symptoms,	but	for	those	who	do	develop	symptoms,	TB	is	
deadly	in	about	50%	of	cases.	TB	can	be	treated	with	a	6-month	course	of	antibiotics.	
The	bacteria	that	cause	TB	are	carried	in	airborne	particles	that	are	generated	when	a	
person	coughs,	sneezes,	shouts	or	sings.	Transmission	occurs	when	a	person	inhales	
these	particles,	and	the	bacteria	reach	the	lungs.	Given	this	infection	mechanism,	the	
frequency	and	duration	of	exposure	to	an	infected	person	are	two	major	factors	
governing	the	transmission	of	TB.	For	this	reason,	knowing	about	the	contacts	of	a	
patient	suffering	from	TB	is	important,	since	these	contacts	may	themselves	have	been	
infected.	
	
An	attempt	to	map	the	spread	of	tuberculosis	in	India	was	part	of	the	activities	of	Big	
Data	for	Social	Good	Initiative,	a	public-private	partnership	launched	in	2017	aiming	to	
contribute	to	the	Sustainable	Development	Goals	of	the	United	Nations.	The	government	
of	India	was	already	involved	in	different	public	health	initiatives	as	part	of	Be	He@lthy,	
Be	Mobile	(BHBM),	using	SMS	in	different	campaigns.	But	the	BHBM	consortium	
thought	that	mobile	phones	could	be	used	in	a	more	innovative	way.		In	collaboration	
with	mobile	phone	operators,	the	World	Health	Organisation,	the	International	
Telecommunications	Union	and	Airtel	pursued	a	pilot	project	in	the	Indian	states	of	
Uttar	Pradesh	and	Gujarat,	India	being	one	of	the	countries	most	affected,	with	one	
quarter	of	the	total	number	of	deaths	globally	(WHO,	2019).		
	
This	project	used	mobile	phone	network	data	in	combination	with	publicly	available	
data	about	incidence	rates	of	TB	for	different	areas	(the	incidence	rate	is	the	measure	of	
the	frequency	with	which	a	disease	occurs	–	how	many	people	get	sick	with	TB	every	
year).	The	incidence	rate	of	TB	per	region	was	combined	with	movement	patterns	of	
about	40	million	mobile	phone	users	as	derived	from	mobile	phone	network	data.	The	
analysis	showed	that	when	an	area	with	few	cases	of	TB	had	high	mobility	(for	example,	
through	people	commuting	between	home	and	workplace)	to	areas	with	many	cases	of	
TB,	the	low	incidence	area	was	at	risk	of	increasing	TB	levels	or	could	already	be	under-
reporting	TB	cases.	Understanding	these	patterns	could	make	it	possible	to	act,	for	
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example	by	implementing	vaccination	programmes	and	awareness	campaigns	or	by	
deploying	additional	clinics	in	the	affected	area.	
	

• What	do	data	workers	employed	in	such	a	project	need	to	know?	Is	it	
relevant	to	know	something	about	TB	in	order	to	provide	reliable	results?	What	
kinds	of	expertises	are	required	to	make	some	sense	of	these	data?	

	
In	order	to	understand	how	mobile	phone	network	data	could	reveal	something	about	
movement	of	users,	the	analysts	need	a	good	understanding	of	how	mobile	phones	
connect	to	antennas/transmission	towers,	of	the	granularity	of	this	data	and	its	
variations	in	space	(in	some	areas,	there	are	fewer	towers	for	example),	and	of	the	kinds	
of	noise	that	could	be	expected	and	would	need	to	be	removed	from	the	data	set.	Hence	
it	could	be	argued	that	analysts	need	to	know	the	characteristics	of	the	areas	under	
study,	or	work	with	people	who	do	(such	as	urban	planners	or	social	scientists).		
	
To	know	which	kinds	of	data	analysis	would	be	relevant	for	understanding	the	spread	
of	TB,	medical	expertise	is	also	needed.	With	TB,	repeated	exposure	is	an	important	
factor,	which	is	why	regular	patterns	in	movement,	like	commuting,	were	taken	into	
account,	rather	than	the	absolute	number	of	movements.	Known	risk	factors	for	TB,	
such	as	overcrowded	housing,	medical	malpractice	and	poor	awareness	of	the	
symptoms	among	patients,	also	need	to	be	taken	into	account	(Dye,	2014).	Last	but	not	
least,	public	health	and	knowledge	about	local	healthcare	requirements	is	also	
necessary.	For	example,	if	health	care	is	organized	at	the	municipal	level,	state-level	
data	will	not	correspond	to	a	logical	level	of	action	for	those	who	make	decisions	about	
healthcare.	In	the	TB	project,	these	many	capabilities	were	brought	together,	in	a	
process	of	joint	learning	and	iteration.		
	

• How	can	such	diverse	sources	of	expertise	be	integrated	in	such	a	
project?	What	do	experts	need	to	share,	and	in	which	forms	and	venues?	Is	it	
enough	to	share	data?	Do	experts	need	to	explain	to	others	why	particular	
parameters	for	analysis	are	important?	Does	explaining	slow	things	down,	and	is	
this	a	problem?	How	can	experts	appreciate	the	requirements	and	skills	brought	to	
the	table	by	others?	How	can	they	tell	the	difference	between	an	important	
requirement	and	a	short-sighted	demand	from	someone	who	has	not	understood	
the	problem?	

	
A	final	consideration	is	the	kind	of	regime	of	which	this	data	was	part.	The	project	was	a	
public-private	partnership.		
	

• Who	are	the	actors	involved	and	what	is	their	stake?	Do	the	relations	
between	the	Indian	government	and	Airtel	matter	for	the	results	of	the	project?	
Who	is	dependent	on	whom?	If	Airtel	considers	that	the	data	set	contains	
commercially	sensitive	information	and	does	not	wish	this	data	to	circulate,	how	
can	the	findings	be	verified	by	other	scientists?	And	why	shouldn’t	others	benefit,	if	
the	WHO	and	the	Indian	government,	both	public	organisations,	have	made	major	
investments	in	this	data	set?		
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We	can	also	consider	what	happens	in	the	aftermath	of	such	a	project.	This	seems	to	
have	been	a	one-off	intervention.	It	is	conceivable	that	it	might	have	longer	term	
consequences:	

	
• What	can	we	infer	from	such	a	project?	What	if	the	local	health	
authorities	start	to	organise	their	work	according	to	the	findings	based	on	the	
algorithms	developed	in	this	project,	using	it	to	plan	where	mobile	clinics	will	be	set	
up?	Is	Airtel	obligated	to	keep	providing	data?	Does	state	healthcare	become	
dependent	on	data	philanthropy	from	corporations?	

	
Such	a	project	might	also	be	pursued	at	different	scales.	For	example,	going	from	large	
scale	to	more	targeted	identification	of	TB	transmission	within	small	geographical	
areas.	
	 	

• Who	is	targeted?	What	if	this	project	were	further	developed,	and	shifted	
from	identifying	patterns	in	the	population	to	identifying	individuals?	What	would	
happen	if	rather	than	using	anonymised	data	at	a	large	scale	to	find	general	
patterns	in	the	population,	mobile	phone	data	were	used	to	track	individuals	(as	
was	suggested	in	the	early	stages	of	the	Covid19	pandemic)?	

	
Such	developments	would	imply	linking	phone	data	to	one’s	health	status.	Such	data	is	
usually	considered	to	be	highly	personal	and	private,	and	access	to	this	information	
tends	to	be	highly	regulated.		
	

• Who	should	be	allowed	to	access	this	data,	and	under	which	
circumstances?	Would	we	expect	personal	data,	such	as	being	diagnosed	with	TB	
to	be	available	to	actors	like	Airtel,	so	that	this	data	can	be	combined	with	
movements	as	derived	from	mobile	phone	data?	Would	it	be	acceptable	for	Airtel	to	
work	with	such	data?	

	
If	these	data	analyses	could	lead	to	monitoring	movements	at	an	individual	level,	the	
quality	of	the	data	would	matter	a	lot.		
	

• What	could	be	the	consequences	of	errors	in	the	data?	How	could	the	
project	team	ensure	that	the	data	is	of	sufficient	quality,	so	that	individuals	would	
not	be	unduly	penalised	due	to	errors	in	mobile	phone	data?	And	could	the	
authorities	demand	that	citizens	use	an	Airtel	service,	in	order	to	monitor	their	
movements	and	maintain	public	health?	

	
Data	Story	based	on	GSMA,	2018;	Fleming	et	al.,	2017,	Beaulieu,	2021;	Dye,	2014.	
	
	
	
Chapter	5	Putting	data	to	work	
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Summary	
This	chapter	identifies	and	discusses	technological,	infrastructural	and	practical	
elements	needed	to	put	data	to	work,	and	particularly	the	“messy”	data	produced	by	
human	digital	activities.	We	describe	networks	and	platforms	used	as	infrastructures	to	
store,	structure	and	share	data;	standards,	conventions	and	metadata;	models	and	
visualizations,	including	infographics	and	other	specific	ways	of	clustering	data	to	
extract	meaning.	And,	last	but	not	least,	we	also	explain	the	curation	practices	through	
which	data	is	maintained	and	cared	for,	and	without	which	it	would	not	be	accessible	
and	usable	as	evidence.	
	
	
5.1	Introduction:	The	complexity	of	putting	data	to	work	
Since	the	second	decade	of	this	century,	data	has	been	at	the	centre	of	promises	to	
revolutionize	all	kinds	of	sectors	and	to	provide	huge	benefits	to	society.	These	
promises	have	focused	on	Big	Data	and	often	involve	scenarios	of	merging	data	flows.	
The	hope	is	that,	starting	from	globalised	data	collections,	we	can	combine	data,	mine	
them	to	find	patterns	that	would	otherwise	go	undetected	and	use	these	patterns	to	
deliver	better	services,	support	development,	create	new	kinds	of	businesses	and	
activities.	The	more	areas	of	life	become	infused	with	data	through	datafication,	the	
more	potential	there	seems	to	be	for	data	to	play	an	important	role.	The	analysis	of	
social	data	gathered	from	large	internet	platforms,	social	services	and	more	traditional	
industries	is	widely	expected	to	inform	evidence-based	policy,	business	strategies	and	
education,	possibly	even	replacing	traditional	data	production	in	social	sciences.	All	
these	changes	also	highlight	the	importance	of	data	science	as	the	field	where	statistics,	
maths	and	AI	can	be	applied	to	such	data	riches—a	question	we	will	explore	in	the	next	
chapter.	
	
Clearly,	such	processes	involve	not	only	data,	but	entire	suites	of	methods	and	
technologies.	Most	notably	since	the	advent	of	portable	computers	and	devices,	data	
collection	and	archives	have	grown	dependent	on	digital	technologies.	They	are	deeply	
interconnected	with	the	rise	of	computational	modelling	and	simulations.	These	
technologies	include	hardware,	for	example,	the	use	of	multiple	computers	to	store	data	
and	solve	problems	in	a	distributed	way.	Methods	from	artificial	intelligence	are	also	
needed	to	process	the	data	input,	such	as	machine	learning	and	deep	neural	networks.	
Further	tools	for	data	visualisation	are	indispensable.	There	are	also	technologies	that	
we	can	qualify	as	social,	in	the	sense	that	they	function	mainly	based	on	practices	and	
conventions	rather	than	on	physical	properties	of	machines	(Derksen	and	Beaulieu,	
2011).	All	these	technologies	function	together	and	constitute	potentially	powerful	
assemblages	that	make	big	data	work	towards	goals	such	as	personalised	medicine	and	
precision	agriculture.	These	also	involve	the	dedicated	work	of	many	kinds	of	experts	
who	have	developed	new	ways	of	working,	repairing	and	caring	for	data.	Many	
institutions	have	adapted	their	organisation	and	work	flows	to	ensure	that	the	work	
needed	to	make	data	available	and	useful	can	get	done.	As	a	society,	and	particularly	
after	being	forced	to	rely	on	digital	technologies	during	the	coronavirus	pandemic,	we	
have	also	learned	to	engage	with	data,	becoming	adept	at	decoding	data	visualisations,	
infographics	or	other	interfaces	for	every	day	or	specialised	purposes.		In	this	chapter,	
we	identify	key	elements	needed	to	put	data	to	work	–	technological,	infrastructural,	
and	practical.		
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5.2	The	challenge	of	“messy”	data	
	
To	understand	how	data	can	be	put	to	work,	we	first	consider	two	different	dynamics	
that	shape	contemporary	digital	data.	On	the	one	hand,	global	systems	have	been	
painstakingly	developed,	often	based	on	over	a	century	of	analogue	data	collection	and	
involving	complex	negotiations	among	actors	around	the	world.	Typical	of	such	global	
systems	are	the	data	collecting	and	processing	practices	of	the	World	Health	
Organisation	(WHO,	2019),	which	monitors	specific	diseases	around	the	world	based	on	
data	generated	according	to	specified	protocols	that	yield	standardised	data,	and	other	
similar	international	agencies.	National	organisations	such	as	statistics	offices	are	also	
important	actors	in	creating	data	and	making	it	widely	available	for	administration	or	
policy	purposes.	On	the	other	hand,	there	are	more	recent	developments,	where	data	is	
the	result	of	very	diverse	activities	–transactions,	interactions,	communication	–rather	
than	the	result	of	deliberate	observations	or	measurements.	In	this	second	dynamic,	
data	production	and	collection	are	much	less	regimented.	“Messy	data”	abound	as	the	
digital	traces	of	online	human	activity,	and	it	is	their	size	and	the	possibility	of	
combining	them	that	makes	them	valuable.	We	briefly	consider	these	two	dynamics,	
before	moving	on	the	analysis	of	how	data	is	put	to	work.	
	
The	first	way	in	which	data	has	become	increasingly	prominent	is	through	the	growth	of	
global	systems.	In	many	areas,	standardising	and	monitoring	systems	of	measurement	
and	data	collection	is	now	a	priority,	and	the	power	of	institutions	tasked	with	these	
goals	increased	accordingly.	Climate	scientists	have	developed	sophisticated	ways	to	
use	legacy	data	to	reconstruct	a	history	of	the	atmosphere	at	the	global	level,	including	
models	to	bring	together	climate	and	weather	data	–	and	this	effort	in	turn	fostered	
further	efforts	towards	the	pooling	of	international	data,	culminating	in	the	1992	
establishment	of	the	Global	Climate	Observing	System	(Edwards,	2010).	In	biology,	the	
quest	to	map	biodiversity	moved	to	the	molecular	level	with	the	start	of	big	sequencing	
projects,	first	in	model	organisms	such	as	the	worm	Caenorhabditis	elegans,	then	
through	the	Human	Genome	Project	(Hilgartner,	2017).	Sequencing	databases	were	re-
imagined	as	environments	for	in	silico	discovery	that	would	facilitate	immediate,	low-
cost	data	sharing,	visualisation	and	analysis	via	the	internet,	thus	helping	to	transform	
the	massive	investment	in	genomic	data	production	into	useful	biological	and	medical	
knowledge.	Many	other	areas	have	developed	such	systems	of	standardised	data	
collection,	for	example	with	regards	to	biodiversity,	pandemics	or	to	support	progress	
on	the	United	Nations’	Sustainable	Development	Goals	(Beaulieu,	2021).		
	
The	second	dynamic	seems	at	first	much	less	ordered	and	may	appear	as	the	result	of	
organic	growth	–	rather	than	concerted	effort.	Here,	we	can	think	of	using	Twitter	data	
to	assess	‘public	sentiment’	or	predicting	likelihood	that	an	employee	will	start	looking	
for	a	new	job	through	patterns	of	activity	on	a	site	like	LinkedIn.	Data	gathering	can	
therefore	seem	to	be	much	less	organised	in	these	contexts,	and	to	be	more	valid	
because	it	is	generated	‘spontaneously’,	rather	than	through	the	deliberate	design	of	a	
scientific	experiment	or	fieldtrip.	There	are	many	cases	in	contemporary	society	where	
data	that	was	generated	for	no	explicit	purpose	can	end	up	being	used	for	seemingly	
concrete	ends,	including	policy	decisions.	For	example,	data	from	FourSquare	(where	
users	check	in	to	a	particular	location)	in	combination	with	Twitter	data	has	been	used	
to	quantify	the	degrees	of	diversity	and	homogeneity	of	neighbourhoods	in	London.	The	
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data	was	used	to	make	claims	about	whether	some	neighbourhoods	had	a	lot	of	visitors	
(high	social	diversity)	or	were	populated	by	a	fairly	constant	group	of	people	(low	social	
diversity).	These	‘social	metrics’	were	correlated	with	other	indicators	for	wellbeing.	
The	researchers	found	that	signs	of	gentrification,	such	as	rising	housing	prices	and	
lower	crime	rates,	were	the	strongest	in	deprived	areas	with	high	social	diversity	
(Hristova	et	al.,	2016).	This	innovative	use	of	social	media	to	address	classic	questions	
in	urban	development	and	policy	is	exemplary	for	how	messy,	seemingly	spontaneous	
data	is	put	to	work,	to	contribute	to	knowledge	and	policy.	
	
At	the	same	time,	both	dynamics	–	whether	they	seem	scientifically	ordered	or	
spontaneous	and	messy	–	rely	on	a	set	of	practices	that	are	essential	to	putting	data	to	
work.	These	structuring	practices	involve:	

• a	high	degree	of	automation	in	data	collection;		
• increased	data	storage,	processing	and	analysis;		
• the	production	of	copious	amounts	of	metadata	that	document	the	provenance	of	

the	data	and	can	themselves	serve	as	useful	data	depending	on	future	uses;		
• and	the	mobility	and	interoperability	fostered	by	the	development	of	data	

infrastructures	and	related	analytic	tools.		
	
While	many	of	these	developments	feel	intimately	tied	to	the	digital,	they	also	have	
roots	in	the	histories	of	bureaucracy,	standardization,	and	engineering.	As	we	zoom	in	
on	these	various	elements,	we	will	note	why	these	roots	matter	and	how	datasets	need	
to	be	constantly	maintained	and	repaired	by	humans.	The	digital	sphere	is	both	
dynamic	and	multiple	and	can	feel	endless	in	its	capabilities	and	potential.	Yet	the	
digital	sphere	is	structured	and	constrained	by	series	of	tools,	conventions	and	
practices	that	support	particular	kinds	of	interactions	and	values.	These	elements	make	
it	possible	to	coordinate	activities,	whether	scientific,	social	or	commercial,	across	
global	regions.	These	structuring	elements	are	largely	invisible,	yet	they	have	become	
central	to	global	capitalism	and	to	cultural	forms	–	effectively	defining	life	in	the	
‘information	age’	(Castells,	1996).		
	
Why	are	structuring	elements	important?	To	travel	by	car,	we	need	an	infrastructure	
that	takes	the	shape	of	a	network	of	roads	and	highways.	We	need	arrangements	for	
fuelling	our	vehicles.	We	also	need	stop	signs	and	traffic	lights,	and	these	function	by	
virtue	of	a	series	of	conventions	(red	means	stop)	that	can	be	enforced	(driving	above	
the	speed	limit	can	lead	to	being	stopped	by	a	police	patrol	car).	Furthermore,	we	need	
to	be	able	to	find	our	way	and	interact	with	the	road	network—think	about	maps	and	
GPS	navigation	systems.	Roads	enable	us	to	go	places	by	car;	they	also	direct	us	towards	
particular	destinations,	since	highways	make	journeys	more	likely—and	discourage	us	
from	visiting	certain	places	by	car,	if	no	suitable	road	leads	there.	Data	circulation	and	
use	relies	on	similar,	layered	suites	of	technologies,	and	these	suites	of	technologies	
orient	us	to	particular	practices.	If	we	understand	how	data	infrastructures,	
conventions,	interfaces	and	curation	are	organised,	then	we	can	better	understand	why	
data	is	used	in	specific	ways	and	not	others.	In	this	chapter,	we	zoom	in	on	different	
structuring	elements	and	on	the	practices	that	make	it	possible	to	put	data	to	work.		
	
	



 
 

69 

5.2	Infrastructures	
	
In	this	section,	we	consider	series	of	infrastructures	that	enable	us	to	put	data	to	work.	
Typically,	infrastructures	are	reliable.	They	are	everywhere	and	tend	to	remain	invisible	
until	they	break	down	–	then	we	sorely	miss	them	and	realise	how	important	they	are	in	
structuring	our	activities.	For	example,	at	our	place	of	work,	which	is	the	university	
campus,	we	are	so	used	to	using	computers	for	research,	teaching,	communicating	or	
studying	that	when	there	is	a	power	outage,	we	are	not	able	to	get	much	done.	Or	even	
when	the	internet	is	down	at	work,	we	find	that	our	access	to	our	documents,	sources,	
data	and	colleagues	also	breaks	down	because	cloud	storage	creates	a	dependency	on	
this	network.	Networks	and	platforms	are	two	key	forms	of	infrastructure	for	data	
work.	
	
5.2.1	Networks	
	
In	the	data	story	on	fighting	TB,	the	very	possibility	of	following	mobile	phones	depends	
on	the	presence	of	a	network	of	towers	that	provide	signal	to	the	phones	and	therefore	
track	the	devices	in	order	to	connect	them.	How	did	we	get	to	such	a	networked	
situation?	
	
Networks	that	can	be	used	to	transmit	digital	content	have	become	ubiquitous,	linking	
billions	of	devices	that	are	built	to	produce,	store,	transmit	and	handle	digital	traces	that	
can	become	data.		These	networks	have	their	origin	in	organisations	with	a	public	
mission	(government,	military,	research)	but	have	become	increasingly	corporate	
following	the	privatisation	of	the	internet	in	the	early	1990s.	The	early	stages	of	the	
commercial	internet	were	shaped	by	the	practices	and	structures	of	
telecommunications,	so	that	telecom	providers	and	system	operators	often	took	on	the	
provision	of	internet	services.	
	
Electronic	networks	make	greater	circulation	possible,	which	means	that	the	site	of	
creation	of	digital	traces	may	be	far	removed	from	the	site	of	use	of	data.	Traces	created	
in	a	certain	time	and	place	can	end	up	being	used	in	a	completely	different	location	and	
in	a	different	context.	Networks	should	be	understood	at	the	elements	that	enable	
connectivity:	they	are	not	‘simply’	connected	wires,	but	also	include	the	technologies	
that	enable	wireless	connections.	Such	“networked	ICTs”	are	a	combination	of	hardware	
and	code	(Postigo	and	O’Donnell,	2016).	As	we	enter	the	second	decade	of	the	21st	
century,	an	estimated	3	out	of	7	billion	people	in	the	world	have	access	to	ubiquitous	
computing	(Zuboff,	2019).		Circulation	and	connectivity	rely	on	an	infrastructure	that	
makes	it	possible	to	sense,	record,	transmit	and	process	data.		
	
The	development	of	networks	is	not	only	pushed	by	Big	Tech.	There	is	also	a	‘demand’	
side	to	the	dynamic	of	growing	networks.	There	are	strong	association	between	
connectivity	and	self-realisation,	as	well	as	between	networks	and	development.	Many	
activities	that	contribute	to	our	identity	and	sense	of	self	involve	the	use	of	networks—
whether	to	maintain	social	connections	or	to	pursue	our	passions.	When	understanding	
our	health,	staying	in	touch	with	our	colleagues	or	finding	true	love	depend	on	logging	
on	to	internet,	technology	and	our	daily	practices	are	entwined.	This	connection	
between	who	we	are	and	networks	makes	them	unmissable.	Furthermore,	many	of	our	
more	collective	aspirations,	for	example,	for	sustainable	development	or	decreasing	
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inequality,	have	become	associated	with	the	roll	out	of	networks:	providing	access	to	
internet	is	increasingly	considered	a	pillar	of	regional	economic	development	or	of	
access	to	services.	Initiatives	to	combat	the	‘digital	divide’	or	campaigns	that	posit	
internet	access	as	a	fundamental	right	are	evidence	of	the	association	between	
networks	and	the	ways	of	life	to	which	we	aspire.		
	
5.2.2	Platforms	
	
Networks	are	one	of	the	enabling	conditions	for	the	rise	of	platforms,	the	second	main	
aspect	of	infrastructure	we	will	discuss.	Networks	and	their	effect	are	what	enable	
platforms	like	Facebook	to	grow	so	rapidly	(Srnicek,	2016).	Platforms	are	reliant	on	the	
connectivity	of	potential	users.	This	explains	why	companies	like	Facebook	are	eager	to	
provide	access	to	the	internet.	This	can	mean	supporting	technological	innovations	that	
would	enhance	connectivity	and	circulation,	such	as	balloons	carrying	internet	capacity,	
or	investment	strategies,	such	as	Google	outbidding	other	providers	for	free	wifi	of	
Starbucks	locations,	or	corporations	pursuing	laptop	philanthropy.	
	
In	Chapter	1,	we	noted	the	importance	of	platforms	for	datafication.	In	this	section,	we	
focus	on	the	role	of	platforms	in	structuring	data	work.	In	a	first	instance,	platforms	can	
be	seen	as	enabling	interaction	and	transaction	–for	example,	in	the	case	of	FoodDrop	or	
Deliveroo,	the	platform	connects	restaurants	and	customers,	enabling	one	party	to	
advertise	its	menus,	and	hungry	people	to	browse	through	a	range	of	options.	The	
platform	facilitates	the	payment	and	coordination	of	orders.	As	such,	it	acts	like	a	
marketplace.	However,	this	is	only	part	of	what	platforms	do.	We	will	look	in	more	
detail	about	the	kinds	of	marketplaces	that	platforms	shape	and	at	platforms	as	
business	models	in	Chapter	8.	For	now,	we	can	focus	on	the	other	activities	that	are	
enabled	by	platforms	and	what	make	platforms	a	distinctive	form	of	infrastructure.	
	
Platforms	connect	different	actors,	provide	access	to	data	through	application	
programming	interfaces	(APIs),	and	foster	further	development	of	functionalities.	APIs	
are	a	kind	of	interface	that	makes	it	simpler	to	connect	applications	to	existing	
platforms.	APIs	enable	data	to	move	between	different	software	in	a	coordinated	
matter.	One	way	to	think	of	it	is	as	a	‘socket’	in	which	to	plug	in.	The	connection	is	made,	
without	having	to	worry	about	how	the	entire	house	is	wired	and	how	electricity	is	
provided.	APIs	therefore	invite	connection	to	the	platform,	but	also	shape	how	this	
connection	can	be	made	(again,	think	of	a	socket	requiring	a	specific	shape	of	plug).	
	
Platforms	can	be	defined	as	a	programmable	infrastructure	upon	which	other	software	
can	be	developed	and	run	(Gillespie,	2017).	Platforms	are	distinctive	because	they	are	
generative	and	open-ended.	This	means	that	they	support	the	development	of	further	
possibilities	for	interactions	by	providing	data,	and	that	they	benefit	from	the	increased	
data	generation	from	increased	interactions.	Platforms	have	two	important	functions:	
they	are	the	site	of	data	generation	and	combination	(datafication)	and	support	the	
development	of	applications	(programmability).	An	example	of	this	is	the	way	Facebook	
can	interface	with	your	email	account	to	find	‘friends’	on	Facebook.	Facebook	has	a	
wealth	of	data	about	all	kinds	of	users	and	builds	complex	profiles	from	each	account	
(datafication).	The	programme	makes	it	possible	to	search	email	addresses,	parse	them	
and	attempt	to	associate	them	with	profiles	and	specific	accounts	on	Facebook	
(programmability).	If	you	use	this	programme,	you	are	further	contributing	to	the	
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process	of	datafication,	enabling	the	platform	to	make	even	more	connections	and	
enrich	profiles,	while	you	re-create	your	social	network	on	this	platform	(this	is	what	
we	mean	by	generative	and	open-ended).	
	
Typical	of	platforms	is	therefore	that	they	welcome	certain	types	of	interactions	to	
further	develop	their	services.	They	are	meant	to	enable	others	to	innovate	and	create	
new	services	and	new	connections.	At	the	same	time,	the	further	production	of	digital	
traces	is	integral	to	their	set	up:	an	app	that	only	provides	a	service	is	not	as	interesting	
as	an	app	that	also	engages	users	to	produce	more	digital	traces.	This	combination	of	
providing	a	site	that	supports	innovation	and	creativity	and	while	tying	developers	and	
users	to	the	platform	and	ensuring	that	further	data	is	generated	ON	that	platform	
means	that	the	platform	organizes	labour	and	captures	data	as	a	form	of	input	for	profit	
for	the	platform-makers	(Plantin	et	al.,	2018;	Gillespie,	2010).	
	
Social	media	platforms	are	familiar	instances.	On	these	platforms,	there	is	significant	
generation	of	data,	because	the	platform	facilitates	the	production	of	content	by	users	
(photos,	comments,	messages),	the	systematic	collection	of	traces	(timing	of	
interactions,	downloads,	speed	of	typing,	etc),	and	the	extraction	of	interactions	(liking,	
sharing).	Typically,	new	services	are	developed	on	a	platform,	enabling	the	delivery	of	
further	services	or	functionalities	(for	which	users	may	want	to	pay	or	that	may	serve	as	
a	support	for	advertising).	These	in	turn	engage	users	to	increase	their	activities	on	the	
platform	and	to	generate	increasing	amounts	of	data	of	different	types.	Through	the	
combination	of	different	types	of	datasets,	further	analyses	can	be	done.		
	
Platforms	also	organize	user	participation,	and	therefore	everyday	life.	Platforms	make	
participation	possible	along	specific	types	of	activity,	such	as	sharing,	following,	or	
tagging,	and	therefore	shape	user	interaction.	(Alaimo	and	Kallinikos,	2017).	
Participation	and	interaction	generate	traces	of	user	activity	that	can	be	analysed.	These	
analyses	yield	profiles	or	support	predictions	of	user	behaviour	–	or	even	nudging	of	
user	behaviour.	Many	media	outlets	have	recently	featured	discussions	of	‘bubbles’	and	
echo-chambers,	which	are	specific	instances	of	how	platforms	structure	exposure	to	
news.	Platforms	foreground	some	information	and	background	other	content	in	ways	
that	are	not	transparent	to	users	and	that	may	shape	public	life	in	unaccountable	ways.	
	
Platforms	are	also	open-ended.	But	this	openness	is	not	limitless.	Which	boundaries	
affect	platforms	and	how	they	function?	On	the	one	hand,	it	is	difficult	to	predict	how	
users	will	precisely	engage	with	the	platform	and	which	kinds	of	new	uses	will	emerge	
from	the	efforts	of	developers	using	APIs.	On	the	other	hand,	there	is	also	a	kind	of	lock-
in	that	ties	the	users,	developers	and	data	to	the	platform	they	are	using,	thereby	
ensuring	that	the	newly	generated	data	flows	through	the	platform	and	can	be	
harvested	by	the	platform	owners.	
	
APIs	can	be	seen	as	ways	to	align	content	developers	and	platforms:	they	constrain	
what	actors	can	do.	A	typical	example	is	the	growing	use	of	authentication	via	a	
Facebook	or	Google	profile	for	other	services.	By	connecting	to	new	services	using	these	
profiles,	the	data	you	generate	in	a	new	setting	is	tied	to	your	Facebook	or	Google	
identity.	Each	time	a	Facebook	identity	is	used	for	a	new	service	or	application,	these	
“silently”	contribute	to	the	Facebook	social	graph	via	the	API,	extracting	data	from	your	
shopping	habits	or	information-seeking	behaviour	and	sending	it	back	to	Facebook.	
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Facebook	is	then	able	to	use	these	data	to	personalise	advertising	and	newsfeed	or	
otherwise	customize	your	experience	of	the	platform	(Plantin	et	al.,	2018).	Similarly,	
when	we	speak	of	‘mashups’,	we	are	dealing	with	the	possibilities	for	data	integration	
provided	by	an	API.	Plantin	et	al.,	put	forth	the	example	of	Google	Maps,	where	an	API	
was	released	very	early	on	after	the	launch	in	2005.	The	API	enabled	third	parties	to	
add	or	overlay	data	onto	the	Google	map.	These	are	effectively	‘mash	ups’	that	take	
Google	maps	as	a	base	and	transform	Google	Maps	into	a	platform	(Plantin	et	al.,	2018).	
	
Platforms	often	claim	to	be	neutral	(Gillespie,	2010),	but	if	we	analyse	them	as	
infrastructures,	we	see	how	they	shape	digital	spaces	and	their	users	(participation)	as	
well	as	who	can	benefit	from	them	by	becoming	the	owner	of	data	and	monetizing	their	
value.	Platforms	also	have	requirements	about	who	can	join	and	on	what	basis.	These	
requirements	become	visible	when	there	are	debates	about	‘fake	accounts’	on	Twitter,	
or	on	the	exclusion	of	‘bots’	from	social	media	platforms,	a	limitation	that	may	be	
harming	research	projects.		
	
Finally,	platforms	are	tied	to	business	models	and	specific	ways	of	making	money.	
Quoting	Hal	Varian,	Google’s	long-time	chief	economist,	who	speaks	of	“data	extraction	
and	analysis”	as	the	core	of	‘Big	Data’,	Zuboff	identifies	practices	that	turn	the	harvested	
data	into	input	for	the	design	of	modes	of	prediction	that	benefit	commercial	interests.	
Most	of	this	harvested	data	is	neither	personal	data	(like	our	address	or	date	of	birth)	
nor	explicitly	generated	by	users	(actively	clicking	a	‘like’	button).	Rather,	it	is	data	
about	time	of	use,	length	of	sessions,	hovering	of	a	mouse	over	particular	items	and	
other	automatically	generated	micro-data.	On	the	basis	of	this	seemingly	worthless	
data,	new	predictive	tools	are	developed	that	form	the	basis	of	surveillance	capitalism	
(Zuboff,	2019)	or	platform	capitalism	(Srnicek,	2016).	This	is	what	we	mean	when	we	
say	that	platforms	are	generative:	more	interaction	means	more	data,	which	further	
feeds	the	growth	of	platforms’	profit	and	influence.	Generation	of	data	for	combination	
for	added	value	is	the	logic	around	which	these	platforms	are	built	–	an	issue	we	will	
return	to	in	Chapter	8.	
	
We	have	singled	out	networks	and	platforms	for	their	structuring	roles	in	providing	
indispensable	arrangements	of	tools	and	programmes	that	enable	data	to	be	put	to	
work.	Networks	make	the	access	to	platforms	possible,	and	platforms	make	it	possible	
to	access	new	domains	of	human	behaviour	as	people	increasingly	mediate	their	lives,	
and	to	shape	the	public	sphere	as	well	as	how	we	navigate	our	word.	While	this	section	
focused	on	infrastructure	because	it	is	often	less	visible	or	noticeable,	we	should	not	
overlook	the	fact	that	many	other	technologies,	big	and	small,	are	also	significant	–	
whether	hardware,	from	giant	server	farms	to	tiny	wearables	like	running	shoe	pods	or	
software	like	Haddoop’s	data	management	system	or	apps	for	smart	phones.		
	
	
5.3	Conventions	and	metadata	
	
So	far,	we	have	stressed	repeatedly	how	data	does	not	stand	on	its	own	but	is	part	of	a	
rich	and	layered	context	of	production,	transformation	and	use.	For	data	to	come	into	
existence,	to	be	transformed	and	to	be	analysed	in	order	to	support	knowledge	claims,	a	
lot	needs	to	be	in	place	and	much	work	has	to	be	done.	We	have	also	amply	illustrated	
in	the	data	story	so	far	that	digital	data	are	transformed	across	suites	of	technologies	
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(Shove	et	al.,	2007),	some	of	which	have	an	infrastructural	character.	In	this	section,	we	
zoom	in	on	another	aspect	of	what	is	needed	to	put	data	to	work.	Part	of	this	work	is	
facilitated	by	the	use	of	conventions	and	standards.	These	help	to	organise	data;	to	
collect	and	handle	metadata	deemed	necessary	to	make	sense	of	that	data,	and	they	
make	it	easier	to	combine	and	compare	data.	In	our	discussion	of	geographical	data,	we	
noted	that	the	GPS	system	connects	to	a	reference	system,	the	World	Geodetic	System	
(WGS	84),	which	links	position	with	location.	A	convention	such	as	this	connection	to	a	
reference	system	makes	it	possible	to	layer	data.	Very	concretely,	the	possibility	to	
switch	from	map	to	satellite	view	in	Google	maps	depends	on	the	conventions	about	
which	reference	system	to	use	and	how	to	use	it.	Such	conventions	are	used	for	all	data	
types,	to	make	scientific	research	possible	with	brain	scans	(Beaulieu,	2002)	or	for	
entertainment	purposes,	like	playing	Pokemon	GO.	
	
Conventions	are	labels	that	cover	many	types	of	agreements.	Conventions	can	take	the	
form	of	a	protocol	(an	agreement	on	process,	which	steps	to	follow)	or	standards	(an	
agreement	on	the	measure	of	quality,	values,	or	format).	They	can	be	about	data	
formats,	file	systems,	metadata,	or	about	using	object	identifiers,	in	which	case,	they	are	
important	for	automation	and	for	large-scale	data	collection.	Conventions	can	also	vary	
in	their	degree	of	formality.	They	can	be	very	detailed	and	internationally	implemented,	
for	example,	an	ISO	(International	Organization	for	Standardization)	mandated	
standard.	They	can	also	be	very	informal	and	local,	for	example	how	to	annotate	data	in	
a	spreadsheet	used	by	a	few	colleagues	who	collaborate	intensively.	All	these	
conventions	make	it	easier	to	link	data	across	different	data	sets	and	to	give	confidence	
in	the	combination	of	data	from	different	sources.	
	
While	this	may	sound	very	technical	and	bureaucratic,	conventions	also	have	an	
important	role	in	shaping	the	value	of	data	and	how	confident	we	are	in	using	them.	If	
there	is	a	strong	set	of	conventions	around	a	type	of	data,	and	if	these	are	implemented	
in	similar	ways	across	different	locations	where	data	are	produced,	then	we	are	more	
confident	that	the	data	are	comparable	and	can	be	sensibly	aggregated.	An	example	of	
this	are	drug	testing	protocols:	we	want	to	be	sure	that	the	data	are	produced	and	
handled	in	the	same	way	across	the	different	test	locations,	so	that	we	can	aggregate	the	
data	and	have	a	sense	of	whether	the	drugs	have	a	positive	effect.	This	is	especially	
important	in	a	context	where	we	want	to	avoid	unnecessary	risks	because	human	
health	is	involved,	and	where	we	want	independent	confirmation	of	effectiveness	
because	a	lot	of	money	is	at	stake	for	the	companies	that	claim	to	produce	effective	
drugs.	Conventions	help	us	navigate	such	situations.	They	contribute	to	‘quality’	and	
trust,	because	they	assist	in	maintaining	data	integrity,	establishing	provenance,	and	
preserving	privacy.	They	can	also	help	us	discover	whether	data	has	been	modified,	or	
whether	data	has	been	removed	from	datasets	and	might	lead	to	a	skewed	view,	for	
example.	
	
Metadata	is	a	specific	category	of	conventions.	Metadata	are	structured	data	that	
describe	datasets	or	documents.	It	helps	to	make	sense	of	their	contents,	of	how	they	
might	be	related	and	of	their	history.	Metadata	is	therefore	a	type	of	information	that	
helps	understand	how	data	is	structured	and	that	makes	it	easier	to	use	or	manage	data.	
Metadata	can	be	about	who	is	the	owner	of	the	data,	when	and	how	it	was	collected	and	
by	which	means.	An	everyday	example	is	a	barcode.	Another	example	of	metadata	is	a	
DOI,	a	digital	object	identifier,	which	is	linked	to	a	publication.	When	you	use	an	
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application	like	Zotero	to	save	a	reference	from	a	web	page,	Zotero	interacts	with	the	
metadata	of	the	webpage	to	extract	the	bibliographic	reference	and	import	it	into	the	
Zotero	database.	As	in	the	case	of	data,	whether	something	is	metadata	depends	on	the	
use	made	of	it.	A	library	coding	system	can	be	considered	metadata,	but	for	a	historian	
writing	a	history	of	classification	systems,	the	coding	system	would	be	data	that	is	
informative	about	the	kinds	of	classifications	–	for	example,	when	did	‘young	adult’	
literature	as	a	separate	category	become	common.	Metadata	can	also	change	over	time	
(Li	and	Sugimoto,	2017).	

As	data	circulates	and	data-sharing	intensifies,	it	can	be	critical	to	keep	track	of	where	
data	originated	and	how	it	was	produced.	The	use	of	metadata	to	document	provenance	
is	a	common	strategy,	not	only	in	biomedical	databases	(van	Hoorn	and	Toga,	2009),	
but	also	in	data-sharing	platforms	across	life	and	social	sciences	(Dormans	and	Kok,	
2010)	and	in	social	and	cultural	production	(Beaulieu	et	al.,	2013;	Beaulieu	and	Rijcke,	
2014).	Scientific	metadata	helps	to	create	common	ground	between	different	users	in	
different	institutions	or	disciplines	(Edwards	et	al.,	2011).	There	are	of	course	many	
ways	of	describing	a	dataset,	and	to	order	these	descriptions,	‘metadata	schemas’,	
‘ontologies’	or	other	types	of	semantic	tools	are	used.	Metadata	schemes	are	often	
developed	for	specific	types	of	objects.	For	digital	documents,	a	widely	used	schema	is	
the	Dublin	Core.	For	websites,	the	Semantic	Web	aims	to	formalize	what	we	know	about	
their	contents.	For	research	data,	a	useful	standard	has	been	set	by	the	OBO	Foundry,	
which	provides	principles	around	which	various	computational	ontologies	pertaining	to	
different	scientific	domains	can	be	built.	As	we	discussed	in	chapter	3	with	regards	to	
Call	Data	Records,	much	metadata	about	phone	calls	can	be	very	useful	to	find	out	about	
people,	even	if	the	content	of	the	conversation	(what	you	could	arguably	call	the	data)	is	
not	known.		

In	Big	Data	settings,	metadata	is	often	referred	to	as	annotations	or	descriptors.	When	
data	from	different	sources	and	in	different	formats	is	stored	together	in	a	repository	
without	a	predefined	schema	(as	a	way	to	avoid	data	silos	which	occur	when	you	store	
data	in	data	warehouses),	metadata	is	used	as	a	way	to	structure	data.	In	such	a	‘data	
lake’,	data	remains	usable	thanks	to	metadata,	since	it	makes	it	possible	to	query	data.	
Again,	dealing	with	the	size	of	metadata	is	a	challenge,	since	it	must	remain	accessible	to	
users	when	data	is	accessed.	While	we	might	think	of	metadata	as	‘labelling’	of	data,	it	is	
also	an	essential	layer	of	any	information	system	and	that	it	plays	an	important	role	in	
whether	it	is	even	possible	to	use	data.	When	appropriate	and	accessible	to	human	or	
machine	processing,	metadata	enables	interaction	between	objects,	such	as	data,	and	
activities	such	as	discovery,	retrieval,	provenance	tracking	or	calculation	(Greenberg,	
2017).		
	
If	we	think	back	to	the	GIS	systems	discussed	earlier,	we	now	see	that	metadata	is	
needed	to	make	the	data	from	these	systems	usable.	Data	about	location	can	only	be	
used	reliably	in	conjunction	with	metadata	about	the	satellite	orbit	parameters	and	
metadata	about	the	spatial	resolution	available.	The	central	role	of	metadata	points	to	
further	issues.	Because	much	of	spatial	data	is	used	‘in	real	time’,	it	is	critical	to	have	
rapid	retrieval	and	access	of	both	data	and	metadata	–	complex	puzzles	for	the	efficient	
handling	of	data.	When	some	transformations	of	data	are	black-boxed,	it	is	not	possible	
to	document	those	transformations	in	the	form	of	metadata,	which	also	affects	the	
accountability	and	therefore	trust	we	have	in	data.	Handling	and	producing	metadata	
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are	therefore	important	issues	that	are	entwined	with	data	quality,	computing	
challenges	and	even	the	use	of	algorithms.	
	
	
5.4	Models	
	
In	Chapter	4,	we	hinted	at	the	central	role	played	by	models	in	informing	the	use	and	
interpretation	of	data.	A	data	model	is	the	result	of	the	effort	made	to	structure	data,	so	
that	they	can	be	analysed	(using	statistics	for	example).	A	data	model	is	often	
represented	in	graphical	form	(see	Figure	10).	A	data	model	is	a	necessary	step	in	data	
analysis:	it	involves	making	decisions	about	how	to	order	and	visualize	data.	This	step	
teaches	us	about	what	is	being	modelled,	because	the	data	are	selected	and	ordered	in	
order	to	represent	a	specific	phenomenon	(Leonelli,	2019).	In	the	example	Figure	5.1,	
for	instance,	the	data	model	shows	which	categories	and	features	are	considered	
important	for	human	resources	processes.	There	is	room	in	this	data	model	for	
elements	like	education	and	salary,	but	hobbies	or	religion	are	not	part	of	the	data	
model	–	they	are	not	considered	relevant	for	what	we	are	modelling.	The	data	model	
has	thus	identified	and	restricted	the	part	of	reality	that	data	can	be	used	to	document.		
	
	

	
Figure	5.1	A	data	model	for	data	on	hiring	in	a	private	company.	
https://www.itpedia.nl/2011/01/17/organisatie-rond-modelbeheer/	

	
This	is	a	fairly	simple	example,	but	the	same	logic	applies	for	different	types	of	data	
being	modelled.	The	data	model	makes	some	aspects	of	the	data	count	and	not	others.	
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In	deciding	what	counts	as	useable	data,	researchers	define	what	data	can	matter	and	
how.	The	decisions	made	in	setting	up	the	data	model	shape	the	range	of	phenomena	
that	they	will	be	able	to	consider	once	they	start	clustering	and	ordering	data	in	ways	
that	may	help	to	interpret	them	as	evidence.		
	
Data	models	help	us	to	capture	specific	aspects	of	the	world	and	to	pursue	analyses.	If	
we	do	not	have	hobbies	or	religion	as	part	of	our	data	model	about	HR	processes,	we	
will	not	be	able	to	include	those	aspects	in	our	claims	about	efficiency	of	recruitment	or	
about	how	careers	develop.	That	is	the	reason	why	data	modelling	involves	explicit	
discussions	of	the	value	of	data	as	evidence	for	making	representational	claims.	Data	
models	are	where	evidential	and	representational	considerations	meet.	When	
developing	data	models,	analysts	consider	–	implicitly	or	explicitly	–	how	ordering	the	
data	will	make	it	usable	as	evidence.		
	
A	second	kind	of	model	is	very	important	if	we	want	to	put	data	to	work:	statistical	
models.	While	data	models	are	usually	expressed	in	graphical	form,	statistical	models	
are	expressed	using	mathematical	notation.	Statistical	models	enable	us	to	describe	the	
data	in	ways	that	make	it	manageable:	they	are	precise	and	concise	descriptions	that	
enable	calculations.	Statistical	models	help	us	make	claims	because	they	encompass	
important	aspects	of	the	relationship	between	variables,	and	between	the	data	we	
collected	and	the	world.	They	guide	the	methods	used	to	extrapolate	patterns	from	data.	
They	help	us	evaluate	whether	or	not	such	patterns	are	meaningful,	and	what	
“meaning”	may	involve	in	the	first	place.	Statistical	models	are	therefore	central	to	the	
credibility	of	the	data-driven	approach.	
	
Statistics	can	help	us	ask	questions	like	does	the	data	really	show	an	important	effect	or	
does	data	really	correspond	to	a	(consistent)	phenomenon	in	the	world.	In	other	words,	
we	use	statistics	to	explore	the	validity	and	reliability	of	patterns	extracted	from	data.	
For	instance,	statistics	is	often	hailed	as	a	powerful	means	to	detect	error	within	
datasets	in	relation	to	specific	hypotheses	(Mayo	and	Spanos,	2011).	In	a	big	data	
context,	there	is	a	set	of	statistical	models	and	techniques	that	tend	to	be	used	most	
frequently	(see	discussion	of	correlation	in	section	2.2).	Hence,	some	philosophers	and	
data	scholars	have	argued	that	“the	most	important	and	distinctive	characteristic	of	Big	
Data	[is]	its	use	of	statistical	methods	and	computational	means	of	analysis”	(Symons	
and	Alvarado,	2016).	Examples	of	this	are	machine	learning	tools,	deep	neural	networks	
and	other	“intelligent”	practices	of	data	handling.	There	is	a	lot	of	emphasis	on	
developing	computational	methods	for	data	analysis	within	big	data	research,	and	much	
of	the	efforts	focus	on	improving	inferential	tools	and	methods,	in	order	to	extract	
reliable	knowledge	from	data.	
	
Last	but	not	least,	computational	models	and	algorithms	are	also	a	central	type	of	model	
to	consider	for	understanding	how	data	work	is	structured.	Statistical	expertise	needs	
to	be	complemented	by	computational	savvy	in	the	training	and	application	of	
algorithms	associated	to	artificial	intelligence.	This	includes	machine	learning	and	other	
mathematical	procedures	for	operating	upon	data	(Bringsjord	and	Govindarajulu,	
2018).	These	are	closely	linked	to	the	statistical	models	selected.	
	
Consider	for	instance	the	problem	of	overfitting.	This	is	the	mistaken	identification	of	
patterns	in	a	dataset,	and	the	result	of	imposing	a	model	on	the	data	too	rigidly.	
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Overfitting	is	greatly	amplified	by	the	training	techniques	employed	by	machine	
learning	algorithms.	There	is	no	guarantee	that	an	algorithm	trained	to	successfully	
extrapolate	patterns	from	a	given	dataset	will	be	as	successful	when	applied	to	other	
data.	It	is	possible	to	minimize	this	problem	by	re-ordering	and	partitioning	both	data	
and	training	methods.	This	makes	it	possible	to	compare	the	application	of	the	same	
algorithms	to	different	subsets	of	the	data.	This	is	called	“cross-validation”.		Another	
approach	is	to	combine	predictions	arising	from	differently	trained	algorithms	
(“ensembling”).	A	third	technique	is	the	use	of	hyperparameters,	which	are	used	to	
constrain	the	learning	process.	To	do	this	well	requires	knowledge	of	the	mathematical	
operations	and	of	their	implementation	in	code,	as	well	as	familiarity	with	the	hardware	
architecture	(Lowrie,	2017).	In	other	words,	working	with	models	from	statistics	and	
mathematics	needs	to	be	complemented	by	expertise	in	programming	and	computer	
engineering.		(The	need	for	this	layered	knowledge	is	discussed	in	the	next	chapter.)		
	
The	point	is	that	structuring	of	data	work	in	data	science	is	different	than	data	analysis	
in	statistics,	as	developed	over	the	past	century	in	the	social	and	natural	sciences.		
Whereas	regressing	or	rule-based	deduction	are	used	in	traditional	statistics,	machine	
learning	builds	programmes	that	develop	their	own	approach	to	data	description	
(Lowrie,	2017).	Focusing	specifically	on	computational	systems,	John	Symons	and	Jack	
Horner	(2014)	argued	that	much	of	big	data	research	consists	of	software-intensive	
science	rather	than	data-driven	research.	These	elements	structure	how	we	can	put	data	
to	work:	the	production	of	knowledge	claims	depends	on	the	manipulation	of	models	
implemented	in	database	design	(data	models),	in	analysis	(statistical	models)	and	
within	software	and	computation	(machine	learning	and	algorithms).		
	
	
5.5	Visualisations:	forms,	tools	and	interfaces		
	
5.5.1	Data	visualisations	
	
Data	visualisations	are	a	way	of	ordering,	encountering	and	interacting	with	data.	They	
differ	from	the	graphical	data	models	discussed	above	(Figure	5.1)	insofar	as	they	are	
aimed	at	conveying	the	data	rather	than	the	properties	of	the	data.	As	such,	data	
visualisations	are	considered	to	be	of	much	wider	interest	than	the	more	specialised	
data	models	that	are	mainly	used	by	data	workers	who	deal	with	databases	and	
computational	work.	Data	visualisations	circulate	widely	and	shape	what	we	know	and	
the	questions	we	ask	of	data.	Visualisations	are	themselves	shaped	by	data	practices	
and	technologies.	Data	visualisations	are	often	presented	and	perceived	as	the	way	of	
letting	data	speak	for	itself,	but	they	are	neither	transparent	nor	self-evident.	
Visualisation	are	‘acts	of	interpretation	masquerading	as	presentation’	(Drucker,	2014,	
page	16).		In	this	section,	we	consider	how	visualisations	have	developed	over	time,	the	
main	conventions	that	shape	how	data	is	visualised,	and	how	data	visualisation	already	
contain	selections	and	interpretation	of	data.	
	
We	discussed	earlier	how	data	are	not	merely	representations	of	phenomena.	We	
extend	this	argument	to	data	visualisations:	these	are	not	merely	representations	of	
data.	Data	visualisations	are	the	result	of	many	steps,	and	our	appreciation	of	them	as	
visual	renditions	depend	on	conventions	that	are	often	so	familiar	that	we	don’t	notice	
them.	What	distinguishes	a	data	visualization	from	other	types	of	expression	(text,	
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numbers)	is	that	they	use	space	in	a	meaningful	way.	That	is	to	say,	the	conventions	for	
displaying	data	spatially	are	a	central	component	to	making	data	visualisations	
meaningful.	These	conventions	are	often	forgotten,	but	they	are	both	fascinating	to	
understand	and	important	in	order	to	learn	from	visualisations.	

Data	visualisations	can	be	organized	according	to	their:		

• graphical	format	(map,	table,	chart,	network	diagram)	
• purpose	or	function	(navigating,	record	keeping,	calculation)	
• type	of	content	(spatial,	qualitative,	quantitative,	temporal,	

interpretative)	
• the	way	they	structure	meaning	(analogy,	connection,	comparison,	

multi-variate,	axes)	
• disciplinary	origins	(bar	diagrams	from	statistics,	trees	from	

genealogy,	flow	charts	from	electrical	circuits)	(Drucker,	2014)	

Across	the	variations	in	the	types	of	data	visualisations,	all	have	a	number	of	processes	
in	common	(Drucker,	2014).	The	first	is	the	rationalisation	of	a	surface.	This	is	the	
process	of	setting	a	space	apart	so	that	it	can	be	meaningful,	for	example,	the	separation	
of	the	space	on	a	page	between	the	space	for	the	running	text	and	the	space	for	a	figure.	
The	second	is	the	distinction	between	figure	and	ground.	Creating	a	contrast	between	
an	object	and	the	background	directs	out	attention	and	tells	us	what	to	pay	attention	to.	
A	third	process	is	to	have	the	visual	elements	of	a	figure	work	together,	in	a	relational	
system.	This	could	be	the	framing	of	a	visualisation	or	the	use	of	a	legend	that	enables	
us	to	put	the	visual	element	in	relation	to	a	shared	reference.	Together	these	processes	
create	what	we	consider	to	be	a	visualization.	Within	a	visualization,	the	organized	
space	can	then	be	used	to	express	meaning.	Spatial	relations	like	proximity,	hierarchy,	
and	juxtaposition	indicate	how	to	understand	data	(Drucker,	2014).	

All	these	visual	conventions	contribute	to	make	data	visualisations	work	in	specific	
ways.	They	tend	to	be	treated	as	transparent,	whereas	they	are	already	carrying	some	
interpretation	of	the	data.	An	illustration	of	this	are	the	reference	systems	we	discussed	
with	regards	to	GPS	data.	When	we	look	at	maps	of	the	world,	we	are	aware	that	a	
three-dimensional	space	has	been	brought	into	a	flat,	two-dimensional	surface.	This	is	
done	via	projections,	and	different	projections	take	different	elements	into	account	(See	
Figure	5.2),	but	we	pay	little	attention	to	this	convention	because	we	are	so	used	to	it.	
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Figure	5.2	Examples	of	geo-	political	vs	emissions	maps	highlight	how	the	projections	
make	different	assumptions	and	therefore	show	us	the	world	differently.	

Naturalised	maps	and	charts	come	across	as	‘what	is’	–	as	being	the	same	as	the	
phenomena.	When	we	stop	paying	attention	to	which	assumptions	are	taken	into	
account,	we	start	to	see	data	visualizations	as	transparent.	Consider	which	map	in	
Figure	5.2	looks	‘normal’?		This	applies	to	all	visualisations,	even	something	as	simple	as	
a	bar	chart:	we	tend	to	forget	all	the	work	that	goes	into	producing	these	visualisations	
(sampling,	smoothing,	colour	selection)	and	how	they	produce	meaning	(Drucker,	
2014).	In	Figure	5.3	an	association	between	maleness,	genius	and	scientific	ability	is	
expressed	in	the	use	of	similar	shapes	(squares).	Such	associations	matter	because	
visualisations	shape	how	we	experience	the	world.	According	to	this	chart,	females	
could	pass	on	these	traits,	but	never	express	them.	By	visually	reinforcing	that	the	
symbol	for	men	is	related	to	the	symbol	for	genius,	the	visualization	reinforces	a	sexist	
interpretation	of	the	data.		
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Figure	5.3	Chart	produced	by	Francis	Galton,	for	the	English	Eugenics	Society.	Conventions	
of	visualisation	shape	the	contents:	the	icon	of	genius	is	visually	related	to	the	icon	of	
maleness.	Chart	showing	inheritance	of	ability,	Eugenics	Education	Society.	This	poster	
was	commissioned	by	the	English	Eugenics	Education	Society	and	designed	and	produced	
by	Philip	Benson's	London	advertising	agency	in	1926		

Copyright Museum of London.	
	
Data	visualisations	are	closely	associated	with	Big	Data	and	are	a	common	component	
of	data	science	training.	That	visual	information	constitutes	the	richest	mode	of	input	to	
human	cognitive	systems	(so-called	‘power	of	the	human	visual	system’)	is	an	
assumption	that	has	a	long	history,	going	back	to	at	least	the	middle	of	the	20th	century.	
Each	visualization	contains	assumptions	and	principles	of	knowledge,	and	a	particular	
point	of	view.	Many	conventions	from	older	modes	of	observations	persist,	even	when	
we	are	dealing	with	large-scale	information	that	are	beyond	human	perception.	Rather	
than	windows	that	give	us	a	perfect	view	onto	data,	visualisations	are	better	understood	
as	lenses	that	imperfect,	but	useful	precisely	because	they	are	selective	(Beaulieu,	
2001).	
	
5.5.2	Infographics	
	
In	the	past	decade,	the	format	of	the	infographic	has	become	a	prominent	way	to	
communicate	visually	with	data.	The	term	infographic	is	a	contraction	of	“information	
graphics”.	Infographics	vary	in	style,	but	all	have	in	common	that	they	are	visual	
representations	based	on	statistical	data.	Their	history	is	sometimes	taken	to	go	back	to	
the	work	of	Florence	Nightingale	in	the	nineteenth	century,	but	there	has	been	an	
explosive	use	since	about	2010,	related	to	the	availability	of	web-based	tools	to	create	
and	circulate	infographics.	Typical	of	infographics	is	the	combinations	of	graphical	and	
other	elements;	assemblage	of	text	and	numbers,	charts,	graphs	or	maps,	and	characters	
to	transform	data	into	visually	accessible	arguments	(Featherstone,	2014).	

Infographics	can	be		

• statistical	graphs	(visualizations	that	rely	on	quantitative	data	without	
adding	another	layer)	
• data	maps	(combining	cartographic	form,	variables	of	distance,	and	
visualized	quantitative	data)	
• time	series	(which	place	quantitative	data	within	a	visual	temporal	
context)	
• and	relational	graphics	(which	utilize	composition	to	convey	differences	
in	size	between	variables	and	analogize	the	properties	of	data	sets	with	the	
physical	world)	(Tufte,	1983)	
	

Across	all	these	categories,	it’s	important	to	note	that	digital	infographics	are	sites	of	
intersections	between	interfaces,	people	and	data.	(Amit-Danhi	and	Shifman,	2018).		
Furthermore,	in	a	digital	context,	infographics	are	not	only	to	be	looked	at	and	
understood,	but	like	other	visualisations,	infographics	can	act	as	interfaces	and	sustain	
interaction	(Frosh,	2016).	They	can	also	give	a	more	layered	sense	of	engaging	with	data	
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(Amit-Danhi	and	Shifman,	2018).	Like	other	kinds	of	data	visualisation,	they	are	
interpretations.	

	
5.5.3	Data	Visualisations	as	interfaces	
	
One	of	the	important	features	of	recent	forms	of	visualization	is	that	they	merge	the	
function	of	engaging	with	data	visually,	with	other	forms	of	interaction.	Digital	
visualisations	have	tended	to	merge	with	the	artefact	of	the	graphical	user	interface.	
This	means	that	seeing	and	doing	are	brought	together.	These	‘visualisations	as	
interfaces’	invite	the	user	to	zoom	in,	select,	or	otherwise	interact	with	data	(Rijcke	and	
Beaulieu,	2011).		

As	users	of	interfaces,	different	actions	are	open	to	us.	Depending	on	how	the	data	
resource	and	interface	are	built,	we	can	view,	filter,	configure,	select,	or	construct	data	
objects.	Some	of	these	interactions	are	quite	shallow,	while	others	allow	deeper	
interaction	with	data.	Infographics	tend	to	be	at	the	shallow	end,	and	the	interactions	
they	allow	are	quire	limited.	What	is	important	is	the	way	these	interactive	possibilities	
‘create	a	sense	of	data	experience’	(Amit-Dahni	and	Shifman,	2018).	By	engaging	with	
the	data	itself,	the	viewer/user	touches	the	evidence	and	is	put	in	the	position	of	
seeming	to	have	direct	access,	to	be	able	to	explore	and	draw	unbiased	conclusions.	The	
viewer/user	can	make	the	data	speak	for	itself	–	but	only	within	the	set	of	
infrastructures,	conventions	and	rules	of	visualisation	we	have	discussed	so	far.	

A	final	aspect	of	data	visualisation	to	note	is	the	increased	personalisation	of	data	
visualisation.	Across	many	apps,	it	is	now	very	common	to	have	access	to	data	
visualisations	that	can	seem	like	intimate	self-portraits.	We	see	ourselves	through	
detailed	data	visualisations	that	show	how	our	bodies	and	activities	can	me	mapped	out	
in	time	and	space.	A	daily	consultation	of	our	mundane	practices	has	become	common	
practice:	we	are	used	to	seeing	graphs	of	our	sleep,	our	movements,	our	hoped-for	path	
home…	and	to	respond	to	cues	from	such	visualisation	for	our	sense	of	self	(you	run	
faster	than	86%	of	users)	or	to	script	our	lives	(move	more,	drink	more,	stress	less).	
	
Through	these	visualisations,	the	very	relationship	between	objects	of	knowledge	and	
knowing	subjects	is	changing.	New	interfaces	with	data	are	created,	such	as	(dynamic)	
visualizations.	These	not	only	aim	to	‘show’	data,	but	also	emphasize	its	dynamism	
through	live	feeds,	interactivity,	and	the	possibilities	to	layer	types	of	data.	
Visualizations	also	function	as	interfaces	to	data,	to	explore	and	act	on	it.	Visualisation	
techniques	make	data	seem	“transparent	and	accessible”	while	the	underlying	models	
are	opaque	(Thayyil,	2018).	As	we	have	seen	however,	visualisations	are	far	from	
transparent.	Critical	skills	and	awareness	of	the	kinds	of	data	assemblages	that	enable	
these	visualizations	are	indispensable	to	using	data	visualizations	responsibly.	
	
5.6	Curation	
	
The	final	element	in	putting	data	to	work	that	we	will	discuss	in	this	chapter	is	curation.	
Curation	–	or,	as	it	is	also	sometimes	called,	“data	management”	-	is	perhaps	the	most	
undervalued	aspect	of	data	work.	Yet,	it	is	necessary	for	successful	data	circulation	and	
use.	Data	curation	is	the	process	of	organising	and	integrating	data	from	different	data	
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sets.	It	is	guided	by	the	desire	to	maintain	the	value	of	the	data	across	the	adjustments	
needed	to	make	it	usable.	As	such,	data	curation	requires	a	strong	understanding	of	
both	the	data’s	creation	and	of	its	potential	further	uses.	
	
To	illustrate	how	significant	the	work	of	curation	can	be,	think	of	the	experience	of	
grocery	shopping	in	a	different	country.	In	the	US	and	Canada,	sugar	is	located	in	the	
baking	goods	section,	together	with	flour	and	baking	powder.	In	the	Netherlands,	sugar	
is	located	next	to	the	coffee	and	tea.	Sugar	is	therefore	categorised	very	differently	in	
these	two	contexts.	In	the	case	of	a	supermarket,	it’s	possible	to	walk	around	until	you	
have	found	the	desired	item	–	for	a	database,	the	labels	assigned	to	data	are	the	only	
way	to	navigate	the	database.	To	extend	the	analogy,	how	could	you	ever	find	the	sugar	
if	you	look	for	it	with	a	label	of	‘baked	goods’	in	a	Dutch	database?		Data	curation	is	
therefore	fundamental	to	the	usability	and	quality	of	a	database.		
	
As	global	data	infrastructures,	interfaces	and	related	institutions	become	ever	more	
sophisticated,	the	resources	needed	to	curate	them	have	also	grown	exponentially.	
Within	the	private	sector,	the	increasing	costs	of	storing	and	analysing	data	has	
heightened	their	value	as	commodities,	with	increasing	efforts	to	license	datasets	so	
that	they	can	be	incorporated	into	specific	property	regimes	(more	on	this	in	Chapter	
8).	Companies	are	also	frequently	looking	to	either	outsource	data	maintenance	(for	
instance	by	using	external	web	and	cloud	services)	or	forage	for	easily	accessible	data	
(as	in	the	case	of	social	behaviours	expressed	in	publicly	available	social	media).	The	
extent	to	which	data	are	circulated,	and	the	restrictions	under	which	such	circulation	
can	be	placed,	can	thus	vary	dramatically.		
	
Within	academic	research,	all	the	work	required	to	put	data	to	work	does	not	fit	
contemporary	regimes	of	funding,	credit	and	communication.	Monitoring	data	
infrastructures	and	keeping	them	up	to	date	requires	serious	investment,	without	
which	the	quality	and	reliability	of	the	Big	Data	used	to	fuel	artificial	intelligence	tools	
cannot	be	guaranteed.	As	we	will	see	in	Chapter	7,	the	more	data	move	around	and	are	
used	for	a	variety	of	purposes,	the	more	vulnerable	they	are	to	unwarranted	and	even	
misleading	forms	of	manipulation	and	enrichment.	And	yet,	funding	agencies	focus	the	
vast	majority	of	their	resources	on	supporting	novel	research	and	rewarding	the	
publication	of	high	impact	scientific	papers.	Long-running	infrastructure	do	not	fit	this	
model	of	evaluation,	since	their	core	business	is	conservation	rather	than	innovation	
(though	of	course	they	do	require	constant	updates	and	the	uptake	of	new	
technologies).		
	
Data	curation	is	done	by	a	variety	of	experts	whose	training	and	titles	can	vary.	They	
include	librarians,	information	scientists,	project	managers,	consultants	or	research	
assistants.	Their	work	can	address	both	upstream	and	downstream	management	of	
data,	from	the	point	of	data	creation	to	the	archiving	and	sharing	via	repositories	
(Palmer	et	al.,	2017).		The	creation	and	evaluation	of	metadata	are	part	of	data	curation.	
While	we	noted	that	the	production	of	metadata	was	sometimes	automated,	there	are	
many	aspects	of	data	curation	that	cannot	be	formalized	and	require	a	high	level	of	
familiarity	with	data	creation,	competence	in	overseeing	infrastructural	aspects	and	
expertise	on	the	needs	of	users.	Even	when	automatically	produced,	informal	
communication	about	metadata	also	helps	to	make	data	more	useful	(Edwards	et	al.,	
2011).	Curation	therefore	plays	an	important	role	in	shaping	or	packaging	data	and	
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making	them	intelligible	to	users	who	were	not	part	of	their	creation.	This	work	often	
seems	technical,	outside	the	more	valued	activities	of	doing	research.	Yet	the	use	of	
labels	to	describe	data	(sometimes	called	ontologies)	is	vital	for	users	to	be	able	to	
retrieve	the	information	they	need	from	a	database.	A	shared	understanding	of	what	
these	labels	should	be	(as	in	the	sugar	example	above)	is	very	important.		
	
The	creation	of	metadata	‘by	hand’,	through	annotation	and	filling	in	of	information	by	
humans	for	each	data	point,	is	highly	time	consuming.	In	some	fields,	there	is	a	high	
level	of	professionalisation	around	metadata,	but	in	many	fields	this	work	is	considered	
part	of	the	researchers’	tasks.	Creating	metadata	can	feel	as	a	burden,	on	top	of	a	
scientist’s	primary	work.	As	Edwards	et	al.,	(2011)	explain,	“Research	scientists’	main	
interest,	after	all,	is	in	using	data,	not	in	describing	them	for	the	benefit	of	invisible,	
unknown	future	users,	to	whom	they	are	not	accountable	and	from	whom	they	receive	
little	if	any	benefit.”	
	
Those	who	have	the	expertise	to	maintain	and	curate	databases	are	often	overlooked	
and	undervalued,	since	they	do	not	routinely	publish	in	top-ranking	journals	and	may	
therefore	not	be	recognised	nor	rewarded	as	high-level	researchers.	This	affects	both	
the	status	and	the	availability	of	data	curation	positions	at	research-performing	
institutions.	It	is	difficult	to	make	a	case	for	creating	jobs	in	data	curation,	and	even	
when	they	do	exist,	they	are	often	ranked	as	“service”	jobs	(on	a	par	with	technicians)	
rather	than	as	“research”	jobs	(and	thus	seen	to	contribute	directly	to	knowledge	
creation),	with	serious	consequences	for	the	career	prospects	and	salary	scales	of	this	
type	of	data	workers.	There	are	therefore	few	incentives	to	enter	this	path	of	work,	even	
though	it	is	central	to	the	large-scale	mobilisation	and	re-use	of	data	that	powers	
contemporary	science.		
	
The	care	for	data	does	not	fit	the	current	rhetoric	around	Big	Data.	It	requires	work	and	
time,	it	is	not	exciting,	and	it	is	expensive.		This	creates	the	risk	that	data	are	badly	
managed,	unreliable,	unfit	for	repurposing	–	and	that	because	they	have	not	been	
curated	well	(for	example,	without	significant	metadata),	they	cannot	be	re-
contextualised	adequately.			
	
5.7	Conclusion:	Forms	of	data	work	
	
In	this	chapter,	we	have	gone	beyond	data	journeys	to	explore	how	data	is	put	to	work.	
We	have	looked	at	what	is	needed	to	circulate,	share	or	re-use	data.	We	considered	
putting	data	to	work	from	different	angles	and,	for	the	sake	of	clarity,	discussed	in	turn	
the	technological,	infrastructural,	communicative	and	labour	dimensions	of	putting	data	
to	work.	Across	this	discussion,	we	constantly	pointed	to	how	each	dimension	relies	on	
and	affects	the	others	in	practice.		There	is	a	great	variation	in	the	extent	to	which	these	
elements	are	formally	organised,	from	the	highly	regimented	databases	of	the	WHO	to	
the	looser	mashups	of	start-ups	using	social	media	data.	In	spite	of	this	variation,	we	
saw	that	to	make	data	work	takes	work.	More	data	is	not	enough!	The	practices	that	
enable	the	flow	of	data	involve	infrastructures	(networks	and	platforms),	conventions	
(standards,	annotations),	models	and	visualisation	tools,	and	related	expertise	
(curation).	Together,	they	play	a	decisive	role	in	the	multiplication	of	the	uses	and	users	
of	data.	
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Chapter	6	New	data	skills	
	
Summary	
In	the	context	of	data	circulation,	the	level	of	‘project’	is	central.	In	this	chapter,	we	
consider	different	kinds	of	data	work	done	in	projects,	from	the	perspective	of	people	
who	see	themselves	and	are	seen	by	others	as	being	data	workers.	One	label	among	
many	for	these	people	is	data	scientist.	In	order	to	understand	what	data	scientists	do,	
we	have	to	first	discuss	what	is	usually	understood	under	data	science.	It	is	important	to	
consider	what	data	work	involves	to	really	grasp	how	different	aspects	of	data	work	
influence	each	other	and	to	value	them.	We	will	then	zoom	in	on	the	skills	that	are	
needed	for	data	scientists	and	data	workers	and	on	how	collaboration	can	take	place	
across	these	skills	sets.	By	discussing	data	work	in	detail,	we	help	map	out	a	complex	
field	and	give	a	conceptual	basis	to	understand	why	collaboration	is	so	important	to	
achieving	data	projects	successfully.		

	

6.1	Introduction:	Data	expertise	
Imagine	a	project	that	aims	to	understand	traffic	patterns	in	a	city.	What	would	be	
needed,	in	terms	of	data	work,	to	pursue	such	a	project?	We	would	need	to	think	about	
which	data	is	already	available	and	whether	additional	data	needs	to	be	collected.	A	
good	plan	for	data	collection	would	need	to	be	developed,	to	ensure	that	data	of	
sufficient	quality	and	scope	is	collected.	Given	that	the	data	is	generated	by	citizen’s	
activities	in	their	daily	life,	we	would	also	need	to	consider	how	to	engage	citizens	and	
how	to	ensure	that	this	data	collection	would	not	be	harmful	to	them	as	individuals	or	
as	groups.	We	would	also	need	to	figure	out	how	to	move	the	data	from	the	points	of	
collection,	to	storage	facilities	and	to	where	the	data	is	going	to	be	analysed.	Such	data	
might	be	especially	amenable	to	being	mapped	out	geographically,	and	we	would	need	
to	figure	out	how	to	best	show	traffic	flows	and	bottle-necks	in	the	space	of	the	city.	And	
we	would	need	to	decide	on	who	will	be	able	to	access	the	data,	in	which	form	and	for	
what	purpose.	A	serious	set	of	tasks	for	any	project	team!	

Clearly,	doing	data	science	requires	many	kinds	of	work	and	different	types	of	expertise.	
This	expertise	needs	to	be	coordinated.	This	is	true	not	only	across	tasks,	but	also	to	
perform	a	single	task	–to	decide	how	much	data	needs	to	be	collected,	you	have	to	
understand	the	implications	for	both	the	computational	needs	of	the	project	and	for	
how	you	even	conceive	of	traffic	density.	The	requirement	for	different	types	of	
expertise	to	work	closely	together	is	also	increasing.	For	example,	as	data	sets	become	
more	diverse,	it	becomes	even	more	important	to	link	expertise	on	the	domain	in	which	
data	was	created	to	understand	the	meaning	of	the	data,	with	computational	expertise	
to	be	able	to	handle	the	diversity	of	data.	

There	are	very	few	individuals	who	possess	skills	across	all	these	areas.	Furthermore,	
projects	are	usually	too	large	for	single	individuals	to	take	them	on.	This	means	that	
expertise	needs	to	be	distributed	across	individuals	within	teams,	or	even	across	teams	
in	an	organization.	These	experts	must	not	only	be	competent	in	their	own	area,	they	
must	also	be	able	to	work	together	if	they	are	to	pursue	data	science	successfully.	In	this	
chapter,	we	aim	to	provide	you	with	greater	awareness	of	the	various	types	of	expertise	
and	skills	needed.	We	also	describe	how	experts	can	work	together,	by	reviewing	
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different	models	of	collaboration.	This	material	will	enable	you	to	better	understand	
your	own	expertise	and	skills,	to	value	to	expertise	of	others,	and	to	find	effective	ways	
to	combine	them	to	work	together.	

	
6.2	What	is	data	science?	
	
6.2.1	A	growing	field	
	
The	increasing	attention	to	data	as	valuable	outputs	in	and	of	themselves	is	occasioning	
a	shift	in	the	division	of	labour	within	research	and	development.	The	very	idea	that	
“data	science”	can	be	a	separate	research	domain	is	relatively	new,	and	what	data	
science	actually	consists	of	continues	to	be	a	matter	of	debate.	This	has	concrete	
implications:	there	are	very	few	people	who	have	been	trained	as	data	scientists.	Rather	
than	having	followed	a	programme	with	the	title	‘data	science’	in	college	or	university,	
they	have	come	from	different	disciplines,	such	as	statistics	of	computer	science,	and,	
over	time,	have	come	to	occupy	a	position	of	data	scientist	in	their	organization.	This	
diversity	matters	because	it	means	that	data	scientists	in	different	organizations	are	
actually	doing	very	different	jobs	and	might	be	in	very	distinct	departments	within	an	
organization	–	for	example	in	marketing,	business	intelligence	or	R&D.	It	also	means	
that	their	expertise	might	contrast	as	well,	depending	on	their	initial	training	and	the	
context	in	which	they	have	worked	since	studying.	This	diversity	has	consequences	for	
careers:	in	some	universities,	data	workers	are	considered	professional	staff,	whereas	in	
others	they	are	considered	scientific	staff.	All	this	variation	makes	it	difficult	for	the	
professional	status	of	data	workers	to	be	recognized	and	limits	career	development	or	
even	job	security.	This	is	an	odd	situation,	especially	given	that	demand	for	data	
scientists	far	outstrips	availability,	a	trend	that	has	been	observed	since	at	least	2008	
(Swan	and	Brown,	2008).	

When	there	is	a	clearly	and	widely	recognized	institutional	embedding	for	a	kind	of	
expert,	this	adds	to	the	legitimacy	and	recognition	of	a	particular	area	of	expertise.	One	
way	to	establish	the	status	of	a	type	of	expertise	is	to	link	it	to	a	scientific	discipline.	Is	
this	a	question	of	time	before	data	science	becomes	a	coherent,	recognized	discipline,	as	
a	basis	for	a	well-defined	profession?	A	discipline	has		

• A	shared	object	of	study	and	methods	

• An	accepted	body	of	knowledge	

• A	community	of	scholars	who	primarily	identify	with	the	discipline	

• Mechanisms	for	communication	(publishing)	and	reproduction	(teaching)	

	

Whether	a	discipline	is	forming	can	often	be	traced	by	looking	at	mechanisms	of	
communication	and	reproduction.	In	other	words,	whether	there	is	a	particular	body	of	
knowledge	and	a	discourse	in	which	a	community	is	involved,	and	whether	there	are	
training	programmes	built	around	a	recognizable	set	of	core	elements.	With	the	rise	of	
dedicated	journals	and	the	existence	of	hundreds	of	accredited	training	programmes,	
two	key	markers	of	disciplines	–	mechanisms	for	communication	(publishing)	and	
reproduction	(teaching)	–	seem	to	be	in	place.	With	regards	to	journals,	we	can	identify	
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a	number	of	publications	that	are	well-regarded	and	have	data	science	as	their	core	
subject.3	With	regards	to	educational	programmes,	data	science	degrees	can	be	found	
from	college	to	PhD	level,	and	there	are	now	guidelines	and	recommendations	on	what	a	
data	science	degree	should	cover	(De	Veaux	et	al.,	2017;	Mikroyannidis	et	al.,	2018).	In	
2020,	over	250	undergraduates	programmes	could	be	found	at	‘bricks	and	mortar’	
universities	on	all	continents,	and	more	degrees	were	offered	as	online	courses.		

Obtaining	a	degree	in	data	science	is	not	the	end	the	story,	however.	Because	of	rapid	
changes	in	the	kinds	of	data	and	in	computational	techniques,	data	scientists	have	to	be	
willing	to	keep	learning	across	their	careers.	In	addition,	data	scientists	need	to	be	
aware	of	the	domain	in	which	data	is	created	–	data	from	biology	and	from	marketing	
need	different	knowledge	to	be	used	properly.	This	dynamism	requires	that	data	
scientists	be	willing	to	be	lifelong	learners,	and	requires	that	there	be	support	for	this	
learning	(for	example,	Mikroyannidis	et	al.,	2017).	

Data	science	should	also	be	understood	in	the	particular	socio-economic	and	cultural	
context	of	the	first	two	decades	of	this	century.	In	the	same	period	that	data	science	has	
become	increasingly	prominent	as	a	field	or	discipline,	there	have	been	important	
changes	in	universities.	Universities	were	established	around	specific	disciplines,	and	
from	the	end	of	the	19th	century	in	the	Global	North,	faculties	and	departments	became	
increasingly	specialized.	This	focus	on	single	disciplines	has	changed	over	the	past	
decades.	For	one	thing,	interdisciplinary	education	has	been	increasingly	valued.	Many	
programmes	in	data	science	are	indeed	taught	via	university-wide	coalitions	between	
different	faculties.	These	tend	to	be	the	most	successful,	although	these	initiatives	
encounter	additional	administrative	overhead	to	deal	with	cross-organizational	entities	
(Berman	et	al.,	2018).	Teaching	of	data	science	is	also	linked	to	innovations	in	
universities,	in	terms	of	how	education	is	organized:	

“Data science is by definition interdisciplinary and requires students to interact widely 
across academic disciplines and with non-academic partners, since they too are making 
rapid progress in the field of data science. This requires a new type of education that is 
future-proof with respect to data science. To achieve this, we also have to adapt the 
education system, which needs to change from the more classical way of providing 
education aligned with the traditional academic disciplines (Wijmenga, 2019) “ 
 
Such	new	contours	for	how	universities	can	function	as	knowledge	institutions	have	
been	emerging	in	the	past	decades.	First,	there	has	been		growth	in	transdisciplinary	
research	involving	actors	outside	the	university,	often	in	public-private	partnership	(for	
example,	businesses,	patient	groups,	NGOs).	For	data	science,	this	means	that	students	
are	often	involved	in	projects	developed	in	partnerships	with	non-academic	actors,	and	
that	they	are	learning	by	engaging	with	“real	world”	problems	and	data	sets.	Second,	
activities	of	‘valorisation’	have	been	increasingly	stressed.	This	means	that	not	only	
‘scientific	discoveries’	are	stimulated	and	rewarded	in	universities,	but	that	innovations,	
patents,	start-ups	and	other	kinds	of	contributions	for	which	a	‘context	of	application’	or	
societal	value	seems	obvious	are	rewarded.	In	the	context	of	datafication	of	society,	we	
can	see	how	data	science	would	be	an	area	that	would	benefit	from,	and	contribute	to,	a	

 
3	Data	Science	Journal	(CODATA),	International	Journal	of	Data	Science	and	Analytics	
(Springer),	PJ	Data	Science	Journal	(SpringerOpen),	Harvard	Data	Science	Review	
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version	of	the	university	as	a	place	that	produces	useful,	economically	and	socially	
relevant	or	applicable	knowledge.		

A	final	important	dynamic	is	the	growing	diversity	of	sites	of	knowledge	production.	
Research	is	no	longer	primarily	associated	with	universities,	and	knowledge	has	become	
central	to	a	great	many	organisations	(Wouters	et	al.,	2013;	Gibbons,	1994;	Nowotny,	
Scott,	and	Gibbons,	2001;	Strathern,	2005).	The	results	of	all	these	changes	are	multiple	
and	layered,	and	also	vary	according	to	funding	schemes	in	place	in	different	national	
systems	of	education.	Generally	though,	we	can	speak	of	pressures	on	universities	to	
show	that	they	are	‘productive’	and	useful	to	society.	In	the	current	context,	research	
and	teaching	priorities	are	not	only	shaped	by	criteria	internal	to	universities,	but	are	
also	increasingly	responsive	to	societal	challenges	and	corporate	interests.		

What	does	this	mean	for	data	science?	The	current	trends	in	universities	that	prioritize	
the	connection	of	science	to	(technological)	innovation	and	economic	value,	and	
openness	to	the	world	outside	academia	may	work	against	the	internally-focused	
dynamics	necessary	for	discipline	formation.	In	other	words,	data	science	may	not	
solidify	into	a	recognized	discipline	based	in	universities,	in	the	way	that	molecular	
biology	or	women’s	studies	have	become	recognized	departments	in	universities.	In	
addition,	there	is	a	strong	pull	on	experts	towards	industry	and	away	from	academic	
institutions,	to	the	point	that	it	prevents	institutions	from	developing	data	science	
programmes	(Berman	et	al.,	2018).	Higher	salaries	and	short-term	benefits	are	not	the	
only	reason	for	this	brain	drain.	The	recent	report	of	the	NSF	working	group	on	data	
science	noted	that	an	emerging	problem	with	maintaining	and	developing	scientific	
research	in	data	science	also	has	to	do	with	the	fact	that	“when	the	best	infrastructure	
environment	for	cutting-edge	research	is	consistently	in	the	private	sector,	the	
opportunity	for	innovation	in	the	public	sector	deteriorates	(Berman	et	al.,	2018).”	This	
brief	discussion	of	disciplines	and	of	universities	as	institutions	helps	understand	the	
context	in	which	data	science	is	developing	and	why	we	cannot	consider	it	solely	as	an	
academic	project:	corporate	and	societal	actors	are	also	shaping	the	contours	of	data	
science,	and	vice-versa.	

	
6.2.2	A	composite	field	
	
If	it	is	difficult	to	describe	data	science	as	an	academic	discipline,	how	should	we	talk	
about	it?	Describing	data	science	as	field	at	the	intersection	of	different	disciplines	or	
areas	of	knowledge	is	a	common	approach.	Venn	diagrams	are	often	used	to	show	data	
science	as	overlapping	areas	of	knowledge,	giving	a	strong	sense	of	data	science	as	a	
composite	field.	One	of	the	early	descriptions	of	data	science	can	be	found	in	Figure	6.1.	
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Figure	6.1	Data	Science	as	composite,	first	presented	during	a	talk	in	2010	and	later	
published	on	a	blog	in	2015	(Conway,	2015).	

	

This	way	of	representing	data	science	seemed	to	resonate	strongly	with	the	data	science	
community,	and	this	Venn	diagram	led	to	countless	variations	on	this	theme	(see	Figure	
6.2).	The	variations	are	interesting	in	and	of	themselves,	but	the	main	message	is	that	
data	science	is	the	result	of	combinations	of	different	areas	of	expertise.	

	

	
	

Figure	6.2	Another	version	of	data	science	as	a	Venn	diagram.	This	one	replaced	
‘hacking	skills’–	some	found	this	term	objectionable	because	of	its	criminal	connotations	
–	with	computer	science	and	specified	the	resulting	overlapping	areas	of	in	more	helpful	
terms.	Reproduced	from	(Palmer,	2015).	

Drew Conway, 2010
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The	types	of	expertise	that	needs	to	be	combined	are	also	debated.	Increasingly,	there	is	
recognition	that	efficient	and	appropriate	use	of	data	is	not	solely	the	result	of	
combining	mathematics	with	computer	science	and	statistics.	As	Xiao-Li	Meng	stated	in	
his	inaugural	editorial	in	the	Harvard	Data	Science	Review	in	2019,	data	science	is	“not	
just	machine	learning	or	just	statistics”	and	“not	all	about	prediction.”	Data	science	is	
not	even	“only	about	data	analysis”	(Meng,	2019),	given	the	many	stages	in	the	data	
journeys	necessary	to	make	data	actually	usable.	Data	science	must	also	address	how	it	
gleans	knowledge	from	the	world	and	produces	data	as	evidence	to	support	claims.	This	
means	that	epistemology	is	also	a	core	concern	that	affects	both	the	daily	work	of	data	
scientists	and	that	shapes	the	place	of	data	science	in	society.	The	very	aims	of	balancing	
appropriate	assumptions	with	computationally	efficient	approaches	and	other	trade-
offs	are	epistemic	ones.	Furthermore,	at	the	heart	of	technical	questions	around	how	to	
integrate	different	data	formats	or	how	to	engage	participants	in	data	collection	are	
critical	issues	about	data	governance.		

	

	
	

Figure	6.3	Data	work	as	conceptualized	at	one	of	the	author's	workplaces,	Data	Research	
Centre,	University	of	Groningen,	the	Netherlands.	

	

We	see	data	science	as	dealing	with	four	basic	types	of	expertise:	computational	and	
statistical,	both	of	which	are	typically	regarded	as	core	“technical”	expertise;	
epistemological	expertise,	including	an	understanding	of	where	data	fit	in	the	processes	
of	knowledge	production	and	how	different	stages	of	a	data	journey	may	affect	each	
other;	and	expertise	on	data	governance,	which	encompasses	the	usability,	regulation,	
ethics	and	curation	of	data.	The	relevant	areas	of	expertise	may	change	as	data	science	
transforms	in	response	to	internal	and	external	factors.	It	remains	that	while	these	Venn	
diagrams	powerfully	make	the	case	for	the	need	for	a	diversity	of	experts	to	pursue	data	
science,	what	really	sets	data	science	apart	is	the	need	for	integration	across	these	
different	spheres.	It	is	not	enough	to	put	these	(or	other)	types	of	expertise	next	to	each	
other	and	expect	that	successful	will	ensue.	These	areas	of	expertise	must	truly	intersect	
–	rather	than	co-exist.	This	is	what	is	distinctive	about	being	a	data	scientist	versus	a	
being	a	statistician,	computer	programmer	or	legal	expert.	In	that	sense,	the	
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statistical 
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epistemological expertise
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proliferation	of	these	Venn	diagrams	may	be	explained	by	the	fact	that	they	foreground	
the	kinds	of	expertise	needed,	while	missing	out	on	the	interactions	that,	we	argue,	are	
what	constitute	data	science.	For	this	reason,	we	move	from	a	static	view	on	the	
disciplinary	areas	that	contribute	to	data	science,	to	a	discussion	of	the	skills	that	make	
the	dynamic	process	of	data	science	possible.	

	
6.3	Data	science	skills	
	
Why	should	we	emphasize	the	dynamism	and	interrelated	aspects	of	data	science?	
Consider	this	passage	on	developing	curriculum	for	data	science,	and	note	how	it	links	
processes,	context	and	experiential	knowledge	in	learning	data	science:	

“The	recursive	data	cycle	of	obtaining,	wrangling,	curating,	managing	and	processing	
data,	exploring	data,	defining	questions,	performing	analyses,	and	communicating	the	
results	lies	at	the	core	of	the	data	science	experience.	Undergraduates	need	
understanding	of,	and	practice	in	performing,	all	steps	of	this	data	cycle	in	order	to	
engage	in	substantive	research	questions.	In	the	words	of	Google's	Diane	Lambert,	
students	need	the	ability	to	“think	with	data”	(Horton	&	Hardin	2015,	p.	259;	see	also	
ASA	2014a	and	Shron	2014).	Data	experiences	need	to	play	a	central	role	in	all	courses	
from	the	introductory	course	to	the	advanced	elective/capstone.	These	experiences	
should	include	raw	data	from	a	variety	of	sources	and	should	involve	the	process	of	
cleaning,	transforming,	and	structuring	data	for	analysis.	They	should	also	include	the	
topic	of	data	provenance	and	how	it	informs	the	conclusions	one	can	draw	from	data.	
Data	science	is	necessarily	highly	experiential;	it	is	a	practiced	art	and	a	developed	skill.	
Students	of	data	science	must	encounter	frequent	project-based,	real-world	applications	
with	real	data	to	complement	the	foundational	algorithms	and	models.”	(De	Veaux	et	al.,	
2017).	Similarly,	the	US	National	Science	Foundation	Working	Group	on	the	emergence	
of	Data	Science	stressed	the	view	of	data	science	as	a	process	made	up	of	different	
practices	and	skills	that	could	be	strengthened	by	building	better	connections	across	the	
data	life	cycle	to	reduce	the	current	gaps	(Berman	et	al.,	2018).	

Doing	data	science	is	therefore	about	connecting	the	use	of	data	for	prediction,	
exploration,	understanding,	and	intervention.	It	requires	a	thorough	understanding	of	
probability,	of	the	relationship	between	sampling/populations,	of	the	consequences	of	
false	positives/negatives,	and	a	firm	grasp	of	correlation	and	causation	–	a	set	of	skills	
that	should	also	be	shared	widely	in	society	given	the	growing	importance	of	data	
science	(Garber,	2019).	Doing	data	science	also	means	being	able	to	judge	when	to	
simplify	or	approximate,	to	make	trade-offs	to	optimize	algorithms,	and	to	balance	
speed	and	accuracy.	Finally,	doing	data	science	requires	understanding	how	we	shape	
our	world	and	our	knowledge	of	it	by	making	decisions	about	samples	and	populations	
(Blei	and	Smyth,	2017;	Francois,	Monteiro,	and	Allo,	2020;	Bates	et	al.,	2020).	Because	of	
the	societal	significance	of	data	science,	it	is	also	important	to	be	able	to	evaluate	the	
role	of	data	agents	who	are	explicitly	or	implicitly	producing	and	sharing	data,	new	risks	
and	benefits	associated	with	this,	and	how	configurations	of	access	to	data	shape	power	
in	society.	In	what	follows,	we	review	the	types	of	skills	involved	in	meeting	these	
requirements.		
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6.3.1	Technical	Skills	
	
Data	science	involves	technical	skills	typically	associated	with	quantitative	analysis	and	
problem-solving.	Mathematics	(especially	optimization	and	probability)	and	statistical	
inference	(including	sampling)	and	modelling	remain	essential,	but	they	are	not	
sufficient	for	data	analysis.	Equally	important	are	computational	skills	such	as	coding,	
machine	learning	and	experimental	data	mining.	A	computational	approach	will	focus	
on	interrogating	the	data	in	a	way	that	an	information	processing	machine	(a	computer)	
can	handle.	It	will	also	consider	whether	the	analysis	and	handling	of	the	data	will	
remain	feasible	as	the	data	set	grows.	Design	and	visualisation	skills	are	also	highly	
sought-after:	as	we	saw	in	Chapter	5,	how	data	are	ordered	and	visualised	matters	a	
great	deal	to	their	interpretation.	Another	set	of	skills	has	to	do	with	database	
management	and	data	curation.	How	to	query,	retrieve	and	handle	data,	as	well	as	
cleaning	and	structuring	data	are	important	to	be	able	to	meaningfully	explore,	analyse	
and	visualise	data.	The	combination	of	these	different	technical	skills	is	indispensable	
for	data	science.		
	
6.3.2	Analytic	skills	
	
Data	science	requires	the	skill	to	formulate	productive	questions,	that	is,	questions	that	
can	be	answered	with	particular	datasets.	Whereas	lots	of	people	have	the	skills	to	
crunch	the	data	and	answer	set	questions,	asking	the	right	questions	is	an	even	more	
valuable	skill	(Dumit	and	Nafus,	2018).	In	dealing	with	data,	a	valuable	“habit	of	mind”	
is	to	develop	a	critical	stance	towards	the	quality	and	provenance	of	the	data.	This	
means	asking	questions	like	‘How	were	the	data	collected?’,	‘How	are	the	variables	
defined	and	the	constructs	operationalized?’	or	‘Why,	for	what	purpose,	and	in	whose	
interest	was	the	data	collected	in	the	first	place?’	(Finzer,	2013).	
	
A	question	like	how	the	data	were	collected	may	seem	like	a	simple	descriptive	
question.	However,	to	use	the	data	well	and	responsibly,	we	also	need	to	understand	the	
meaning	of	interactions	around	and	through	data.	This	is	especially	important	because	
data	used	is	increasingly	created	through	interactions	with	networked	and	mobile	data	
devices	used	by	individuals	in	daily	life.	A	device	like	a	mobile	phone	can	be	an	intimate	
possession,	used	to	quantify	the	self,	and	to	integrate	and	manage	ongoing	intimate	
relationships.	It	can	also	be	a	common	possession	that	is	casually	shared	between	
several	people.	In	the	first	case,	the	connection	of	the	technology	with	an	individual	self	
will	be	a	valid	assumption	–	and	we	can	equate	data	from	one	phone	with	data	from	one	
individual.	In	the	second	case,	it	will	not	–	data	from	one	phone	will	be	data	about	
different	individuals.	A	powerful	demonstration	of	the	variation	in	use	and	meaning	of	
mobile	digital	devices	is	the	analysis	of	mobile	phone	use	in	Sierra	Leone	by	Erikson	
(Erikson,	2018).	She	shows	how	a	mobile	phone	can	have	multiple	users	and	how	single	
users	have	multiple	phones.	These	practices	arise	in	interaction	with	markets,	with	
infrastructure	and	corporate	models	(multiple	phones	can	be	an	economical	strategy	
when	coverage	is	highly	patchy	and	using	another	network	than	one’s	own	provider	is	
very	costly)	and	with	the	way	the	phone	is	perceived	as	personal	or	as	a	more	fluid	
object	(Erikson,	2018).		
	
Paying	close	attention	to	how	data	is	collected	and	how	it	is	framed	is	also	important	to	
maintain	a	critical	stance	towards	technology	use.	This	makes	it	possible	to	keep	
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questioning	assumptions,	and	to	make	visible	the	filters	through	which	Global	North	
actors	see	the	relation	to	technology	of	Global	South	actors.	This	means	that	in	studies	
of	the	Global	South	users,	“their	new	media	practices	are	predominantly	framed	as	
instrumental	and	utilitarian,	partly	because	development	agendas	drive	this	research	
with	a	strong	historical	bias	towards	socioeconomic	impacts	(Arora	and	Rangaswamy,	
2013).”	For	instance,	there	is	more	emphasis	on	farmers	checking	crop	prices	online	
than	watching	pornography	on	their	mobile	devices	(Rangaswamy	and	Arora,	2016).	To	
be	able	to	understand	these	interactions	and	to	avoid	making	incorrect	or	
universalizing	assumptions	about	the	meaning	and	import	of	data	are	very	important	
skills.	
	
Besides	a	thorough	analysis	of	data	quality	and	provenance,	other	habits	of	mind	are	
also	advantageous	to	learn	to	think	with	data	across	the	different	steps	of	data	work:	
	

• Acknowledge	the	need	for	data	to	gain	insight.		
• Look	for	the	data:	Ask	“Which	data	could	be	helpful	to	reach	conclusions,	

get	insight	or	construct	arguments?”		
• Graph	the	data:	Construct	graphical	representations	that	highlight	

potentially	useful	patterns	in	the	data;	patterns	that	are	difficult	to	discern	
by	staring	at	a	table	of	numbers.		

• Become	immersed	in	the	data:	Use	(and	invent)	measures.	Look	for	and	
	 tell	the	story	behind	the	data	(Finzer,	2013).	
	

Because	data	science	is	increasingly	being	used	as	a	decision-making	tool	and	because	
of	the	growing	role	of	data	in	shaping	our	world,	ensuring	the	quality	and	reliability	of	
analyses	and	algorithms	is	also	important.	This	requires	the	skill	of	making	the	
connection	between	data	management	and	analysis,	particularly	to	enhance	the	
reliability	of	algorithms	and	veracity	of	their	outputs,	and	the	accountability	of	
knowledge	acquired	through	data-intensive	methods.	Doing	this	well	requires	not	only	a	
solid	understanding	of	statistics	but	also	the	ability	to	understand	data	journeys.	For	
example,	being	able	to	clean	a	data	set	requires	knowledge	about	what	algorithms	are	
able	to	do	well	and	knowledge	of	their	ability	and	limitations	in	detecting	erroneous	
data.	In	one	of	the	labs	where	one	of	us	worked,	condoms	filled	with	water	were	
routinely	used	to	calibrate	brain	scanners.	This	enabled	technicians	to	test	and	make	
technical	adjustments	to	the	scanners,	without	the	inconvenience	of	having	to	put	a	
person	in	the	scanner.	The	technicians	knew	that	the	data	analysis	software	was	unable	
to	systematically	remove	these	scans	from	data	sets	and	that	they	were	likely	to	end	up	
being	processed	as	data,	along	with	scans	of	brains.	You	can	well	imagine	how	this	
would	skew	results	in	very	odd	ways!	Technicians	therefore	regularly	intervened	
‘manually’	in	this	otherwise	highly	automated	image	analysis	pipeline,	explaining	
“Computers	are	not	nearly	as	good	at	recognizing	garbage	as	humans	are.”	Being	able	to	
work	in	this	way	requires	an	openness	to	really	understand	the	specifics	of	data	
producing	technologies,	algorithms	and	their	interaction	with	data.	This	skill	can	be	
developed	by	being	exposed	to	a	diversity	of	data	practices	and	by	maintaining	a	healthy	
understanding	of	the	limitations	of	automation.	

	

6.3.3	Contextualising	skills	
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Ultimately,	much	of	data	science	work	requires	decisions	with	ramifications	that	go	well	
beyond	the	setting	in	which	a	given	tool,	code	or	model	is	being	produced.	When	
deciding	on	which	data	to	use,	which	algorithm	to	develop,	which	problem	to	tackle	and	
how,	data	scientists	are	supporting	specific	ways	of	building	the	digital	world	that	can	
have	immediate	and	significant	effects	on	every-day,	material	life.	To	address	the	
potential	implications	of	their	work,	data	scientists	are	therefore	in	need	of	
contextualizing	skills.		
	
To	illustrate	this,	consider	the	very	vehement	and	weighty	discussions	about	
sex/gender	categories	and	their	construction.	Across	datasets,	gender	is	
overwhelmingly	put	forth	in	as	a	binary.	What	would	it	mean	to	reconsider	these	
categories?	There	is	ongoing	research	to	consider	alternative,	more	inclusive	ways	of	
inquiring	about	sex/gender	in	population	surveys,	by	using	expansive	check-all-that-
apply	gender	identity	lists	or	even	write-in	options	(filling	in	a	free	text	box)	that	offer	
maximum	flexibility.	Another	approach	is	to	use	a	multi-dimensional	measure,	to	
capture	different	dimensions	of	sex/gender:	sex	assigned	at	birth,	current	gender	
identity,	trans	status,	lived	gender,	and	hormonal	and	surgical	status	(Bauer	et	al.,	
2017).		This	improves	the	quality	and	applicability	of	data	collected	and	can	have	
significant	effects.	Consider	that	trans	people	experience	large	health	and	employment	
disparities.	The	binary	sex/gender	data	system	used	in	most	large	population	studies	
makes	this	group	completely	invisible	and	therefore	makes	it	systematically	much	more	
difficult	to	address	inequality.	Making	such	changes	to	the	use	of	categories	can	improve	
the	data	to	be	collected.	But	what	are	the	implications	for	using	data	we	have	already	
collected?	How	would	new	categories	be	mapped	on	to	old	ones?	Could	some	of	the	
variation	that	is	currently	propped	into	the	m/f	binary	be	retrieved	from	the	data?	Or	
would	this	be	doing	violence	to	the	data,	imposing	an	anachronistic	understanding	of	
sex/gender?	Such	questions	matter,	especially	in	current	data	systems	that	are	very	
much	focused	on	features	of	individuals	and	tend	to	erase	social	context.		
	
To	tackle	these	challenges,	data	curators,	information	management	specialists	and	
experts	in	data	studies	with	contextualizing	skills	are	taking	a	more	prominent	place	
alongside	other	data	experts.	While	there	is	still	a	premium	attached	to	individuals	who	
can	deliver	an	ingenious	technical	solution	or	shortcut,	recent	concerns	with	the	
popular	image	of	AI	have	occasioned	more	interest	in	the	ability	to	think	about	long-
term	consequences	and	about	the	contextual	nature	of	the	data	structures	used.	For	
example,	social	science	research	can	help	understand	the	categories	through	which	we	
make	sense	of	our	social	and	material	world	and	how	these	are	embedded	in	data	
science	systems	and	in	AI.	Qualitative	research	is	explicit	about	data	collection	and	
about	the	interventions	that	researchers	make	in	the	world,	by	creating	conditions	for	
observation	or	data	gathering.	These	practices	can	greatly	help	data	science	to	situate	
itself	in	the	world	and	in	making	better	design	and	implementation	decisions	(Sloane	
and	Moss,	2019).	There	is	increasing	interest	in	individuals	who	have	the	skills	to	
negotiate	the	intricacies	and	implications	of	decisions	concerning	modes	of	data	access	
and	sharing,	and	related	legal	and	financial	questions	around	who	actually	owns	the	
data,	whether	and	under	which	conditions	data	sharing	constitutes	an	infringement	of	
privacy	and	other	individual	rights,	and	what	credit,	if	any,	the	original	creators	of	a	
dataset	should	get	when	others	successful	re-use	their	data.	In	the	corporate	world,	
data	is	no	longer	simply	input	for	management	or	logistics,	but	can	form	the	core	of	an	
enterprise’s	business	model.	In	this	context,	businesses	will	also	want	data	scientists	to	
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have	affinity	with	business	models	and	money-making.	Data	scientists	will	be	expected	
to	find	novel	ways	to	capitalize	on	data	that	is	available	(we	delve	into	the	value	and	re-
use	of	data	in	Chapter	8).	
	
6.3.4	Communication	skills	
	
A	final	set	of	skills	are	those	related	to	communication.	Data	scientists	must	be	able	to	
communicate	with	other	team	members	as	well	as	with	stakeholders	who	may	be	closer	
or	more	distant	to	projects.	In	addition,	communication	with	different	publics	is	also	
important,	via	infographics	or	other	visualisations.	It	is	therefore	very	valuable	to	be	
able	to	communicate	across	a	range	of	forms	(oral,	visual,	textual)	and	with	different	
groups.		
	
As	we’ve	noted	across	different	discussions	in	this	book,	data	is	heavily	shaped	by	its	
context	of	production.	Sharing	data,	even	between	academic	research	groups,	is	a	
complex	undertaking.	To	get	different	research	cultures	to	share	information	in	ways	
that	are	intelligible	and	accommodate	different	views	on	the	world	and	different	values	
is	a	challenging	task	(Hilgartner,	1995;	Hine,	2001;	Leonelli,	2016a;	Beaulieu,	2001).	For	
example,	the	areas	of	biodiversity	and	ecology	research	would	seem	to	share	a	deep	
concern	for	gathering	and	sharing	data	on	where	species	of	animals	can	be	found.	
However,	ecologists	are	very	much	oriented	to	documenting	the	kind	of	location	(the	
particular	ecosystem),	whereas	biodiversity	researchers	are	concerned	with	the	
absolute	location	(geo-location).	These	differences	translate	‘down’	to	how	the	data	
fields	of	databases	are	ordered,	as	well	as	‘up’	to	the	way	the	data	is	used	as	evidence	for	
decreasing	biodiversity	or	disappearing	ecosystems.	The	communication	skills	needed	
to	address	this	are	very	important:	in	such	a	situation,	the	data	worker	needs	to	make	
clear	where	the	differences	between	understandings	of	a	concept	like	location	are	
coming	from,	the	possibilities	for	implementing	these	differences	in	both	the	
architectures	and	data	flows	of	the	digital	systems,	and	to	communicate	the	
consequences	of	such	decisions	on	implementation.	The	same	holds	for	communicating	
the	meaning	of	categories	in	surveys	or	the	respective	goals	of	different	users.	
Furthermore,	it	is	only	in	conversation	with	users	that	the	data	infrastructure	can	be	
designed	or	adapted	to	suit	their	multiple	needs	–	again	highlighting	the	importance	of	
communication	skills.	The	communication	challenge	only	increases	as	users	of	data	
diversity	and	different	kinds	of	industry,	government	agencies,	citizen	groups	and	
academic	institutions	become	involved	with	data.	Of	course,	when	successful,	such	
communication	across	actors	can	be	especially	powerful	and	stable	knowledge	
production	systems	can	emerge	across	disciplinary,	organizational	and	national	borders	
(Edwards,	2019).	
	
	
6.4	Bringing	Skills	Together	
	
Let	us	now	reconsider	the	thought	experiment	from	the	opening	of	this	chapter,	where	
we	imagined	what	would	be	needed	to	put	together	a	data	science	project	on	traffic	
patterns.	Read	through	table	6.1	below	(inspired	by	Finzer,	2013)	and	consider	the	tasks	
listed,	as	well	as	who	has	the	required	expertise	to	pursue	these	tasks	and	which	skills	
would	be	most	essential.	Note	that	the	column	primary	expertise	refers	to	the	types	of	
expertise	in	Figure	6.3.	
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Table	6.1:	Components	of	a	data	science	project	on	traffic	patterns,	divided	by	tasks,	
primary	expertise	and	main	skills	required.	

Illustration	 Task	 Primary	expertise	 Main	skills	
required	

What	data	do	we	have	
about	traffic	in	the	city?	
Which	approaches	might	
we	use	to	collect	more	
data?	

Review	existing	data	
sets.	

Governance	
Epistemological	
(reflexive	domain	
expertise)	

Analytic	

Contextualising	

Technical	

What	else	do	we	want	to	
know	and	which	
evidence	do	we	need	to	
collect?	

Decide	what	data	
should	be	gathered.	

Epistemological	
(reflexive	domain	
expertise)	

Analytic	

Communication	

How	can	we	engage	
enough	citizens	living	
and	travelling	in	the	area	
and	how	to	ensure	that	
the	data	collection	will	
not	harm	of	disadvantage	
individuals	or	groups?	

Data	collection	should	
be	designed	to	ensure	
privacy	and	avoid	
discrimination	for	
individuals	and	
groups;	data	subjects	
should	be	involved	
and	informed	

Governance	

Statistical		

Contextualising	

Communication	

	

How	are	we	going	to	
gather	and	store	data	
from	sensors	in	the	city?		

Set	up	a	server	as	a	
repository	of	data	
streaming	in	real	time	
from	a	large	array	of	
geographically	
distributed	sensors.		

Computational	

	

Technical	

Contextualising	

How	will	we	ensure	that	
the	data	is	flowing	
smoothly?	

Develop	data	
pipelines/process	to	
annotate,	filter,	clean	
the	data.	

Governance	 Technical	

Communication	

How	will	we	assess	the	
quality	of	the	data	and	
remove	‘impossible’	data,	
for	ex.	a	sensor	indicating	
that	a	truck	that	is	300m	
long	rode	through	the	
historic	city	centre?	

Explain	the	origin	of	
outliers	in	a	particular	
data	set.		

Epistemological	
(reflexive	domain	
expertise)	

Analytic	

Technical	

	

How	will	we	assess	
whether	the	patterns	in	
traffic	are	specific	to	the	
area	studied?	

Decide	to	what	extent	
the	conclusions	drawn	
from	analysis	can	be	
generalized.		

Statistical	

Epistemological	
(reflexive	domain	
expertise)	

Analytic	

Technical	

How	will	we	present	the	
data	to	other	researchers,	

Design	a	data	
visualization	suitable	

Computational	 Communication	

Technical	
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From	this	table,	we	see	that	multiple	combinations	of	expertise	and	skills	are	needed	to	
undertake	such	a	project.	It	would	be	quite	extraordinary	to	see	that	a	single	person	can	
possess	all	the	expertise	and	skills	needed,	and,	on	top	of	that,	be	able	to	deploy	them	in	
different	ways	in	different	projects.	Instead,	data	scientists	tend	to	have	a	particular	
combination	of	skills	with	which	they	have	most	affinity	and	which	they	further	
develop.	They	work	in	teams	where	their	strengths	can	be	complemented	by	those	of	
others	with	different	backgrounds.	It	is	very	common	within	large	organisations	to	see	
data	science	groups	include	people	trained	as	statistician,	a	computer	programmer,	an	
information	management	specialist	and	a	social	scientist,	for	example.	Larger	teams	can	
be	composed	of	several	specialists	in	each	of	these	areas.	In	some	contexts,	data	
curators	and	visualisation	specialists	will	also	be	involved.	Simply	setting	people	with	
different	expertise	to	work	on	a	joint	project	is	not	enough	to	form	an	effective	team.	
What	makes	a	successful	data	science	team	lies	in	the	ability	for	these	different	areas	of	
expertise	to	work	together:	the	key	is	collaboration.	
	
	
6.4.1	Importance	of	collaboration	in	data	science	
	
Why	is	collaboration	difficult?	While	interdisciplinarity	has	been	growing	in	
universities,	disciplinary	training	is	still	very	strong	in	most	educational	programmes.	
Academic	training	socializes	students	to	become	members	of	disciplinary	communities	
of	practice	(Lave	and	Wenger,	1991).	They	are	taught	by	mentors	and	teachers,	they	
develop	similar	experiences	by	doing	lab	work	or	practicals,	and	come	to	share	a	set	of	
skills,	ways	of	doing	things	and	of	pursuing	work.	This	means	that	a	discipline	orients	
its	members	to	a	particular	domain	of	enquiry,	certain	ways	of	defining	problems,	and	

to	the	city’s	policy-
makers	and	citizens?	

for	publication	in	an	
article	

Should	we	use	health	
records	to	examine	traffic	
and	air	pollution	effects?		

Decide	whether	
certain	disparate	data	
sets	can	be	
meaningfully	merged.		

Epistemological	
(reflexive	domain	
expertise)	

Statistical	

Governance	

Analytic	

Contextualising	

	

Which	factors	are	most	
important	to	analyse	the	
data?	

Reduce	the	number	of	
variables	that	need	to	
be	considered	for	a	
particular	analysis.		

Statistical	 Technical	

Analytic	

How	can	we	keep	
collecting	data	securely	
over	a	long	period?	

Set	up	a	version	
management	system	
for	data	that	will	be	
gathered	over	a	
number	of	years.		

Computational	 Technical	

Contextualising	

How	can	this	project	
benefit	as	many	
researchers	as	possible?	

Ensure	proper	data	
curation,	deposit	in	a	
repository	and	
licensing	

Governance	 Communication	

Technical	
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agreement	on	what	counts	as	evidence.		When	we	speak	of	turning	a	business	question	
into	a	data	science	question	or	of	reconciling	the	different	ways	of	defining	location	as	in	
the	example	of	ecology	versus	biodiversity,	we	are	talking	about	overcoming	
disciplinary	differences.	This	work	is	sometimes	described	as	translation	or	brokering.	
It	involved	language	and	terminology,	but	also	ways	of	seeing	data.	When	working	in	
multi-disciplinary	teams,	members	have	to	learn	to	interact	across	these	practices	and	
orientations,	which	means	being	aware	of	one’s	own	approach	and	being	able	to	
understand	how	it	differs	from	that	of	others.	Disciplinary	differences	can	run	very	deep	
and	affect	not	only	the	direction	of	a	project	but	also	what	counts	as	making	progress	in	
the	project.	In	one	study	of	bio-medical	scientists	who	worked	with	data	scientists,	the	
bio-medical	researchers	used	intermediate	results	of	the	project	to	revise	their	initial	
research	question.	To	the	biomedical	scientists,	this	was	a	positive	outcome	since	they	
were	now	asking	a	better	question.	For	the	data	scientists	whose	goal	was	to	transfer	
the	initial	research	question	into	a	well-defined	data	science	question	and	to	resolve	it	
by	using	machine	learning	and	optimising	performance,	this	felt	like	they	had	wasted	
their	time	working	on	the	initial	question	(Mao	et	al.,	2019).	Collaboration	between	
experts	is	challenging	and	the	extent	to	which	is	shapes	a	project	should	not	be	
underestimated.		
	
Collaboration	also	requires	that	all	data	scientists,	no	matter	their	expertise,	understand	
the	need	for	different	profiles	in	a	team	and	the	role	that	these	other	skills	can	play	in	
data	analysis.	This	is	one	of	the	reasons	why	data	science	teaching	and	training	
increasingly	seeks	to	provide	students	with	skills	for	multi-disciplinary	teamwork.	Two	
common	approaches	to	helping	students	develop	these	skills	are	to	set	up	
interdisciplinary	teaching	teams,	and	to	expose	students	to	‘real	world’	rather	than	
textbook	problems.	The	idea	is	that	these	experiences	will	help	students	understand	
how	the	different	aspects	are	entwined	and	the	variety	of	expertise	needed.		
	
6.4.2	Types	of	collaboration		
	
As	we	noted	above,	collaboration	across	disciplines	has	been	praised	for	being	more	
open	to	messy,	societal	challenges,	and	for	supporting	a	diversity	of	sites	of	knowledge	
production.	This	means	that	collaborative	science	might	be	more	likely	to	create	
responsive	types	of	knowledge	that	lead	to	innovation	and	socially	relevant	research.	
On	a	day-to-day	level	in	data	science	projects,	the	need	to	collaborate	is	often	
formulated	much	more	pragmatically,	as	the	need	to	get	a	job	done.	Perfect	mutual	
understanding	is	rare	in	data	science	teams,	as	in	any	other	area	of	life.	Collaboration	
between	experts	and	professionals	has	been	studied	by	scholars	from	many	fields,	from	
computer-supported-collaborative-work,	organisational	psychology	or	science	and	
technology	studies	and	anthropology.	All	this	work	has	not	led	to	a	perfect	recipe	for	
collaboration.	A	number	of	patterns	have	been	observed,	however,	and	awareness	of	
these	patterns	can	be	a	useful	to	tool	to	help	set	up	teams	and	to	gain	insight	into	the	
kinds	of	interactions	that	are	likely	to	occur.		
	
To	end	this	chapter,	we	propose	a	short	overview	of	different	models	of	collaboration,	
as	a	way	to	become	aware	of	how	relationships	in	teams	and	between	teams	can	
develop.	This	awareness	will	help	in	recognizing	patterns	of	interaction.	Following	
Barry	and	Born	(2013),	we	propose	two	paradigms	of	interaction.	In	the	first	paradigm,	
collaboration	is	done	across	disciplinary	boundaries,	while	the	boundaries	of	disciplines	
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are	maintained.	This	collaboration	within	this	paradigm	is	often	labelled	multi-
disciplinary	or	cross-disciplinary.	Within	this	paradigm,	one	model	of	collaboration	is	
the	integration	of	the	outcomes	of	different	approaches	to	provide	a	synthesis	of	results.	
You	can	think	of	this	as	the	‘happy	family’	model:	where	families	might	grow	through	
marriage,	and	where	the	family	culture	is	enriched	by	new	additions	–	individuals	
interact	harmoniously	while	maintaining	their	differences.	In	a	data	project,	imagine	
team	members	pursuing	their	work	according	to	their	expectations	and	training,	and	
exchanging	the	results	of	their	efforts	with	other	team	members.	In	this	model,	there	is	
sharing	across	disciplines,	but	members	maintain	their	way	of	working	and	their	
assumptions	are	not	questioned.		
	
A	second	type	of	collaboration	in	this	paradigm	(where	disciplinary	boundaries	are	
maintained)	is	more	hierarchical.	The	relations	between	disciplines	are	organized	so	
that	one	is	subordinated	to	the	other.	You	can	think	of	this	model	as	an	‘upstairs-
downstairs’	situation,	where	one	discipline	provides	a	service	to	the	another,	which	is	
more	powerful	(some	data	scientists	are	more	equal	than	others).	Typical	of	this	kind	of	
collaboration	are	projects	in	which	engineers	develop	new	technological	approaches	
and	social	scientists	(often	social	psychologists)	are	brought	in	at	a	late	stage	of	
development	to	ensure	fit	with	social	factors	or	to	organize	‘public	acceptance’.		The	
example	of	the	collaboration	between	biomedical	scientists	and	data	scientists	observed	
by	Mao	et	al.,	also	had	features	of	this	kind	of	collaboration:	the	biomedical	scientists	
changed	the	research	question	partway	through	the	project	in	a	way	that	surprised	the	
data	scientists,	and	the	latter	had	to	take	this	new	question	on	board	and	develop	ways	
to	address	it.	The	data	scientists	were	in	service	to	the	biomedical	scientists,	each	group	
pursuing	their	work	according	to	their	disciplinary	assumptions,	but	with	the	goals	of	
some	members	taking	precedence	over	those	of	others.	
	
Sometimes	this	relationship	is	clear	from	the	outset	and	made	explicit	in	the	roles,	
where	one	part	of	a	team	is	labelled	as	‘research’	or	‘scientific	staff’	and	the	other	as	
‘support’	or	‘professional’	staff.	A	long-standing	hierarchy	in	the	sciences	–	that	places	
natural	science	and	engineers	at	the	top	–	is	an	important	determinant	of	whose	agenda	
takes	priority.	Some	disciplines	are	more	powerful	within	the	university	or	within	
corporations,	often	wielding	more	cultural	capital	and	more	resources	(think	engineers	
versus	social	psychologists	or	the	sales	department	versus	marketing).	But	sometimes	
the	differences	are	subtler,	at	least	at	the	beginning	of	a	project.	In	such	situations,	there	
is	often	an	imbalance	in	the	perception	of	collaboration,	where	some	members	consider	
that	they	collaborate	with	others,	but	this	perception	is	not	reciprocated	(A	reports	that	
they	collaborate	with	B,	but	B	does	not	report	collaboration	with	A)	(Zhang,	Muller,	and	
Wang,	2020).	Underlying	this	skewed	perception	is	the	way	different	contributions	are	
valued	as	being	substantive	to	the	core	objectives	of	the	project	or	whether	they	are	
seen	as	non-essential,	‘nice-to-have’	elements.	

The	second	paradigm	in	collaboration	seeks	to	make	the	whole	greater	than	the	sum	of	
the	parts,	and	to	question	and	go	beyond	the	limits	of	established	disciplines.	In	this	
paradigm,	the	disciplinary	boundaries	are	not	maintained.	Models	of	collaboration	in	
this	paradigm	seek	to	synthesize	perspectives	–	not	just	results.	Such	collaborations	
have	been	heralded	as	promising	of	a	new	kind	of	knowledge	production	(Weingart	and	
Padberg,	2014),	that	may	also	be	more	open	to	lay	knowledge	in	problem	solving.	In	
practice,	this	kind	of	collaboration	involves	the	creation	of	common	understanding	of	
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both	processes	and	contents.	This	is	sometimes	described	as	the	sharing	of	a	‘trading	
zone’	or	‘third	space’,	“where	people	can	compare,	negotiate,	and	integrate	goals,	
perspectives	and	vocabularies,	as	well	as	discuss	shared	meanings	and	protocols.”	(Mao	
et	al.,	2020)	Ideally,	this	leads	to	shared	criteria	of	quality	and	success.	This	is	a	
challenging	route	(Mauthner	and	Doucet,	2008)	that	may	feel	risky	to	those	involved.	
Such	a	mode	of	collaboration	takes	time	and	can	feel	uncomfortable	or	even	
unproductive.	Whether	it	is	possible	to	go	for	this	kind	of	collaboration	depends	on	the	
institutional	setting,	the	kind	of	funding	available	and	whether	one	is	in	a	corporate	or	
academic	regime	(or	a	mix).	Yet,	insofar	as	teams	and	team	members	can	shape	how	
they	collaborate,	it	is	possible	to	foster	conditions	that	lead	to	better	collaboration.	Such	
learning	and	discomfort	should	be	embraced	as	part	of	the	job	of	pursuing	fruitful	
collaboration.	They	can	even	be	seen	as	the	key	to	success.	Teams	should	pay	attention	
to	creating	the	conditions	for	learning	and	to	nurture	learning	in	participants	(Freeth	
and	Caniglia,	2020).	

Freeth	and	Caniglia	offer	the	following	suggestions.	First,	the	creation	of	a	common	
ground	is	important:	it	can	mean	sharing	a	concept	or	a	method	that	is	relevant	to	all	
involved.	Creating	a	sense	of	safety	and	trust	is	also	necessary.	This	can	be	done	by	
making	it	acceptable	to	discuss	failures	in	a	team	and	to	explore	the	diversity	that	may	
exist	within	a	team.	Spaces	for	interaction	that	do	not	reinforce	hierarchies	are	also	
helpful	(not	feeling	like	some	team	members	are	‘guests’	on	the	home	territory	of	the	
rest	of	the	team).	Finally,	teams	should	ensure	that	there	is	time	to	discuss	both	
procedural	issues	(how	to	work	together)	as	well	as	outcomes	of	the	project	(Freeth	and	
Caniglia,	2020).	Other	factors	such	as	personal	affinity	between	team	members	and	
track	record	of	participants	also	matter	in	developing	effective	collaboration.		

Finally,	from	a	more	technical	angle,	there	is	a	growing	set	of	tools	to	support	
collaboration.	Some	tools	are	specifically	aimed	at	data	science	collaboration,	to	support	
the	documentation	of	the	provenance	of	data	and	of	code.	Such	tools,	if	well	
implemented	and	supported	by	a	local	culture,	can	contribute	to	keeping	data	work	
transparent	and	accountable.	Other	tools	are	directed	to	documenting	data	processing	
and	analysis,	such	as	GitHub,	Slack,	or	Jupyter	Notebook.	Of	course,	many	aspects	of	
collaboration	are	supported	by	more	generic	tools	like	email,	document	sharing	and	co-
writing	tools	like	Google	docs	and	by	file	sharing	services,	as	well	as	meetings,	in	person	
and	online.	

	

6.5	Conclusion:	Becoming	a	data	scientist	today	
	
While	being	a	data	scientist	has	been	labelled	‘the	sexiest	job’	for	almost	a	decade,	what	
is	associated	with	this	role	has	changed.	Data	scientists	were	meant	to	help	
organisations	capitalise	on	Big	Data,	later,	to	help	personalise	products	or	unleash	
‘intelligence’.	Recently,	data	scientists	have	been	seen	as	the	key	to	achieving	the	goals	
of	implementing	machine	learning	and	AI.	Across	these	different	kinds	of	hype,	it	has	
generally	been	recognised	that	being	a	data	scientist	means	dealing	with	expectations	
from	other	parts	of	the	organisation.	Dealing	with	pressures	and	politics	of	
organisations	is	yet	another	set	of	skills,	and	while	they	may	be	important	for	every	job,	
when	high	hopes	are	pinned	on	establishing	a	new	unit	or	project	team,	these	
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expectations	can	be	especially	determinant.	Besides	the	growing	demand	for	data	
scientists,	another	significant	development	has	been	the	‘mainstreaming’	of	data	
science.	Many	jobs	in	sectors	not	primarily	associated	with	data	science,	such	as	
education	or	policing,	are	increasingly	requiring	some	awareness	of	data	work	and	data	
science	skills.	There	is	also	a	growing	value	attached	to	skills	and	activities	relating	to	
the	stewardship	of	data	–	this	is	not	as	yet	implemented	in	most	universities,	but	is	
strongly	championed	by	funders	and	policy-makers.		For	example,	the	job	of	‘data	
manager’	is	not	yet	well-defined	and	those	doing	this	job	tend	to	be	hidden	under	other	
administrative	labels	that	do	not	do	justice	to	their	centrality	in	research.	Overall,	there	
seems	to	be	increasing	awareness	that	coding	is	neither	the	sole	nor	primary	skill	
involved	in	doing	data	science.	
	
People	seeking	to	enter	the	data	science	job	market	will	also	find	that	it	is	strongly	
shaped	by	portfolio	development	and	by	participation	in	hackathons	and	other	data	
competitions	(Kaggle	is	probably	the	best-known	brand).	This	means	investing	in	
demonstrating	that	you	have	particular	abilities	by	sharing	code	or	taking	part	in	events	
–	and	providing	free	labour.	This	is	quite	different	than	relying	on	formal	credentials,	
such	as	a	degree	from	a	recognised	institution.	It	also	means	that	networks	and	
networking	skills	are	especially	important.	This	approach	to	recruitment	tends	to	
favour	homogeny	–	people	know	people	like	themselves.	So	if	job	opportunities	depend	
on	who	you	know,	there	is	little	opportunity	to	diversify	the	work	force.	This	means	that	
there	should	be	increased	attention	to	diversity	of	backgrounds	of	data	workers,	and	
particularly	data	scientists	and	data	curators.	Having	only	white,	middle-class,	
technically-trained	men	working	as	data	scientists	–	as	is	still	overwhelmingly	the	case	
in	corporate	data	analytics	firms	–	is	far	from	ideal	in	terms	of	bringing	a	variety	of	
experiences	and	viewpoints	to	the	table.	Going	back	to	the	questions	we	posed	about	
how	to	handle	binary	sex	classifications,	it	is	clear	that	having	data	scientists	with	some	
knowledge	of	gender	studies	and	an	understanding	of	intersectionality	would	
contribute	to	ensuring	that	the	categories	used	for	data	classification	do	not	
discriminate	or	otherwise	adversely	affect	relevant	individuals	and	groups.	Making	
positive	efforts	to	address	the	current	lack	of	diversity	in	terms	of	gender,	age,	ethnicity	
and	class	is	a	constructive	step	towards	a	better	data	science	(we	return	to	this	topic	in	
the	concluding	chapter	of	this	book).		
	
Finally,	there	are	new	civic	and	corporate	roles	for	data	scientists.	The	security	and	
sensitivity	of	data,	consequences	and	privacy	concerns	of	data	analysis,	and	the	
professionalism	of	transparency	and	reproducibility	are	all	increasingly	important	
areas	of	expertise	in	contexts	beyond	data	science	units	in	companies	or	research	
groups	in	universities.	For	example,	data	scientists	have	the	expertise	needed	to	work	
with	or	as	journalists,	to	help	make	governments	and	businesses	accountable	because	
they	understand	how	data	is	being	generated	and	used.	A	recent	investigation	by	the	
British	independent	daily	newspaper	The	Guardian	established	that	over	a	quarter	of	
British	councils	(local	government	authorities	in	the	UK)	have	invested	in	software	
contracts	with	large	firms	to	support	the	administration	of	benefits	to	citizens	(Marsh,	
2019).	The	software	systems	are	used	in	the	activities	of	local	councils.	These	include	
providing	housing	benefits	(a	subsidy	for	rental	expenses),	detecting	signals	of	child	
abuse	and	allocating	places	to	pupils	in	schools.	Across	these	different	applications,	The	
Guardian	reported	concerns	about	privacy	and	data	security,	the	ability	of	council	
officials	to	understand	how	some	of	the	systems	work,	and	the	difficulty	for	citizens	to	
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challenge	automated	decisions.	In	particular,	the	performance	of	some	systems	on	
‘predictive	analytics’	had	been	problematic:	in	detecting	cases	of	potential	fraud,	low	
risk	claims	for	benefits	had	been	wrongly	labelled	as	high	risk.	This	case	of	too	many	
false	positives	had	harsh	consequences,	delaying	the	payment	of	benefits	and	causing	
undue	hardship	on	vulnerable	groups	(Marsh,	2019).	This	is	an	example	of	how	social	
and	political	issues	require	an	understanding	of	data	science	in	order	to	be	tacked.	
Many	NGOs	and	citizen	movements	are	therefore	drawing	on	the	expertise	of	data	
scientists	to	navigate	and	evaluate	the	use	of	large-scale	data	systems,	whether	to	create	
alternative	data	sets	(citizen	sensing	projects)	or	to	audit	and	demand	more	responsible	
systems.		
	
As	machine	learning	and	data-driven	policy	spread	across	different	levels	of	
government	and	areas	of	life,	the	need	for	such	experts	will	also	increase	–	data	
scientists	can	be	heroes	of	social	justice,	as	well	as	the	champions	of	new	business	
models	and	drivers	novel	scientific	insights.	
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Glossary	
 
AI/Artifical Intelligence is an umbrella term used to encompass a broad range of automated 
forms of data analysis, typically combining statistics, modelling, programming, and 
computing.  
 
Algorithm in the context of machine learning refers to the operations and calculations 
performed on data. 
 
APIs (application programming interfaces) are an interface built by platforms that makes it 
possible to connect applications and share data.  
 
Big Data is a loose term often used to refer to the large and diverse body of data generated by 
digital technologies through the datafication of human activities. 
 
Big Data empiricism is the belief that data are the best form of evidence to establish truth, to 
form opinions about the world, and to make judgments. 
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Big Data mythology is a set of inflated expectations around how Big Data enables new, 
cheap and efficient ways to plan, conduct, institutionalise, disseminate and assess research. 
 
Conventions are standards agreed upon by the relevant stakeholders, which make it possible 
to retrieve and link data across different platforms.  
 
Correlation is a statistical relationship between two data values. When two values are 
correlated, we know that when one changes, the other will change as well.  
 
Curation in the context of data work is the process of organising, formatting and annotating 
data so that the data can be retrieved, shared and re-used. 
 
Datafication is the process of turning of objects and activities into data.  
 
Data ethics is the study of what it means for data work to be socially responsible and 
beneficial to life on earth. 
 
Data fairness involves considering how data work can help to treat people in ways that are 
right and reasonable. 
 
Data governance refers to the ensemble of regulations, norms and socio-technical systems 
that enables and directs data work and particularly how, where and why data can travel.   
 
Data journeys designate the movement of data from their site of production to many other 
sites where they are processed, mobilised and re-purposed. Sites can encompass diverse 
times, disciplines or viewpoints. 
 
Data justice concerns the specific circumstances of data work, and how those circumstances 
may affect whether such work is socially damaging or socially beneficial (and to whom).  
 
Data mobility is a label for the extent to which data move across space and time. 
 
Data	models	are	the	result	of	the	efforts	made	to	structure	and	visualize	data,	so	that	
the	data	can	be	used	as	representations	of	a	specific	aspect	of	the	world.		

Data provenance refers to the conditions under which data were generated.  
 
Data science is a newly emerged research domain which includes several types of expertise 
relevant to data analysis, such as computational and statistical skills; epistemological 
expertise, including an understanding of where data fit in the processes of knowledge 
production; and expertise on data governance and ethics. 
 
Data subject is a label for a person who can be identified directly or indirectly by an 
identifier such as name, location data, online identifier or by facets of one’s identity, be they 
physical, physiological, genetic, mental, economic, cultural or social. 
 
Data visualisation is the process of ordering and interacting with data in visual form. Most 
data visualisations aim to facilitate the discovery of patterns.  
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Data workers are individuals who are in a position to take decisions concerning what data 
should be gathered and used, for which purposes, and in which ways. 
 
Ethics consists of philosophical reflection on what it means to be a good person. 

Evidence is the use of data to provide reasons to believe in a particular claim.  

FAIR is an acronym that stands for four principles introduced in 2016 as guidance for data 
management and sharing: Findability, Accessibility, Interoperabiilty and Reuse.  
 
GDPR	(General	Data	Protection	Regulation)	is	a	piece	of	European	legislation	
introduced	in	2018	to	protect	individuals	from	abuse	of	their	personal	data	and	
encourage	the	development	of	sophisticated	and	responsible	ways	of	collecting,	
archiving,	mobilising	and	reusing	personal	data.		

Information society denotes a society where information is central to the capitalist system of 
production, innovation and consumption. 
 
Knowledge society refers to a society that generates, processes, shares and makes knowledge 
that may be used to improve the human condition available to all its members 
 
Knowledge commons is a label used to describe knowledge as a public good that contributes 
key insights on human life and that should be accessible without restrictions.  
 
Machine learning is a branch of artificial intelligence (AI) where a data set is used by a 
computer to build and/or further refine a computational approach to solving a specific 
problem, such as image recognition or classifying information. 
 
Metadata are structured data used to describe the characteristics of a given dataset, such as 
its provenance or significance.  
 
Metrics are measures used for assessment. 
 
Morality is the systems of norms and rules that tell us what is right and what is wrong, i.e. 
how we should behave. 
 
Networks are systems of interconnected things, processes or individuals. Digital networks 
linking computing devices are central to the transmission of digital content.  
 
Open Science is a movement committed to promoting collaborative research practices and 
the widespread distribution and reuse of data, results and methods.  
 
Platforms are programmable infrastructures upon which other software can be developed 
and run.  
 
Raw data are data that have just been generated and have not been further processed.  
 
Space of agency (for data workers) is the space within which data workers can make 
decisions and take responsibility for the implications of those decisions. 
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Statistical models are precise and concise mathematical descriptions of datasets that enable 
calculations.  
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