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Abstract

Quantized Successor Pre-coding: A Method for Spatial Multiplexing in

MIMO Systems with Limited Feedback and Temporally-Correlated

Channels

Patrick Karl Sisterhen, MSE

The University of Texas at Austin, 2010

Supervisor: R.W. Heath, Jr.

The use of feedback to provide channel state information to the transmitter can greatly

improve the performance of a communication system. However, the amount of informa-

tion required to characterize a time-varying MIMO channel can exceed the capacity of the

feedback channel. This paper surveys research in limited feedback systems, which em-

ploy a number of methods to reduce the information and improve performance in multi-

antenna communication systems. This paper also presents a new method, Quantized

Successor Pre-coding (QSP), that exploits time-correlation to implement spatial multi-

plexing in a MIMO system using very little feedback. QSP uses an ordered codebook of

pre-coders and transmission modes to reduce the feedback to a single bit. Simulations of

QSP demonstrate a substantial performance improvement relative to open-loop spatial

multiplexing.
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1 Introduction

The use of feedback to provide channel state information to the transmitter (CSIT) im-

proves the performance of a communication system across many metrics. With su�cient

information about the channel, the transmitter can improve the instantaneous bit error

rate, reduce the likelihood of outage, increase the single user data rate, and increase

the throughput in a multi-user system. Adaptive modulation can optimally allocate

power, adjust the rate, and select the coding scheme across both time and frequency.

These techniques can be combined with scheduling, channel allocation, and network cod-

ing in multi-user systems. The expansion of interest in multiple antenna systems for

both academic research and commercial applications highlighted further bene�ts (and

challenges) of feedback to the transmitter. Both multi-input/single-output (MISO) and

multi-input/multi-output (MIMO) systems can realize gains in both diversity and rate

by using CSIT.

In modern communication systems, the receiver is normally assumed to possess near-

perfect channel state information, deduced via training and pilot sequences in the trans-

mitted packets. The transmitter cannot so easily determine this information. In some

cases, reciprocity can be assumed to provide at least statistical information about the

channel without explicit knowledge at the transmitter [1]. If CSIT is desired but reci-

procity cannot be assumed, the receiver can provide a characterization of the channel

through an explicit feedback mechanism. Such mechanisms include frequency-division

duplexing (FDD) and time-division duplexing (TDD). The amount of channel state in-

formation becomes signi�cant in multi-antenna systems. This information must then

be updated at su�cient rate to continuously characterize a time-varying channel. A

large amount of CSI may exceed the capacity of the feedback channel or take up chan-

nel resources (time, bandwidth) that could otherwise be allocated to the forward link.

Reducing the amount of feedback is an important objective for optimizing modern com-

munication systems, and has been the focus of a great deal of research [1].

Some research has focused on optimally quantizing the channel into a discrete set of

states using vector quantization techniques [1]. Analysis of the capacity of a MIMO

system leads to an alternative approach, which quantizes the covariance of the signals at

the transmit antennas [1, 2, 3]. Another line of research has restated the problem as one

of selecting the optimal beamforming vector or pre-coding matrix that the transmitter

will use [4, 5, 6, 7, 8, 9]. From this perspective, the receiver selects the best beamforming

or pre-coding scheme from its near-perfect knowledge of the channel and communicates

that to the transmitter. The problem here is twofold: designing an optimal codebook (e.g.
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a quantization of the space of beamforming vectors) and selecting the optimal method

based on the current channel (e.g. selecting the best quantized beamforming vector).

Recent work has focused on taking advantage of time-correlation in channels to adaptively

optimize the codebook and mitigate delay in the feedback channel [10, 11, 12, 13].

This report presents a brief review of literature on limited feedback topics and also

describes a new method that exploits time-correlation to implement spatial multiplexing

in a MIMO system using 1-bit feedback. The fundamental idea is to create a codebook of

quantized pre-coder matrices and also a successor list for each pre-coder. The successor

list represents an ordered set of candidate pre-coders that the receiver will successively

evaluate against the current pre-coder. Since the order of the successor list is known

to both the transmitter and receiver, the transmitter knows which candidate pre-coder

the receiver is currently evaluating. Consequently, a single bit of feedback su�ces to

indicate which pre-coder the transmitter should use for the next transmission. This

paper also develops a multi-mode variation, allowing the receiver to indicate not only the

correct pre-coder but also a more optimal power allocation with a single bit of feedback.

Simulations show a substantial performance improvement relative to open-loop, equal

power spatial multiplexing.

Section II presents a survey of research on limited feedback in MIMO systems. Section

III details three di�erent variations of the Quantized Successor Pre-coding (QSP) method.

Section IV presents simulation results and discussion, and Section V contains conclusions

and ideas for future work.

This report employs the following notation. The set of complex numbers is denoted

as C. The conjugate transpose of a matrix is denoted by a superscript ∗. The trace of

a matrix is denoted tr(.). The two-norm of a vector or matrix is denoted ∥.∥2 and the

Frobenius-norm of a matrix is denoted ∥.∥F . The base-two logarithm is denoted log2(.).

The determinant of a matrix is denoted det(.). Vectors are indicated with bold, lowercase

letters while matrices are indicated with bold, uppercase letters.
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Figure 1: Generalized MIMO System Model

2 Limited Feedback Overview

In the general model depicted in Figure 1,

y = Hx+ n

where y is the NR-dimensional receive vector, x is the Mt-dimensional transmit vector,

n is the Nr-dimensional noise vector, and H is the Nr×Mt channel matrix. The channel

is assumed to exhibit spatially uncorrelated Rayleigh fading. Except where otherwise

noted, the channel is also assumed to be temporally uncorrelated. The noise is assumed

to be i.i.d. complex Gaussian ∼ CN(0, 1). The transmit signal is power constrained such

that EH,x[||x||2] = ρ.

At the transmitter, the transmit vector is formed by

x =
√
ρFs

where s is the input codeword (coded independently of the channel information) and F

is the beamforming vector or pre-coder. For simpli�cation of design and analysis, power

is constrained such that Es[ss
∗] = I. At the receiver, the channel is estimated (Ĥ) and ŝ

detected after the receive vector is operated on by an equalizer/combiner/decoder such

that

ỹ = Zy

ŝ =detectorML(ỹ, Ĥ).

Providing the channel information to the transmitter produces a number of bene�ts,

but feedback capacity may be limited. For a Mt (Tx antenna) x Nr (Rx antenna) �at-
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fading system, the channel information consists of MtNr complex values. In a frequency-

selective channel with L taps, this increases to MrNrL values. Multicarrier techniques

such as OFDM conveniently decompose the channel into N frequency-�at subcarriers,

but the resulting channel information is then MtNrN . The channel matrix H may be

quantized using vector quantization techniques [1]. The following sections survey several

alternative techniques that have been developed to reduce the required feedback.

2.1 Covariance Quantization

The ergodic capacity of this system is [14, 15]

C = EH[ max
Q:tr(Q)≤1,Q∗=Q

log2 det(I+ ρHQH∗)]

where Q is the covariance matrix of the transmitted signal. From this perspective, the

pre-coding block at the transmitter produces

x =
√
ρQ1/2s.

From the training information in the received packet, the receiver can deduce the

current channel realization H. The receiver can then solve an optimization problem to

determine the capacity achievingQ for the current channel. This solution can be provided

to the transmitter via the feedback path. However, high-resolution representation of any

possible realization of Q may require more capacity than is available in the feedback

path. To reduce the amount of feedback, the possible realizations of Q can be quantized

to a discrete codebook Q [1, 2, 3]. With B bits of feedback, the receiver can determine

the index n of the codebook that maximizes

log2 det(I+ ρHQnH
∗), n = 1, 2, ..., 2B

for the current channel realizationH and send this index to the transmitter. The problem

is then one of determining optimal quantization strategies.

One approach to designing rate maximizing codebooks uses a form of the Lloyd algo-

rithm for minimizing the average distortion of the quantization [2]. An outline of the

algorithm is

0) Start with a random partition set of the channel matrix set

1) Determine the optimal transmission covariance matrix for each partition. The

optimal choice is the one that minimizes the expected distortion across all
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channels in the partition. The distortion metric is capacity distortion, and

depends only on the channel and the transmission covariance matrix. This

optimal transmission strategy is the partition centroid.

2) Re-partition the channel matrix set by allocating channels to partition cen-

troids using the nearest neighbor rule, where the distance metric is the same

distortion metric used in step 1.

Steps 1 and 2 are repeated to convergence. The authors of [2] note that this algorithm is

not guaranteed to converge to the global optimum. Accordingly, the entire procedure is

repeated across many randomly generated initial partitions and the codebook with the

highest capacity is chosen.

Other research investigated generating random codebooks on the complex unit sphere

[3]. The authors' results demonstrated that capacity loss decreases as an exponential

function of the number of feedback bits. Speci�cally,

O(2−B/(2MMt−2 ))

where B is the number of feedback bits, Mt is the number of transmit antennas, Nr is

the number of receive antennas, and M = min{Mt, Nr}.

2.2 Beamformer Quantization

In a beamforming system, the covariance matrix Q is a rank 1 matrix, and pre-coding

is merely an Mt-dimensional, unit-norm complex vector. A system of beamforming and

combining vectors can achieve a diversity order of MtNr [9]. Work along these lines

treats the codebook design as one of selecting a set of optimal beamforming vectors {f}
and combining vectors {z}. One approach constrains the transmit antennas to identical

gains but varies the phase. Speci�cally,

f = (1/
√

Mt)e
jθ, θk ∈ [0, 2π].

The work in [9] considered such a system, called equal gain transmission (EGT), cou-

pled with several receiver designs: selection diversity combining (SDC), maximum ration

combing (MRC), and equal gain combining (EGC). In EGC, the receive antenna weight-

ing is constant (1/
√
Nr) and only the phase varies. The authors show that all of these

transmitter/receiver combinations can achieve full diversity (MtNr) in a memoryless,

i.i.d. Rayleigh fading channel. They further develop an EGT beamformer quantization
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method that achieves the full diversity order, provided that

B ≥ log2(Mt)/(Mt − 1).

Mukkavilli et al. produced a more general analysis of the beamforming problem for

MISO systems [4]. This work used outage probability (the probability of the event that

the channel realization cannot support the desired rate) as the performance metric. The

authors �rst showed that outage probability is minimized by choosing a beamforming

vector that maximizes |⟨h, f⟩|. They further established a lower bound on outage prob-

ability that is asymptotically tight in the number beamforming vectors in the quantized

codebook. An interesting result from this paper is that 8 bits of feedback performs very

close to perfect (non-quantized) feedback. Using a distortion measure d(B), de�ned as

the loss of outage performance of a quantized codebook beamformer relative to perfect,

non-quantized beamforming, the authors showed

d(B) ≈ (Mt − 1)2
−
(

B
Mt−1

)
.

The authors of [4] also investigated construction of an optimal beamformer codebook.

The design criterion for a good beamformer codebook was shown to be one that maxi-

mizes the angular distance between beamforming vectors. Speci�cally,

min
{f}∈CMt

max
i,j:1≤i̸=j≤2B

|⟨fi, fj⟩| .

Interestingly, the design of beamformers in this way is equivalent to the design of

unitary space-time constellations. Additionally, the design criterion can be restated as

maximizing the minimum chordal distance between subspaces formed by the beamform-

ing vectors [4].

The relation of codebook design to subspace packing is a concept that recurs in almost

all of the literature on this topic. Due to the phase invariance of beamforming vectors,

standard Euclidean vector quantization produces ambiguous results, so quantization on

manifolds is a better approach [5, 7]. The formal mathematical backdrop is the complex

Grassmann manifold G(N, p), which is the set of p-dimensional subspaces in an N -

dimensional complex Euclidean space. Techniques for optimal packing and traversals on

this manifold have been applied to limited-feedback communication system design in a

great many papers over the last decade [1].

Love et al. independently investigated the relationship of Grassmannian Manifold the-

6



Figure 2: A visual representation of beamforming vector quantization on the G(3,1)
Grassmann manifold

ory to beamforming in MIMO systems, and introduced many new and fundamental ideas

[5]. An important revelation in this work is that the problem of �nding quantized beam-

formers for MIMO is identical to that of MISO; there is no dependence on the number

of receive antennas. The authors presented the Grassmann beamforming criterion: the

codebook of beamforming vectors should be designed so that the minimum distance on

the G(Mt, 1) manifold is maximized. Formally, design the codebook of beamforming

vectors F = {fi}2
B

i=1 to maximize

δ(F) = min
1≤k<l≤2B

√
1− | f∗k fl |2.

The authors consider several transmission methods: quantized maximum ratio trans-

mission (QMRT), quantized equal gain transmission (QEGT), and generalized subset

selection (GSS). They demonstrate that the Grassmann beamforming criterion generates

codebooks with full diversity order for all of these methods, provided that the size of the

codebook (N = 2B) is greater than or equal to Mt. They also provide analytic bounds

that allow the codebook size (N) to be chosen to achieve the desired capacity loss or

SNR loss relative to an unquantized system [5].
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2.3 Spatial Multiplexing Pre-coder Quantization

Quantizing on the Grassmann manifold proved to be an extensible framework for ex-

panding the problem from beamforming to spatial multiplexing. Further work by Love

and Heath approached the spatial multiplexing pre-coder codebook F as a subset of (Mt

x M) unitary matrices, where M ≤ Mt is the number of data streams [16]. The authors

de�ned several criteria for selecting the optimal pre-coder for di�erent receiver designs:

Maximum Likelihood Selection Criterion (ML-SC), Minimum Singular Value Selection

Criterion (MSV-SC), Mean Squared Error Selection Criterion (MSE-SC), and Capacity

Selection Criterion (Capacity-SC). For the MSV-SC, the optimal (unquantized) pre-coder

Fopt is one that maximizes the minimum singular value of HF. Fopt was shown in this

paper to be the �rst M columns of the right singular vector matrix of H. The same

construction of Fopt was also shown to be optimal for MSE-SC and Capacity-SC. For a

memoryless, Rayleigh fading channel, Fopt is isotropically distributed on U(Mt,M), the

set of (Mt x M) unitary matrices. The authors derived the following quantized codebook

design criteria:

1) For ML-SC, MSV-SC, and MSE-SC (with a trace cost function): F should be

designed by maximizing the minimum projection two-norm distance between any pair of

codeword matrix column spaces. The projection two-norm distance is de�ned as:

dproj(F1,F2) = ∥F1F
∗
1 − F2F

∗
2∥2 =

√
1− λ2

min{F∗
1F2}.

2) For MSE-SC (with determinant cost function) and Capacity-SC: F should be de-

signed by maximizing the minimum Fubini-Study distance between any pair of codeword

matrix column spaces. The Fubini-Study distance is de�ned as:

dFS(F1,F2) = arccos | det(F∗
1F2) | .

Both criteria relate to subspace packing on the Grassmann manifold, albeit with sepa-

rate distance metrics [16]. Further work by Mondal, Dutta, and Heath established lower

bounds on the distortion-rate function for Grassmann quanti�ers [6].

The systems discussed so far assume �at-fading channels. In a frequency selective

channel, OFDM is often used to decompose the channel into �at-fading subcarriers.

Khaled et al. developed a system for e�cient quantized feedback in MIMO-OFDM

spatial multiplexing systems [13]. Their method �rst generates a codebook of optimal

unitary pre-coders for all subcarriers. The receiver determines the optimal pre-coder and

the mode (i.e. how many data streams can be supported in the current channel) for each
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subcarrier and feeds this back to the transmitter. To reduce the amount of feedback,

information for only a pilot subset of the subcarriers is fed back. An interpolator at the

transmitter constructs the pre-coders for all subcarriers based on the information given

for the pilot subcarriers. Further reduction of feedback is accomplished by clustering

the mode selection for subcarriers. Because the techniques of Grassmannian subspace

packing cannot be used for full-rank unitary matrices, a di�erent method is proposed in

this paper to generate the codebook of unitary pre-coders. Their method is an adaptation

of the Lloyd algorithm, and is outlined as follows:

0) Start with a randomly generated codebook (F) ofMt xMt unitary pre-coding

matrices.

1) Generate a set of independent, isotropic Mt x Mt unitary training matrices.

2) Assign each training matrix to the region associated with one of the pre-

coders in F according to the nearest neighbor rule, using as the distance

metric the squared Frobenius-norm of the di�erence of the pre-coder and

training matrix.

3) For each region constructed in Step 2, �nd the optimal pre-coder, which is the

centroid of the region. This optimal pre-coder is the orthogonal projection

of the arithmetic mean of training matrices in the region onto the space of

unitary Mt x Mt matrices. These pre-coders form the new set F .

Steps 1-3 can be repeated to convergence. The authors note that since the Lloyd al-

gorithm is not guaranteed to converge to the global optimum, the procedure should be

repeated across many initial random codebooks [13].

2.4 Designs for Temporally Correlated Channels

Improvements to codebook design and reductions in feedback rate can be achieved as-

suming temporally correlated channels. When the channel is not Rayleigh uncorrelated,

the quantization strategies discussed so far produce a degraded SNR [7]. Additionally

the feedback can be reduced if the transmitter has some idea about future channels

based on the current channel state. Mondal and Heath developed a switched-codebook

algorithm that adapts to the channel distribution. In their paper, they considered a

beamforming system in number of channel models, including the standard uncorrelated

Rayleigh, correlated Rician, auto-regressive time correlated, and spatially correlated.

Their approach creates a set of codebooks, each with a set of quantized beamforming
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vectors, and adaptively switches both the codebook and the beamforming vector within

the codebook as the channel changes. Their simulations demonstrate that their algo-

rithms perform substantially better in correlated channels than codebooks designed for

uncorrelated channels, and no worse when the channel is uncorrelated [7].

A paper by Kim et al. extended the quantization concept to a temporally correlated

MIMO channel, but approached the problem in a novel way. Their idea was to reduce

feedback by quantizing only the pre-coder variation required to adapt to the channel

variation [12]. The authors represented this variation as a set of unitary rotation matrices

that would transform the current unitary pre-coding matrix to another unitary pre-coding

matrix. The pre-coder for any timeτ is constructed as

Fτ = ΘiFτ−1

where Θi is a unitary rotation matrix chosen from the codebook of rotation matrices CΘ.
The receiver chooses the optimal rotation matrix for the current channel and feeds back

its index. The rotation matrix codebook is designed o�ine for a speci�c time correlation

coe�cient of the channel. Their simulation demonstrated throughput gains relative to

Grassmannian quantization with less feedback [12].

Research by Huang, Heath, and Andrews modeled CSI as a �rst-order, �nite-state

Markov chain [10]. This work established the required bit-rate in the feedback channel

and analyzed the e�ect of delay in this channel, showing signi�cant throughput gain

decay with feedback lag. Their paper also presented a feedback compression method

using temporal correlation in the channel [10].

Papers such as [10] modeled temporal correlation in channels and demonstrated the

signi�cant impact of feedback delay. The following subsection surveys research that has

exploited temporal correlation to improve performance and reduce feedback, including

predictive coding methods that mitigate the impact of feedback lag.

2.4.1 Predictive Coding in Temporally Correlated Channels

While the preceding methods utilized quantized vectors on the Grassmann manifold,

Banister and Zeidler proposed a di�erent approach in an early line of research. Their

algorithm uses 1-bit feedback to provide a gradient estimate to the transmitter [17]. The

transmitter generates test beamforming vectors from the current beamforming vector,

encodes pilot signals with these beamformers, and includes these pilots along with the

transmission (the rest of which is encoded with the current beamformer). The receiver

determines which test beamformer is more optimal for the current channel realization and
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provides feedback to indicate which one the transmitter should select as the next active

beamformer. For each test interval, the transmitter generates the test beamforming

vectors as

f1 = f + ∥f∥βp

f2 = f − ∥f∥βp

where f is the current beamforming vector, p is a zero mean complex random Gaussian

vector with autocorrelation matrix 2I, and β is the adaptation rate. The pilot signal is

encoded with f1 during even slots and f2 during odd slots. A single bit of feedback from

the receiver in each test interval indicates which of f1or f2 should be used as f in the next

test interval. Over time, the transmitter follows the gradient to the optimal beamforming

vector. The algorithm converges in a static channel and tracks time correlated channels.

The authors' simulations show that the algorithm has lower BER than early quantized

beamforming and diversity space-time coding methods for moderate fading speeds [17].

Temporal correlation can also be exploited by predictive coding methods that use the

Grassmannian techniques developed in early work. One approach partitions the surface

of a spherical cap on the Grassmann manifold to design beamforming codebooks for the

current channel realization using knowledge of preceding channel realizations [8].

A recently proposed algorithm exploits the di�erential geometric properties of the

Grassmann manifold to predict optimal beamforming vectors in a temporally correlated

channel [11]. The fundamental concept is to predict the next beamformer from a tangent

vector from the previous beamformer to the current beamformer. The error in this

prediction is measured at the receiver, quantized, and fed back to the transmitter. Let

x[k] be the current beamforming vector, x[k−1] the previous, and p = x∗[k−1]x[k] their

inner product. This paper de�nes the chordal distance between beamforming vectors as

d =
√

1− | p |2.

The tangent vector from x[k − 1] to x[k] is constructed as

e[k] = arctan

(
d

| p |

)
(x[k]/p)− x[k − 1]

d/ | p |
.

This tangent is interpreted as the unwrapping of the arc between x[k−1] and x[k] on the

tangent space at x[k−1]. The shortest path on the manifold between these beamformers
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(the geodesic) is

G(x[k − 1], e[k], t) = x[k − 1] cos(∥e[k]∥t) + e[k]

∥e[k]∥
sin(∥e[k]∥t)

where t is the step size parameter. The tangent can be transported to x[k] as

ê[k] = arctan

(
d

| p |

)
x[k]p∗ − x[k − 1]

d
.

x[k+1] can be predicted by calculating the geodesic with this transported tangent vector

as follows:

x̂[k + 1] = x[k] cos(∥ê[k]∥t) + x[k]p∗ − x[k − 1]

d
sin(∥ê[k]∥t).

In the authors' predictive coding method, both the transmitter and receiver predict

the next beamforming vector using the methods outlined above. After measuring the

current channel, the receiver quantizes the error tangent vector from the predicted to

actual optimal beamformer. The error tangent vector is quantized as two codewords (a

real magnitude and unit-norm direction vector in CMt) and fed back to the transmitter.

The transmitter constructs its current and subsequent beamforming vectors using the

geodesic and prediction formulas outlined above. This prediction method accounts for

a unit delay in the feedback path. This algorithm demonstrated improvements in mean

squared chordal distance error and sum rate in a delayed feedback system [11].
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3 Quantized Successor Pre-coding

Much of the research in quantized feedback and predictive coding has analyzed beam-

forming systems. A system employing full-rank spatial multiplexing via square, unitary

pre-coding matrices presents a new challenge. The techniques of Grassmannian subspace

packing cannot, unfortunately, be used to develop a codebook of such pre-coders because

they comprise a single, full-rank subspace. However, since the optimal pre-coder can be

determined based on the channel information and a distance metric can be de�ned for

full-rank pre-coders, a quantization and feedback method can be designed that allows

the transmitter to choose a near-optimal pre-coder. If the channel matrix H is described

via singular value decomposition as

H = UΣV∗,

the optimal pre-coder is V and the optimal shaping receiver matrix is U∗. The sum rate

of this system is

RΣ = max
ρi:

∑
i ρi≤ρ

RH∑
i=1

log2(1 + σ2
i ρi),

where {σ} is the set of singular values of H, RH is the rank of H, and {ρi} is the set of

powers allocated to each stream. Capacity is achieved by water�lling power allocation

across the streams under the average power constraint, ρ. Provided that the receiver

knows both H and the pre-coder F and that F = V, a linear, zero-forcing (ZF) receiver

achieves capacity. If the shaping receiver Z is the ZF receiver

Z = (HF)+

= (F∗H∗HF)−1F∗H∗

= (V∗VΣU∗UΣV∗V)−1V∗VΣU∗

= (Σ2)−1ΣU∗

= Σ−1U∗.

The recovered signal vector is

ŝ = Zx

= ZHFs

13



Figure 3: System Model for QSP

= (HF)+HFs

= s.

The enhanced noise vector in such a system is

ñ = Σ−1U∗n.

Since the unitary matrix U∗ does not change the statistical properties of the noise, the

received SNR of the ith stream is

SNRi = ρi/ñi

= ρi/(ni/σ
2
i )

= σ2
i ρi/ni,

where {ni} is the set of i.i.d. arbitrary white Gaussian noise (AWGN) on the streams. Ca-

pacity is then achieved by water�lling power allocations. Using any other pre-coder with

a ZF receiver will produce greater noise enhancement. If a quantized set of pre-coders

is used, the transmitter should choose the quantized pre-coder �closest� to the optimal

pre-coder for the current channel realization. The remainder of this paper describes a

method that allows the transmitter to choose such a pre-coder from a codebook using

very little feedback from the receiver. The intent is to provide a method that outperforms

pre-coder-less equal power transmission by feeding back just enough information for the

transmitter to choose a good pre-coder and decide which streams to allocate power to.

Quantized Successor Pre-coding (QSP) is a method for a spatial multiplexing system

14



Figure 4: Example of QSP Codebook and Successor Lists

that allows the transmitter to iteratively converge to a near-optimal pre-coder for the

current channel using periodic, 1-bit feedback from the receiver. The QSP codebook

contains a set of square, unitary pre-coders as well as an ordered list of successors for

each pre-coder. Each successor represents a candidate pre-coder that the transmitter

may use as the next active pre-coder if the receiver indicates it would be better. The

successors are ordered by increasing distance from the active pre-coder. In this way,

the method takes advantage of temporal correlation of the channel, since because the

channel changes only slightly between transmissions, a better pre-coder is more likely

to be �close� to the active one. The codebook is generated o�ine and known to both

the transmitter and receiver. Since the receiver knows the current channel, the active

pre-coder, and the next successor pre-coder, it can indicate to the transmitter whether

the successor would be better using a single bit.

3.1 Codebook Generation

Codebook generation follows an adaptation of the Lloyd algorithm employed in [2, 13].

The distance metric between pre-coders used in the codebook generation algorithm is

the squared Frobenius-norm of their di�erence,

δ(F, F̂) = ∥F− F̂∥2F .

A single codebook generation is described in Algorithm 1. As noted in [2, 13], the

algorithm is not guaranteed to converge to a global optimum. The entire algorithm is

repeated a large number of times and the �nal codebook is selected as the one with the

minimum mean distortion. Speci�cally, the minimum mean distance between training
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matrices and the optimal pre-coding matrix for the corresponding region.

After the set of pre-coders is chosen, a successor list is generated for each pre-coder.

For each pre-coder Fi this is an ordered list of the other pre-coders Fj ∈ F , i ̸= j. The

list is ordered by increasing distance δ(Fi,Fj).

Algorithm 1 Codebook Generation

0: Generate a random initial codebook F of unitary Mt ×Mt pre-coder matrices.
1: Generate a random set T of unitary Mt ×Mt training matrices .
2: Assign each training matrix to the region corresponding to the �nearest neighbor�
rule:
Ti ∈ Ri if δ(Fi,Ti) ≤ δ(Fj ,Ti),∀j ̸= i.
3: Determine the optimal pre-coding matrix for each region as the orthogonal projection
of the arithmetic mean of the region onto the set of unitary matrices U(Mt,M) as follows:
[Ui,Si,Vi] = SVD( 1

Ni

∑
T∈Ri

T),
where Ni is the number of training matrices assigned to Ri. Then,
Fi = UiV

∗
i

4: The resulting set Fi becomes the codebook F for the next iteration.
Steps 1-4 are repeated 100 times.

3.2 Codebook and Mode Selection at Runtime

3.2.1 Equal Power, Full Rank Option

For each pre-coder in the codebook, there is an ordered successor list. At each transmis-

sion, the receiver calculates whether the current pre-coder is achieves a higher rate than

the next pre-coder in the successor list. For the ZF receiver, the sum rate is calculated

as

RΣ =
∑

log2(1 + γi),

where

γi =
SNR

Mt∥zi∥2

and zi is the ith row of the zero-forcing receiver Z = (HF)+.

A single bit of feedback indicates whether the transmitter should begin using the

successor pre-coder. If the pre-coder is not changed, the receiver will evaluate the next

pre-coder in the successor list after the next transmission. If the pre-coder is changed, the

receiver will begin evaluating at the head of the successor list of the new pre-coder. The
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transmitter sends Mt streams, each allocated equal power. This routine is formalized in

Algorithm 2.
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Algorithm 2 Equal Power, Full Rank Transmission

Initialization

1: ActivePreCoder := F1

2: SuccessorIndex := 1

Transmitter Loop

1: Transmit using

ActivePreCoder, allocating

equal power to Mt streams

2: Successor :=

SuccessorList(

ActivePreCoder,

SuccessorIndex)

3: if (Feedback == 0)

4: SuccessorIndex :=

(SuccessorIndex + 1) mod

(SuccessorListSize)

5: else

6: ActivePreCoder := Successor

7: SuccessorIndex := 1

8: end if

Receiver Loop

1: Decode packet using

ActivePreCoder and

measures current channel

2: Successor :=

SuccessorList(

ActivePreCoder,

SuccessorIndex)

3: if (Rate(Successor) >

Rate(ActivePreCoder))

4: Feedback := 1

5: ActivePreCoder := Successor

6: SuccessorIndex := 1

7: else

8: Feedback := 0

9: SuccessorIndex :=

(SuccessorIndex + 1) mod

(SuccessorListSize)

10: end if

18



In a static channel, this algorithm is guaranteed to converge to the optimum (quan-

tized) pre-coder since the receiver will eventually compare every pre-coder in the successor

list (which contains all pre-coders). In a temporally correlated channel, the initial conver-

gence rate depends on the coherence time of the channel and the size of the codebook. If

the coherence time is large relative to the transmission rate (which is also the rate of pre-

coder innovation), the routine should converge to the neighborhood of best pre-coders.

The routine will continuously track the channel, since the pre-coders are continuously

evaluated by the receiver.

There is a trade-o� between pre-coder optimality and convergence time. A larger

codebook will have less distortion from the optimal pre-coders for each channel. However,

a larger codebook will have a larger convergence time. This is mitigated by the ordering

of the successor list, since pre-coder candidates in the neighborhood of the current pre-

coder are evaluated �rst.

3.2.2 Equal Power, Adaptive Mode Option

In the preceding method, the transmitter attempts to send all Mt possible streams with

equal power. This is sub-optimal from the perspective of sum rate maximization, since

power may be be allocated to streams with small singular values. As an alternative, the

method is modi�ed so that the successor list represents both pre-coders and modes. This

algorithm �rst converges to the best pre-coder, then converges to the best mode (how

many streams will transmitted at once). The receiver begins by evaluating successor

pre-coders. When a pre-coder is found that is better than its immediate successor, the

receiver begins evaluating the sum rate using di�erent numbers of streams. Whether the

sum rate will be higher with a di�erent number of streams (with equal power allocation)

is indicated to the transmitter with a single bit of feedback. When the best mode for

the current pre-coder is determined, the receiver resumes evaluating pre-coders in the

successor list. This is formalized in Algorithms 3 and 4. At any given time, if M streams

are active, the transmitter will use the �rst M columns of the current pre-coder (which

should correspond to the M largest singular values).

19



Algorithm 3 Equal Power, Adaptive Mode (Tx Side)

Initialization

1: ActivePreCoder := F1

2: SuccessorIndex := 1

3: ActiveStreams := Mt

4: SuccessorStreams := Mt

Transmitter Loop

1: Transmit using

ActivePreCoder, allocating

equal power across

ActiveStreams

2: Successor :=

SuccessorList(

ActivePreCoder,

SuccessorIndex)

3: if (Feedback == 0)

4: SuccessorIndex :=

(SuccessorIndex + 1) mod

(SuccessorListSize)

5: SuccessorStreams := Mt

6: while (SuccessorStreams > 0)

7: Transmit using

ActivePreCoder, allocating

equal power across

ActiveStreams

8: if (Feedback == 1)

9: ActiveStreams :=

SuccessorStreams

10: end if

11: decrement SuccessorStreams

12: end while

13: else

14: ActivePreCoder := Successor

15: SuccessorIndex := 1

16: end if
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Algorithm 4 Equal Power, Adaptive Mode (Rx Side)

Initialization

1: ActivePreCoder := F1

2: SuccessorIndex := 1

3: ActiveStreams := Mt

4: SuccessorStreams := Mt

Receiver Loop

1: Decode packet using

ActivePreCoder, ActiveStreams

and measures current channel

2: Successor :=

SuccessorList(

ActivePreCoder,

SuccessorIndex)

3: if (Rate(Successor) >

Rate(ActivePreCoder))

4: Feedback := 1

5: ActivePreCoder := Successor

6: SuccessorIndex := 1

7: else

8: Feedback := 0

9: SuccessorIndex :=

(SuccessorIndex + 1) mod

(SuccessorListSize)

10: SuccessorStreams := Mt

11: while (SuccessorStreams > 0)

12: Decode packet using

ActivePreCoder, ActiveStreams

and measures current channel

13: if (Rate(SuccessorStreams) >

Rate(ActiveStreams))

14: Feedback := 1

15: ActiveStreams :=

SuccessorStreams

16: else

17: Feedback := 0

18: end if

19: decrement SuccessorStreams

20: end while
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Although this routine mitigates the sub-optimal allocation of power to poor streams,

it negatively a�ects the convergence time. By containing both pre-coders and modes,

the successor list is lengthened to Mtcard(F).

3.2.3 Equal Power, Adaptive Mode with Increased Feedback Option

To mitigate the impact of the adaptive mode method on the successor list length, a third

option is proposed. This routine is identical to Algorithm 2, except that the receiver

also feeds back the optimal number of streams to transmit using the current pre-coder.

This removes the transmission modes from the successor list, but adds a small amount

of feedback (log2(Mt) bits per feedback channel use).
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Figure 5: 2x2, Static Channel, Full Rank

4 Simulation and Results

The Equal Power, Full Rank and Equal Power, Adaptive Mode algorithms were im-

plemented in LabVIEW. This section presents results for simulations on 2x2 and 4x4

MIMO systems with spatially independent Rayleigh fading channels. Temporally corre-

lated channels were generated according to a �rst-order auto-regressive model,

H[t] = αH[t− 1] +
√

1 + α2G[t],

where G[t] is a Mt ×Nr matrix of i.i.d. entries ∼ CN(0, 1).

α = J0(2πβ),

where J0 is a Bessel function of zeroth order and β is the normalized Doppler frequency

[10, 11].

4.1 Convergence toward Optimum Rate

An important metric is how well QSP converges toward the optimum rate in both static

and time-varying channels. The rate ratio metric is simply the sum rate achieved using

the active pre-coder and active number of streams relative to the capacity achievable

with SVD pre-coding and water�lling power allocation.

Figures 5-8 depict the convergence in a static channel for both methods and various

codebook sizes. The algorithm takes longer to converge and converges to a lower rate in
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Figure 6: 2x2, Static Channel, Adaptive Mode

Figure 7: 4x4, Static Channel, Full Rank
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Figure 8: 4x4, Static Channel, Adaptive Mode

a 4x4 system relative a 2x2 system. The Full Rank method (which attempts to use Mt

streams at all times) converges to a lower rate than the Adaptive Mode method (which

adapts the number of streams to the channel). This rate gap is particularly evident in

the 4x4 system.

Figures 9-14 depict the convergence in a correlated, time-varying channel. Once again,

the Adaptive Mode method produces signi�cantly better rate ratios than Full Rank

method. With a more quickly varying channel, the Full Rank option performs very sub-

optimally in a 4x4 system (Figure 11). However, the Adaptive Mode option performs

much better in this channel (Figure 12). Both methods perform well in a 4x4 system

with a more slowly varying channel.

4.2 Rate as a Function of SNR

This section reports the performance of the QSP methods against both a perfect CSIT

system and an open-loop system that allocates power equally across Mt streams. The

metric is the sum rate, and the plots show rate vs. SNR over a number of codebook

sizes.

Figures 15-17 depict the Rate vs. SNR performance of the algorithms for a 2x2 sys-

tem. Both algorithms outperform open-loop spatial multiplexing at all SNRs and all

codebook sizes. At low SNR, the Adaptive Mode method outperforms the Full Rank

method, and the performance is less dependent on the codebook size. For high SNR,

Full Rank actually outperforms Adaptive Mode, which eventually performs below open-

loop spatial multiplexing (at very high SNR). This is due to the fact that the Adaptive
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Figure 9: 2x2, β = .01, Full Rank

Figure 10: 2x2, β = .01, Adaptive Mode
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Figure 11: 4x4, β = .01, Full Rank

Figure 12: 4x4, β = .01, Adaptive Mode
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Figure 13: 4x4, β = .001, Full Rank

Figure 14: 4x4, β = .001, Adaptive Mode
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Figure 15: 2x2, β = .01, Full Rank

Figure 16: 2x2, β = .01, Adaptive Mode
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Figure 17: 2x2, β = .01, Comparison, Codebook Size=256

Mode algorithm may stick to a reduced number of streams for several transmissions while

pre-coders are evaluated. This is less bene�cial at high SNRs, when all streams can be

used.

Figures 18-20 depict the Rate vs. SNR performance of the algorithms for a 4x4 sys-

tem. The results are very similar to the 2x2 system. A notable result is that Adaptive

Mode substantially outperforms Full Rank at low SNR, but they converge to similar

performance at very high SNR.

The third option, Adaptive Mode with Increased Feedback, was not simulated, but

should combine the improved sum rate performances of Adaptive Mode with the ability

to respond to quickly-varying channels of Full Rank. This comes at the cost of an

additional log2(Mt) bits of feedback.

30



Figure 18: 4x4, β = .01, Full Rank

Figure 19: 4x4, β = .01, Adaptive Mode

31



Figure 20: 4x4, β = .01, Comparison, Codebook Size=1024

5 Conclusion

The results demonstrate that QSP achieves signi�cant improvement in sum rate in com-

parison to open-loop spatial multiplexing. Except at very high SNR, Adaptive Mode

outperforms Full Rank regardless of the codebook size, number of antennas, and channel

coherence time. In a 2x2 system with a channel coherence time of around 100 transmis-

sion blocks, both methods increase the ergodic rate by around 1 bps/Hz at a given SNR.

For a 4x4 system, there is a more pronounced bene�t using Adaptive Mode. For this

system, the Full Rank method realizes an increase in roughly 2 bps/Hz at a given SNR,

while the Adaptive Mode option realizes up to a 4 bps/Hz improvement.

The size of the codebook has an impact on the performance, especially in the higher

antenna count systems. Luckily, the amount of feedback is not changed by the codebook

size. The codebook size can be determined according to the desired trade o� between

sum rate performance and convergence time (smaller codebooks may be preferred for

faster-varying channels).

5.1 Future Work

One obvious avenue for further research is optimizing the power allocation. The methods

developed here all allocate equal power to the active streams. While this is done to reduce

feedback, it is sub-optimal compared to a method that combines pre-coding with optimal

power allocation. The power allocations could be quantized using vector quantization

techniques, and the index of the best allocation could be included in the feedback to
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the transmitter. Alternatively, the Adaptive Mode option could be extended to include

power allocations in the codebook successor lists. This would achieve a more optimal

allocation of power to streams while requiring only a single bit of feedback.

In early experimentation, the receiver compared pre-coders by calculating their dis-

tance to the optimal (SVD) pre-coder for the current channel. The successor was con-

sidered better if it was �closer� to the optimal pre-coder. This comparison metric did

not perform as well as the method discussed in this paper, which directly compares the

rates achieved by the pre-coders. This implies that the distance metric used to order

pre-coders in the successor list may be sub-optimal. Future research could re�ne this dis-

tance metric and shorten the convergence time to improve performance in faster-varying

channels.

Future investigation could also evaluate the system in the presence of delay in the

feedback path. As long as the feedback delay is small relative to the coherence time of

the channel, the system should be fairly robust, but additional simulation could quantify

the performance in the presence of feedback lag.

Another small optimization is possible due to the nature of single-bit feedback. De-

pending on the actual implementation of the feedback path, a 0 can be conveyed by

simply not sending anything at all. This would reduce the power requirements of the

receiver and possibly reduce the interference in multi-user systems.
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