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# Evaluation of Median Root Prior for Robust In-Beam PET Reconstruction 

Defne Us ${ }^{\oplus}$, Member, IEEE, Karol Brzezinski, Tom Buitenhuis, Peter Dendooven ${ }^{\oplus}$, Member, IEEE, and Ulla Ruotsalainen, Member, IEEE


#### Abstract

Dose delivery verification in proton beam radiotherapy is used to ensure the delivery of the dose to the correct location. A positron emission tomography (PET) scanner can be used to detect the secondary radiation during the treatment, so-called in-beam PET. This is a challenging application for PET due to the low counts and limited angular coverage. We propose a maximum a posteriori (MAP) reconstruction with median root prior (MRP) for the reconstruction of in-beam PET data. The proposed method was compared against MAP with total variation (TV) prior and maximum likelihood expectation maximization (MLEM), which have previously been used for this application. The effects of different ring configurations and time-of-flight information were tested with simulations of a geometrical phantom and a realistic patient treatment plan. The results indicate that both MAP methods produced sharper edges than MLEM, allowing more accurate edge localization in the reconstructed images. Even for the partial ring configurations, no elongation was observed with MAP methods. MAP-MRP successfully reduced the noise, whereas MAP-TV resulted in checkerboard artifacts. MAP-MRP was also more stable against the selection of the reconstruction parameters. In conclusion, MAP-MRP offers a simple and robust alternative for the reconstruction of in-beam PET data.


Index Terms-List-mode (LM) positron emission tomography (PET), partial ring scanner, particle beam radiotherapy, proton beam radiotherapy, time-of-flight (TOF).

## I. Introduction

THE BEAMS used in particle beam radiotherapy have a well-defined, finite penetration depth with high dose deposition close to the end of the beam's trajectory, the so-called Bragg peak. This enables treatments in which less healthy tissue is irradiated as compared to irradiation with photons, leading to a reduction in irradiation-induced complications. However, as a result of the Bragg peak, large dose deposition errors can occur if the actual treatment situation is different from the situation assumed during

[^0]treatment planning. An in-vivo technique to verify the dose delivery is thus essential to fully translate the superior dose deposition of particles into a clinical benefit.

In-vivo dose delivery verification by means of positron emission tomography (PET) created by the particle beam has a long history (see [1]-[3] for some recent reviews) and is in routine use in a few particle therapy centers [4], [5]. The most abundantly produced positron emitters are ${ }^{15} \mathrm{O}\left(\mathrm{T}_{1 / 2}=2.0 \mathrm{~min}\right)$, ${ }^{11} \mathrm{C}\left(\mathrm{T}_{1 / 2}=20.0 \mathrm{~min}\right),{ }^{30} \mathrm{P}\left(\mathrm{T}_{1 / 2}=2.5 \mathrm{~min}\right)$, and ${ }^{38 \mathrm{~g}} \mathrm{~K}$ $\left(\mathrm{T}_{1 / 2}=7.6 \mathrm{~min}\right)$. Unfortunately, radioactive decay process delays the information from PET, preventing real-time feedback on the dose delivery. Recent work on the production of very short-lived positron emitters may pave the way to real-time dose delivery information using PET [6], [7].

In-beam PET for in-vivo dose delivery verification is a challenging application for PET for two reasons. The first is the low statistics compared to conventional PET studies. At the end of a proton therapy irradiation, the PET activity is typically of the order of $1 \mathrm{kBq} / \mathrm{cm}^{3}$, resulting in a small number of counts; a total of 0.04 M to 0.37 M counts were measured with a limited angle tomograph and a PET acquisition time of 200 s [8]. Such positron emitter activity and number of PET counts are much lower than those typical for diagnostic PET ( $10-100 \mathrm{kBq} / \mathrm{cm}^{3}$ and $100-1000 \mathrm{M}$ counts) and can cause the reconstructed images to very quickly converge to the noise instead of the object's true shape. Second, to allow the therapeutic beam to reach the patient unobstructed, generally scanners with limited angular coverage are used [4], [8]-[10]. A notable exception is OpenPET, in which the second generation design with slanted rings allows the beam to pass unobstructed while providing full angular coverage [11]. Partial ring scanner configurations are known to result in elongation artifacts in the direction of the detectors, hindering the accurate estimation of the edges around the irradiated volume [12]. As the accurate determination of the edges is the most important metric for in-vivo dose delivery verification, potential artifacts motivate an application-specific reconstruction method for in-beam PET, which reconstructs sharp edges while reducing the overall noise in the image. The use of time-of-flight (TOF) PET reduces image noise and can mitigate limited angle artifacts, but the degree of improvement by using TOF information depends on the selected reconstruction method [13].

Maximum likelihood expectation maximization (MLEM) with and without subsets has previously been used in reconstruction of PET images acquired during particle
therapy [12], [14]-[16]. As the inversion problem is ill-posed in emission tomography, MLEM-like methods can result in the amplification of noise over the iterations, especially with low statistics data. This can be remedied by early stopping or post-smoothing, but the former can result in images that are too close to the given prior image and the latter causes blurring at the edges of the image. Maximum a posteriori (MAP) methods use an additional weighted penalty term in the reconstruction to prevent the amplification of noise. Any knowledge on the nature of the data, which is called a prior, can be incorporated into the MAP reconstruction. The features of the image that deviate from the prior are penalized in the reconstruction. The selected prior needs to reflect the assumptions on the data. The emission data are assumed to be locally uniform (so-called monotonicity), meaning that the pixel values of the image are approximately constant in a local neighborhood. Thus, any prior for imaging of biological structures with PET needs to allow local smoothness while preserving the edges. The total variation (TV) prior is one such prior [17]. It has earlier been suggested for particle therapy applications [13], [18], [19]. Once optimized, MAP reconstruction with TV prior (MAPTV) outperforms MLEM. Although no artificial jumps are introduced with MAP-TV, the extremely low counts of inbeam PET data can disrupt the assumption of monotonicity and cause checkerboard artifacts [17].

In this paper, we penalize the noise using the median root prior (MRP) to accommodate the fluctuations in the data, while reducing the noise and preserving the edges [20]. MRP has previously been used for the reconstruction of Poissondistributed data [21]-[23]. Its ability to accommodate missing detector information was demonstrated in [24]. The penalty term with MRP has not been implemented for the reconstruction of in-beam proton therapy data so far and it is proposed here because of its robustness against missing detectors and the stability of its penalty weight.

We aim to compare the performance of MAP-MRP with MLEM and MAP-TV and to determine the effects of TOF and partial ring configurations on these reconstruction methods.

## II. Image Reconstruction

## A. 3-D List-Mode MAP-EM

In list-mode (LM) reconstruction, events can be processed individually due to the independent nature of forward and backward projection of each line of response (LOR). This allows multiple LORs to be processed in parallel using 3-D subsets, thus speeding up the reconstruction significantly. In LM reconstruction, no preprocessing is applied, so the data statistics are preserved [25]. Without rebinning, TOF information can be fully exploited to improve the reconstruction of the LORs. In this paper, the counts were divided into $L$ subsets $(l=1,2, \ldots, L)$, with each subset containing $h$ LORs. The current image estimate $x_{j}^{(k)}$ is updated by all $L$ subsets and these update images are summed together to form a correction image. The system matrix calculations for each subset was distributed to multiple nodes via Techila Distributed Computing Engine ${ }^{1}$ with MATLAB (MathWorks Inc., MA,

[^1]USA). An outer-iteration consists of one pass of the current image estimate through $L$ subsets [26]. This subset approach was proposed in [27] and also used in [26], and is referred to as LM-EM-ML due to its convergence to an ML estimate. The posterior estimate of the image with LM MAP-EM reconstruction using the one-step-late scheme can then be written as
$x_{j}^{(k+1)}=\frac{x_{j}^{(k)}}{\sum_{i=1}^{I} A_{i j}+\left.\beta \frac{\partial}{\partial x_{j}} U(x)\right|_{x_{j}=x_{j}^{k}}} \sum_{l=1}^{L} \sum_{h \in S_{l}} A_{i_{h} j} \frac{1}{\sum_{j=1}^{J} A_{i_{h} j} x_{j}^{k, l}}$
where $x_{j}^{(k)}$ is the reconstructed value of the $j$ th voxel in the image at the $k$ th iteration, $J$ is the total number of voxels to be reconstructed, and $I$ is the total number of LORs. $A_{i j}$ is the system response matrix, and it denotes the probability of activity in the $j$ th voxel being detected in the $i$ th LOR. The term $\sum_{i=1}^{I} A_{i j}$ is the sensitivity matrix. $U(x)$ is the energy function whose derivative with respect to the current image at iteration $k$ is the penalty function. $U(x)$ determines the degree of smoothing over the voxels. The hyperparameter $\beta$ determines the weight of the local regularization term. $\beta$ values were chosen within the range of $[0,1]$ because the positivity constraint of the image values is guaranteed only if the hyperparameter value does not exceed the maximum of the normalized values in the sensitivity image. A large $\beta$ increases the strength of the regularization. When $\beta=0$, the MAP-EM becomes MLEM. The penalization is applied onto the $x_{j}^{(k)}$ once iterations of all $L$ subsets within one outer iteration are completed, which prevents any instability due to the very low count statistics within each subset.

1) Median Root Prior: In MRP, the noise penalization is based on the median of the pixel values within a certain neighborhood. Its name comes from the root signal of the median filter, which passes the median filter unchanged [20]. The reconstruction algorithm with MRP assumes local monotonicity of the spatial image and it penalizes any deviation from the median in the neighborhood [28]. This enables the algorithm to preserve the edges of the image, allowing abrupt changes as well as smooth ones. The nonmonotonic features smaller than a given limit are considered as noise and are filtered out. The size of the minimum details preserved in the image depend largely on the weight of the penalization ( $\beta$ value) and the window size of the median filter [21]. Note that the MRP penalty term is data-driven, where the value of the median around the $j$ th pixel, $M_{j}$, is directly calculated from the data. Therefore, the calculation of the exact derivative of the energy function $U(x)$ in (1) is not possible for MRP. Instead, the difference image between the image from the previous iteration $x_{j}^{(k)}$ and $M_{j}=\operatorname{Med}\left(x^{(k)} ; j\right)$ is used. With these changes, the penalty term in (1) is calculated as $\left[\left(x_{j}^{(k)}-M_{j}\right) / M_{j}\right]$ [29].
2) Total Variation: The TV prior uses the norm of the image gradient as a criterion for penalization. The gradient of the image results in high values at the object boundaries, where the intensity values can be discontinuous. The TV allows these sharp changes in the image [17]. This is an important property for preservation of the edges during image reconstruction. The elongation of the object in partial ring scanners can also
be mitigated via TV prior [13]. The global calculation of the TV norm ensures the smoothness of monotonic regions and reduces the noise. The derivative of the energy function for TV penalty consists of partial derivatives of the image estimate. In this paper, the 11 norm was used for the calculation of the TV penalty term. The TV norm of an image $A$ in $x, y$, and $z$ dimensions is calculated by

$$
\begin{align*}
& U(A)_{\mathrm{TV}} \\
& =\sum_{x, y, z} u(x, y, z) \\
& =\sum_{x, y, z} \sqrt{\left(A_{x+1, y, z}-A_{x, y, z}\right)^{2}+\left(A_{x, y+1, z}-A_{x, y, z}\right)^{2}+\left(A_{x, y, z+1}-A_{x, y, z}\right)^{2}+\varepsilon} \tag{2}
\end{align*}
$$

where $e$ is a small parameter that prevents division by zero and ensures differentiability [17]. The penalty term in (1) is then replaced with

$$
\begin{align*}
\frac{\partial U(A)}{\partial A_{x, y, z}}= & \frac{A_{x, y, z}-A_{x-1, y, z}}{u(x-1, y, z)}+\frac{A_{x, y, z}-A_{x, y-1, z}}{u(x, y-1, z)} \\
& +\frac{A_{x, y, z}-A_{x, y, z-1}}{u(x, y, z-1)} \\
& -\frac{A_{x+1, y, z}+A_{x, y+1, z}+A_{x, y, z+1}-3 A_{x, y, z}}{u(x, y, z)} \tag{3}
\end{align*}
$$

3) Implementation: The reconstructions were performed in MATLAB 2017b with Intel X5660 processors in the Merope and Techila computing clusters of Tampere University of Technology. Monte Carlo simulations for proton therapy were conducted via Geant4 Simulation toolkit [30]. Gate (Geant4 Application in Tomographic Reconstruction, version 7.2, [31]), which is designed for nuclear medicine applications, was used for the simulation of PET system. The components of the object-related $A_{i j}$ were calculated using Siddon's ray tracing algorithm [32]. No normalization or attenuation correction were applied before the image reconstruction in order not to change the Poisson characteristics of the data.

For the geometrical phantom, the sensitivity matrix for the scanner was computed with a separate Gate simulation, in which the field of view of the scanner was defined as vacuum with no object inside the scanner. The detector responses were recorded for a sufficiently large number of events. For the realistic phantom data, the sensitivity was computed analytically by backprojection of one count per LOR. An exact attenuation map was constructed and each LOR in $A_{i j}$ was weighted on-the-fly with its corresponding attenuation correction factor during backprojection. Scatter and random corrections were not included in the reconstructions. Scattered events were removed from the data and randoms rate was small enough ( $\sim 6 \%$ of total counts detected) for the correction to be excluded.

For the reconstruction of the geometrical phantom, $4 \mathrm{~mm} \times 4 \mathrm{~mm} \times 4 \mathrm{~mm}$ voxel size was used, resulting in image size of $81 \times 81 \times 45$ in $x, y$, and $z$ dimensions. The reconstructed image size for the realistic patient phantom was $125 \times 88 \times 110$ voxels in $x, y$, and $z$ dimensions. The window size for the median filter used in MAP-MRP was selected
as $\left[\begin{array}{lll}3 & 3 & 3\end{array}\right]$ voxels. The reconstructed image was initialized as an array of ones for all reconstruction methods. For the reconstruction, subsets with 8000 counts were used $(h=8000)$. One hundred outer iterations were performed on the full data to investigate the convergence of the reconstructions. $\beta$ values within the range of $[0.01,0.8]$ were tested. The hyperparameter values and the stopping criterion for the iterations were calculated for the geometrical phantom and later tested and used for the reconstruction of the realistic patient treatment plan.

The LOR endpoints were chosen to be at a depth of 8 mm in the crystal and in the center of the crystal cross section. Coincidence resolving times (CRTs) of 400 ps and 200 ps full-width-half-maximum (FWHM) were selected because 400 ps is currently available in clinical use and the 200 ps has been obtained in small-scale setups and is thus a realistic value for a future generation of scanners [13], [33], [34]. For the reconstruction with different CRTs, the exact TOF information was convolved with a Gaussian function, with an FWHM is equal to the CRT of the system. For the partial ring configurations, the detectors were removed symmetrically from either side of the scanner. The effect of angular coverage on the reconstruction methods was studied for full ring (360 degrees), $2 / 3$ ring (240 degrees) and $1 / 2$ ring ( 180 degrees) configurations, similar to the setting in [16].

## III. Simulations

## A. Geometrical Phantom Simulation

The geometrical phantom was used to evaluate the performance of the reconstruction methods with low count statistics and limited angular coverage. The effect of TOF information on the reconstruction was also studied. Activity densities in the range of few $\mathrm{kBq} / \mathrm{cm}^{3}$ were used. No proton beam was simulated for this phantom. The full-ring PET scanner configuration in the simulation contained 36 detector heads distributed in a ring of diameter 825 mm with an axial FOV of 180 mm . The $4 \times 4 \times 22 \mathrm{~mm}^{3}$ LSO scintillator crystals were set in an $18 \times 45$ array for each detector head. The energy resolution was $13 \%$ at 511 keV , with lower and higher energy thresholds of 350 keV and 650 keV , respectively. The coincidence time window was set to 4.5 ns . Only ${ }^{15} \mathrm{O}$ production was simulated due to its high activity rate in the beginning of the proton treatment. A 60 s PET measurement with a total activity of 4.06 MBq was simulated. Fig. 1(a) shows the full and partial ring scanner configurations for the geometrical phantom.

The 12 cm -long cylindrical polyethylene nonvoxelized phantom [green circle in Fig. 1(b)] with 10 cm radius can be seen in Fig. 1(b). The hot cylinder in the phantom [red circle in Fig. 1(b)] contains radioactive water with 4 times higher activity than the background $\left(4 \mathrm{kBq} / \mathrm{cm}^{3}: 1 \mathrm{kBq} / \mathrm{cm}^{3}\right)$. The cold cylinder [blue circle in Fig. 1(b)] was filled with air without activity.

The list of coincidences was recorded with perfect time resolution from the simulation, containing the exact detector coordinates and the TOF information. 300 K true counts were gathered and used to construct the LM input for the reconstructions. For the $2 / 3$ and $1 / 2$ ring configurations, 180 K and 130 K true counts were gathered, respectively.


Fig. 1. (a) Scanner configurations for the PET simulation of the geometrical phantom. Gray detector heads are used in the half ring configuration ( 180 degrees coverage), whereas the gray + yellow blocks indicate the detector heads used for the $2 / 3$ ring ( 240 degrees coverage). (b) Transverse view of the geometrical phantom. The red solid line in (b) was used to calculate the line profiles.


Fig. 2. (a) Realistic patient phantom with emission map overlaid on the CT image. The red arrow was used to calculate the line profiles. (b) Dose map of the third irradiation field overlaid on the CT image.

## B. Realistic Phantom Simulation

For a more realistic phantom study, a proton therapy treatment plan of a patient was simulated using Geant4. The patient CT and treatment plan were obtained from the Department of Radiotherapy of the University Medical Centre in Groningen. The production of ${ }^{10} \mathrm{C},{ }^{11} \mathrm{C},{ }^{13} \mathrm{~N},{ }^{14} \mathrm{O},{ }^{15} \mathrm{O},{ }^{30} \mathrm{P}$, and ${ }^{38} \mathrm{~K}$ nuclides during irradiation was simulated. The distribution and decay of these isotopes were included in the Gate simulations of the PET scans. The emission map in Fig. 2(a), representing the distribution of positron emitter decay integrated over the duration of the scan, was used as reference for the evaluation of the reconstructed images. Three proton fields were delivered to the patient, with proton beam angles of $+40,0$, and -40 degrees with respect to the $y$-axis. The third irradiation field is shown in Fig. 2(b), as most of the positron annihilations detected by the scanner comes from positron emitters produced during the last field. Biological washout of the PET nuclides was implemented following the procedure of Helmbrecht et al. [35], using one washout component with a half-life of 69 s and a fraction of 0.44 . A 120 s scan was simulated with 60 s delay after the delivery of the last field. The PET scanner used in this simulation was based on the Siemens Biograph64 PET/CT with TrueV option (Siemens Molecular Imaging, Knoxville, USA). The energy resolution was set to $13 \%$ at 511 keV , with lower and higher energy thresholds of 350 keV and 650 keV , respectively. The coincidence time window was set to 4.5 ns . The attenuation map was obtained from the bilinear scaling of the HU values in the CT scan of the patient [36]. The total activity was $5.9 \mathrm{MBq}\left(1 \mathrm{kBq} / \mathrm{cm}^{3}\right) 60 \mathrm{~s}$
after the delivery of the last field. The dose delivered at the target area was about 2 Gy in total (similar to the dose delivered in [18]), a typical value for a daily fraction of the irradiation treatment. The full ring scanner simulation included 4.28 M true counts. The $2 / 3$ and $1 / 2$ ring configurations resulted in 3.25 M and 2.35 M true counts, respectively.

## C. Assessment Criteria

The normalized mutual information (NMI) measures the similarity of information between two images, giving the value of 1 if two images are identical [13]. It was used to select the optimal weight of the penalization $(\beta)$ for TV and MRP as well as the stopping criteria for the MAP methods [13]. The standard deviation across 2-D slices was also calculated as a measure of uncertainty. The NMI is calculated through the Shannon entropy of the images. The Shannon entropy of an image $(H)$ is defined as

$$
\begin{equation*}
H=-\sum_{i} p(i) \log p(i) \tag{4}
\end{equation*}
$$

where the probability $p(i)$ that the value of the $i$ th voxel occurs is calculated from the histogram of the image. Let the respective entropies of two images $A$ and $B$ be $H(A)$ and $H(B)$. $H(A, B)$ represents the entropy of the joint histogram of two images. The mutual information between $A$ and $B, \operatorname{MI}(A, B)$, is then

$$
\begin{equation*}
\mathrm{MI}(A, B)=H(A)+H(B)-H(A, B) . \tag{5}
\end{equation*}
$$

Using $\operatorname{MI}(A, B)$, the NMI is calculated as follows:

$$
\begin{equation*}
\operatorname{NMI}(A, B)=\frac{\operatorname{MI}(A, B)}{\sqrt{H(A) H(B)}} \tag{6}
\end{equation*}
$$

Bias between the reconstructed images and the ground truth was used to evaluate the reconstruction accuracy. The bias between the reconstructed image $A$ and the reference image $B$ is calculated as

$$
\begin{equation*}
\text { Bias }=\frac{\operatorname{mean}(A)-\operatorname{mean}(B)}{\operatorname{mean}(B)} \times 100 . \tag{7}
\end{equation*}
$$

The coefficient of variation ( CoV ) was used to evaluate the level of noise reduction in the reconstructed images. Each CoV was calculated within a volume of interest (VOI) using

$$
\begin{equation*}
\mathrm{CoV}=\frac{\sigma_{\mathrm{VOI}}}{\mu_{\mathrm{VOI}}} \tag{8}
\end{equation*}
$$

where $\sigma_{\text {VOI }}$ is the standard deviation of the voxels within a VOI, and $\mu$ voI is the mean value of these voxels. A low CoV indicates low noise in the image, whereas a high CoV is a sign of high noise within the VOI.
Sigmoid functions were fitted to the edges of the reconstructed images to calculate and compare their accuracy in determining the edges. The following sigmoid function $\operatorname{sig}(h)$ was used in this paper:

$$
\begin{equation*}
\operatorname{sig}(h)=\text { base }+\frac{\max }{1+\exp \left(\frac{h_{0}-h}{b}\right)} \tag{9}
\end{equation*}
$$

where $h$ is the pixel index along the line profile. The "base" is set to zero as there is no activity outside of the phantom. $h_{0}$ is


Fig. 3. NMI (\%) values for selected $\beta$ values over 100 iterations. NMI values were calculated over the 3-D image volume from the $2 / 3$ ring scanner with 400 ps CRT.
the position at which $50 \%$ of the (max-base) value is reached. $b$ is a measure for the steepness of the edge. A smaller $b$ shows a steeper edge and a more accurate determination of the distal edge.

Iso-contour comparison was used for the evaluation of the realistic phantom reconstructions. As the iso-contours are used for dose calculations in clinical practice, they were preferred over the reconstructed images for visual comparison of the realistic phantom images.

## IV. Results

## A. Results of the Geometrical Phantom

Before the comparison of reconstruction methods, the optimal penalization weight and number of iterations for the MAP reconstructions were determined. In MAP reconstruction, $\beta$ determines the strength of penalization. The hyperparameter that maximizes the 3-D NMI and stabilizes over iterations was selected as optimal for each prior. Fig. 3 shows the NMI values for several $\beta$ over 100 iterations for $2 / 3$ ring scanner with 400 ps CRT. The trend of the NMI values obtained from reconstructions with other partial ring configurations and CRT values show a similar pattern.

It can be seen from Fig. 3 that a stable maximum NMI is achieved at $\beta=0.3$ for MRP and $\beta=0.08$ for TV. For TV, the NMI values rapidly decrease when $\beta$ is greater than 0.08 . The MRP results become stable at $\beta=0.3$ and, for higher values, image blurring as well as the distortion of the first and last slices in the axial $(z)$ dimension, due to 3-D filtering, cause the NMI to decrease over iterations. In the selection of number of iterations, the dominant concern was the stability of the reconstructions, therefore a high number of iterations were selected for MAP methods. It was observed that the NMI values of MAP reconstructions for the selected $\beta$ values stabilize after 50 iterations (Fig. 3). All MAP reconstructions evaluated from hereon were thus obtained after 50 iterations. As NMI values of MLEM decrease over iterations, seven iterations were used.

Fig. 4 shows the reconstructed images from the geometrical phantom for both CRT values and all scanner configurations. The summed slices are shown here similar to [37]. The effect of the missing detectors in the partial ring scanners is clearly visible for images reconstructed via MLEM with 400 ps CRT,

TABLE I
Bias, Cov, and Sigmoid Fit Parameters for the Geometrical Phantom (True $h_{0}$ IS at Pixel $65.53, b=0$ )

|  | Full <br> ring <br> 400ps | Full <br> ring <br> 200ps | $\mathbf{2 / 3}$ <br> ring <br> 400ps | $\mathbf{2 / 3}$ <br> ring <br> 200ps | $\mathbf{1 / 2}$ <br> ring <br> 400ps | $\mathbf{1 / 2}$ <br> ring <br> 200ps |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Bias (\%) |  |  |  |  |  |  |
| MLEM | -52.5 | -50 | -42.9 | -43.9 | -41.2 | -45.5 |
|  | $\pm 1.2$ | $\pm 1.2$ | $\pm 1.4$ | $\pm 1.8$ | $\pm 5.5$ | $\pm 3.8$ |
| MAP- | -28.6 | -29.6 | -31.2 | -32.2 | -31.6 | -34 |
| MRP | $\pm 1.6$ | $\pm 1.4$ | $\pm 0.8$ | $\pm 1.1$ | $\pm 3.3$ | $\pm 3.1$ |
| MAP- | -28.3 | -31.1 | -32 | -33.2 | -33.2 | -35.6 |
| TV | $\pm 2.1$ | $\pm 1.8$ | $\pm 2.3$ | $\pm 2$ | $\pm 7.7$ | $\pm 5.3$ |
| CoV (\%) |  |  |  |  |  |  |
| MLEM | 63.3 | 66 | 60 | 65.7 | 64.9 | 70 |
|  | $\pm 7.5$ | $\pm 7.3$ | $\pm 5.8$ | $\pm 6.1$ | $\pm 5.9$ | $\pm 6.5$ |
| MAP- | 38.6 | 38.6 | 45.5 | 43.8 | 52.9 | 50.2 |
| MRP | $\pm 1.2$ | $\pm 1.2$ | $\pm 1.04$ | $\pm 1.03$ | $\pm 1.9$ | $\pm 1.7$ |
| MAP- | 42.6 | 40.6 | 46.9 | 44.5 | 52.3 | 50.5 |
| TV | $\pm 6.4$ | $\pm 5.5$ | $\pm 6.5$ | $\pm 5$ | $\pm 5.6$ | $\pm 3.8$ |
| $\boldsymbol{h} \boldsymbol{m}$ |  |  |  |  |  |  |
| MLEM | 65.5 | 65.5 | 63.1 | 63.4 | 63.4 | 63.5 |
| MAP- | 65.44 | $\pm 0.46$ | $\pm 0.78$ | $\pm 0.75$ | $\pm 0.75$ | $\pm 0.52$ |
| MRP | $\pm 0.16$ | $\pm 5.2$ | 63.2 | 64 | 62.5 | 63.6 |
| MAP- | 65.3 | 66 | 63.2 | 64 | 63 | 64 |
| TV | $\pm 0.13$ | $\pm 0.10$ | $\pm 0.33$ | $\pm 0.38$ | $\pm 0.32$ | $\pm 0.30$ |
| $\boldsymbol{b}$ |  |  |  |  |  |  |
| MLEM | -0.6 | -0.4 | -2 | -1.2 | -2 | -0.6 |
| MAP- | -0.37 | $\pm 0.36$ | $\pm 0.66$ | $\pm 0.65$ | $\pm 0.63$ | $\pm 0.45$ |
| MRP | $\pm 0.29$ | $\pm 0.17$ | -0.9 | -0.9 | -0.5 | -0.4 |
| MAP- | -0.4 | -0.1 | -1.2 | -1.1 | -0.6 | -0.6 |
| TV | $\pm 0.1$ | $\pm 0.01$ | $\pm 0.29$ | $\pm 0.33$ | $\pm 0.28$ | $\pm 0.27$ |
|  |  |  |  |  |  |  |

resulting in the elongation along the direction of the detectors. These effects are reduced by the improved TOF information. Both MAP reconstructions have clear boundaries and less elongation. As the overall reconstruction is already better for MAP methods than MLEM, the effect of improved TOF is less pronounced on MAP than MLEM reconstructions.

Table I gives the mean of bias and CoV as well as the sigmoid fit parameters for the reconstructions. The uncertainty reported here is the standard deviation across different slices. Bias and CoV values were calculated through the uniform volume in the background cylinder, excluding the areas near the hot and cold volumes to avoid spilling of activity from the high activity regions in case of elongation.

The MAP-MRP reconstructions achieved the best bias and CoV for most of the studied cases, as well as smallest standard deviation across slices. The MAP-TV performs slightly worse than the MAP-MRP for partial rings, but its CoV and bias are still significantly lower than those of MLEM. Better TOF slightly improves the contrast recovery and the fitting of the sigmoid function of MAP methods, particularly in partial ring configurations. Both bias and CoV indicates worse performance for MLEM for 200 ps compared to 400 ps .

The accuracy of the reconstructed edges was evaluated by fitting sigmoid functions to the line profiles (see Table I). The sigmoid fit was calculated from the average of the central slice and its two closest neighbors in the axial direction. As the


Fig. 4. Reconstructed images from sum of transverse slices. The intensities in each image are normalized within the range of [0,1] after the extreme values are excluded from the image. Rows 1, 2, and 3 depict the MLEM, MAP-MRP, and MAP-TV reconstructions, respectively. MLEM images were stopped after seven iterations. The MRP and TV prior reconstructions are presented here with their optimal $\beta$ values after 50 iterations ( $\beta=0.3$ for MRP and $\beta=0.08$ for TV). The elongation along the $x$ direction is visible for the partial ring reconstructions for MAP-TV and MLEM.
falling edge was used in the calculation of the fit, the slope (b) is negative. When comparing the accuracy of the sigmoid fits, the edge of the ground truth was taken as reference, with $h_{0}$ at 65.53 and $b=0$.

All sigmoid fits for the full ring configuration indicate high accuracy of results, though the uncertainties on the fit parameters are smaller for MAP. For the partial ring configurations, the MAP methods demonstrated a sharper edge than MLEM for both CRT values. All partial ring reconstructions showed improvement with 200 ps CRT.

## B. Results of the Realistic Patient Phantom

Before the evaluation of the reconstructed images, the reconstruction parameters were tested for the realistic patient phantom. According to the NMI values for various $\beta$ in Fig. 5, optimal $\beta$ was selected as 0.02 for TV. $\beta$ was 0.3 for MRP.

In proton therapy, the iso-contours are commonly used to evaluate the treatment plan. In this paper, they were used as indications of the relative intensities for each reconstructed image to make the differences between the images more visible. The iso-contours of the emission map overlaid on the CT image and the reconstructed images can be seen in Fig. 6. The iso-contours from the MAP reconstructions follow the shape of the contours in the emission activity well, with MRP resulting in better reconstructions of the irregular contours (see the white arrow in Fig. 6. Also, the contours of the high intensity regions ( $80 \%$ of the maximum activity marked in red in Fig. 6) in MAP-MRP reconstructions are visually more similar to the emission map than MLEM and MAP-TV. The MAP-TV reconstructions have poorer performance with low statistics


Fig. 5. NMI values for the studied $\beta$ values for the realistic phantom from the $2 / 3$ ring scanner with 400 ps CRT. NMI values were calculated over the whole image volume.
data and they do not recover uniform high intensity areas. This is visible from the red iso-contour areas in Fig. 6 (marking $80 \%$ of the maximum activity, respectively).
Table II shows the bias and CoV values as well as the sigmoid fit parameters for the reconstructions of the realistic phantom. The bias values were calculated using the normalized reconstructions and emission map. Iso-contour lines were used to create a homogenous VOI for the calculation of the bias and CoV values of the realistic phantom. The red isocontour line at the center of the emission image ( $80 \%$ of the maximum value within the slice) was used as a threshold to obtain an approximately homogenous volume. The CoV value for the same volume in the emission image was $5.16 \%$.

The bias and CoV of the partial ring reconstructions were the best for MAP-MRP. The improvement of CRT did not


Fig. 6. Transverse view of the reconstructions from the realistic phantom with iso-contours. Fifty iterations were used for MAP-MRP and MAP-TV reconstructions ( $\beta=0.3$ for MRP and $\beta=0.02$ for TV). MLEM reconstructions were stopped after seven iterations.

TABLE II
Bias, CoV Values, and Sigmoid Fit Parameters for the Realistic Phantom (True $h_{0}$ Is at Pixel 53.41, $b=0$ )

|  | $\begin{gathered} \text { Full } \\ \text { ring } \\ \text { 400ps } \end{gathered}$ | $\begin{gathered} \text { Full } \\ \text { ring } \\ \text { 200ps } \end{gathered}$ | $\begin{gathered} 2 / 3 \\ \text { ring } \\ \text { 400ps } \end{gathered}$ | $\begin{gathered} \text { 2/3 } \\ \text { ring } \\ \text { 200ps } \end{gathered}$ | $\begin{gathered} 1 / 2 \\ \text { ring } \\ \text { 400ps } \end{gathered}$ | $\begin{gathered} 1 / 2 \\ \text { ring } \\ \text { 200ps } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Bias (\%) |  |  |  |  |  |  |
| MLEM | $\begin{aligned} & -16.5 \\ & \pm 5.3 \end{aligned}$ | $\begin{aligned} & -17.6 \\ & \pm 4.8 \end{aligned}$ | $\begin{aligned} & -19.5 \\ & \pm 6.9 \end{aligned}$ | $\begin{aligned} & -21.5 \\ & \pm 6.9 \end{aligned}$ | $\begin{gathered} -22 \\ \pm 6.3 \end{gathered}$ | $\begin{aligned} & -22.1 \\ & \pm 7.1 \end{aligned}$ |
| $\begin{aligned} & \text { MAP- } \\ & \text { MRP } \end{aligned}$ | $\begin{gathered} -6.7 \\ \pm 2.6 \end{gathered}$ | $\begin{gathered} -6.9 \\ \pm 2.7 \end{gathered}$ | $\begin{gathered} -8.3 \\ \pm 4.8 \end{gathered}$ | $\begin{gathered} -9.3 \\ \pm 4.5 \end{gathered}$ | $\begin{aligned} & -10.2 \\ & \pm 5.7 \end{aligned}$ | $\begin{gathered} -9.9 \\ \pm 4.8 \end{gathered}$ |
| $\begin{aligned} & \text { MAP- } \\ & \text { TV } \end{aligned}$ | $\begin{aligned} & -8.64 \\ & \pm 4.5 \end{aligned}$ | $\begin{gathered} 8.03 \\ \pm 4.02 \end{gathered}$ | $\begin{gathered} -14.63 \\ \pm 5.3 \\ \hline \end{gathered}$ | $\begin{gathered} -14.13 \\ \pm 4.4 \end{gathered}$ | $\begin{gathered} -15.81 \\ \pm 5.7 \\ \hline \end{gathered}$ | $\begin{gathered} -14.94 \\ \pm 4.4 \end{gathered}$ |
| CoV (\%) |  |  |  |  |  |  |
| MLEM | $\begin{gathered} 12.4 \\ \pm 1.9 \end{gathered}$ | $\begin{gathered} 12.7 \\ \pm 1.8 \end{gathered}$ | $\begin{gathered} 14.9 \\ \pm 3.2 \end{gathered}$ | $\begin{gathered} 15.2 \\ \pm 3 \end{gathered}$ | $\begin{array}{r} 15.9 \\ \pm 3.2 \\ \hline \end{array}$ | $\begin{gathered} 16.2 \\ \pm 3.3 \end{gathered}$ |
| $\begin{aligned} & \text { MAP- } \\ & \text { MRP } \end{aligned}$ | $\begin{gathered} 9 \\ \pm 1.3 \end{gathered}$ | $\begin{gathered} 8.8 \\ \pm 1.3 \end{gathered}$ | $\begin{gathered} 11.1 \\ \pm 3.4 \end{gathered}$ | $\begin{gathered} 10.97 \\ \pm 3 \end{gathered}$ | $\begin{gathered} 11.7 \\ \pm 3 \end{gathered}$ | $\begin{array}{r} 11.4 \\ \pm 2.8 \end{array}$ |
| $\begin{aligned} & \text { MAP- } \\ & \text { TV } \end{aligned}$ | $\begin{aligned} & 9.22 \\ & \pm 1.9 \\ & \hline \end{aligned}$ | $\begin{gathered} 9 \\ \pm 1.6 \end{gathered}$ | $\begin{array}{r} 13.2 \\ \pm 2.9 \\ \hline \end{array}$ | $\begin{array}{r} 12.5 \\ \pm 2.5 \\ \hline \end{array}$ | $\begin{array}{r} 13.2 \\ \pm 3.1 \end{array}$ | $\begin{array}{r} 12.5 \\ \pm 2.9 \\ \hline \end{array}$ |
| $h_{0}$ |  |  |  |  |  |  |
| MLEM | $\begin{gathered} 54.18 \\ \pm 0.09 \\ \hline \end{gathered}$ | $\begin{array}{r} 53.86 \\ \pm 0.06 \\ \hline \end{array}$ | $\begin{gathered} 54.24 \\ \pm 0.09 \\ \hline \end{gathered}$ | $\begin{gathered} 53.76 \\ \pm 0.06 \end{gathered}$ | $\begin{gathered} 54.82 \\ \pm 0.18 \end{gathered}$ | $\begin{gathered} 54.08 \\ \pm 0.09 \\ \hline \end{gathered}$ |
| $\begin{aligned} & \text { MAP- } \\ & \text { MRP } \end{aligned}$ | $\begin{gathered} 53.25 \\ \pm 0.04 \end{gathered}$ | $\begin{gathered} 53.30 \\ \pm 0.05 \end{gathered}$ | $\begin{aligned} & 53.18 \\ & \pm 0.1 \end{aligned}$ | $\begin{gathered} 53.33 \\ \pm 0.06 \end{gathered}$ | $\begin{gathered} 53.01 \\ \pm 0.07 \end{gathered}$ | $\begin{gathered} 53.57 \\ \pm 0.09 \end{gathered}$ |
| $\begin{aligned} & \text { MAP- } \\ & \text { TV } \end{aligned}$ | $\begin{gathered} 53.24 \\ \pm 0.05 \end{gathered}$ | $\begin{gathered} 53.31 \\ \pm 0.04 \\ \hline \end{gathered}$ | $\begin{gathered} 53.21 \\ \pm 0.09 \end{gathered}$ | $\begin{array}{r} 53.40 \\ \pm 0.07 \end{array}$ | $\begin{array}{r} 53.79 \\ \pm 0.17 \end{array}$ | $\begin{gathered} 53.67 \\ \pm 0.09 \end{gathered}$ |
| $b$ |  |  |  |  |  |  |
| MLEM | $\begin{gathered} 2.02 \\ \pm 0.07 \end{gathered}$ | $\begin{gathered} 1.63 \\ \pm 0.05 \end{gathered}$ | $\begin{gathered} 2.08 \\ \pm 0.06 \end{gathered}$ | $\begin{gathered} 1.42 \\ \pm 0.05 \end{gathered}$ | $\begin{gathered} 2.73 \\ \pm 0.12 \end{gathered}$ | $\begin{gathered} 1.73 \\ \pm 0.07 \end{gathered}$ |
| $\begin{aligned} & \text { MAP- } \\ & \text { MRP } \end{aligned}$ | $\begin{gathered} 1.13 \\ \pm 0.04 \end{gathered}$ | $\begin{gathered} 1.04 \\ \pm 0.04 \\ \hline \end{gathered}$ | $\begin{gathered} 1.14 \\ \pm 0.08 \end{gathered}$ | $\begin{gathered} 1.15 \\ \pm 0.05 \end{gathered}$ | $\begin{gathered} 1.13 \\ \pm 0.07 \end{gathered}$ | $\begin{gathered} 1.27 \\ \pm 0.08 \end{gathered}$ |
| $\begin{aligned} & \text { MAP- } \\ & \text { TV } \end{aligned}$ | $\begin{gathered} 1.03 \\ \pm 0.04 \end{gathered}$ | $\begin{gathered} 1.02 \\ \pm 0.04 \end{gathered}$ | $\begin{gathered} 1.24 \\ \pm 0.08 \end{gathered}$ | $\begin{gathered} 1.20 \\ \pm 0.06 \end{gathered}$ | $\begin{gathered} 1.81 \\ \pm 0.14 \end{gathered}$ | $\begin{gathered} 1.38 \\ \pm 0.08 \end{gathered}$ |

improve the CoV or the bias of MLEM for the partial rings, but the standard deviation was lower with better TOF.

For the evaluation of the accuracy of reconstructed edges, sigmoid functions were fitted to averaged line profiles from the central slice and its two closest neighbors (along the red line in Fig. 2). The line profile was not calculated along the proton beam directions (which one needs to do to verify the
proton range) because the edge in the PET image shows the edge of the lung in cases where the proton beam is stopped beyond this edge, and not the proton range. The sigmoid fit parameters for the MAP reconstructions are similar, with MRP being slightly better for partial ring configurations. TOF is effective in making the slopes of MLEM fits steeper (smaller $b$ ), but its effect on MAP results were minimal.

## V. Discussion

In this paper, MAP-MRP successfully improved the edge detection and image uniformity via the use of MRP for penalization in MAP reconstruction. The proposed penalty function was robust against the change in partial ring scanner configurations with low count statistics. The observations based on our results are in line with the results from Cabello et al. [13], which used the TV prior information for MAP-EM on pencil beam data for hadron therapy. In general, both MAP methods are robust against missing information due to the partial ring scanner configuration. MLEM, on the other hand, cannot compensate for the large gaps in the angular coverage without any regularization or very good TOF information.
The results from [13] indicate that if the MAP penalization parameter for TV is not selected carefully, the algorithm may not lead to a stable solution. This finding was also noted in the work of Kinouchi et al., in which they compared the performances of MLEM with MAP with TV prior on pencil beam [18]. In this paper, MAP-MRP was much less sensitive to the choice of the regularization parameter (see Figs. 3 and 5) than MAP-TV. This was due to the use of a median filter in MRP, which preserves the intensity changes between different structures, while smoothening the intensity changes within the filter window. Stability of MRP against noise makes it possible to have strong penalization without introducing additional artifacts in the reconstructed images. The CoV and bias values are similar for the MAP methods, but a difference between MAP and MLEM reconstructions is visible.
The voxel size of $4 \times 4 \times 4 \mathrm{~mm}^{3}$ was selected due to the high noise in the data. A smaller voxel size of $2 \times 2 \times 2 \mathrm{~mm}^{3}$
was tested, and the line profiles were found too noisy to determine a reliable edge. For higher statistics, as was the case in [16] with coincidence counts from 15 M to 150 M , smaller voxel sizes could be used. But such statistics are not realistic in the proton therapy application considered here.

Previous studies have shown that TOF information generally improves the contrast recovery, increases the convergence speed and is less sensitive to noise and inconsistent data corrections [13], [16], [38]. Both MAP methods prevented the elongation and suppressed the noise efficiently. Therefore, the improvement of TOF did not result in a significant improvement for the images reconstructed with MAP methods. About 400 ps CRT was deemed sufficient to obtain sharp edges with the penalized MAP reconstruction methods. On the other hand, TOF information around 200 ps or better is needed with MLEM to achieve similar results as MAP reconstructions.

The MAP methods used in this paper reliably reconstructed clearer edges than MLEM, separating the object from the background. They were also better at reconstructing the images in the presence of missing angles. In addition to the shared advantages of MAP methods, the MAP-MRP approach achieved a better overall image quality without compromising the details in the image compared to MAP-TV. No additional artifacts were introduced by MAP-MRP while this was not the case for MLEM (increased noise throughout iterations) and MAP-TV (checkerboard artifacts). The low statistics limited the performance of MAP-TV, whereas MLEM performance deteriorated with low statistics as well as partial ring configurations. MAP-MRP was also robust in terms of the selection of the penalization weight, making it easy-to-use in clinics. Based on these observations, MRP within MAP method makes a suitable candidate for penalization for the reconstruction of in-beam PET data.
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