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Chapter 1  

Introduction  

 “Substance is the static warp, method the dynamic woof of man’s material 

culture” - R.J. Forbes  

 As long as mankind is roaming the earth, he uses tools to aid in his daily 

activities. Sticks, rocks and bones assist for hunting, shelter building and fighting. 

Tools which can be just found in nature, or attained by a simple modification as 

cutting or polishing. At a certain moment, perhaps by accident, someone kicked 

what seemed a rock into a pit fire and discovered -after he took it from the fire- that 

this rock (or was it a metal?) is more easy to hammer in shape: the first metallurgist 

was born. Development of the use of materials and their properties can be 

considered as an ongoing interplay of processing and resulting functionality. The 

driving force of this interplay is the progressive insight in the structure and 

applications.  

 For certain civilizations the evolution of metallurgy can be seen to contain 

four stages: considering metal ore as stones; processing metal by hammering, 

cutting, etc.; the ore stage, going from ore to metals by techniques as smelting; iron 

or steel stage, where the importance lies in complex treatments as tempering and 

quenching, rather than varying in composition [1]. These stages are not a 

description of the history of a specific metal, but a general result of discoveries and 

inventions. There is an important difference between the discovery of the properties 

of materials and the invention of things to do with them [1,2]. The progress in 

materials science is not linear step-by-step: one may say that progress is a matter 

of jerky motion directed by invention and insight in the utilization of the material 
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world [1]. As the materials science progress is a non-linear motion, materials 

properties are determined by non-linear effects and collective behaviour of defects 

over various length scales and time scales [3]. For mechanical properties, the 

microstructure (intrinsic property) determines the mechanical behaviour. However, 

at very small scales this no longer holds [3]. The current challenge is to describe 

these mechanisms at the small scale, to be able to make valuable computing models 

which can take these mechanisms into account [3]. In engineering, material 

properties are described such that macroscopic dimensions do not play a role. They 

are often estimated, for example by applying a safety factor because thorough 

testing of structure design is too exhaustive on time and resources.  

 In the field of corrosion science a thrive is to pinpoint processes on a sub-

micrometer scale. When corrosion is influenced or dominated by local effects, the 

study of these effects increasingly requires thorough knowledge on the 

microstructure.  

 As miniaturization and net shaping are the trends in product manufacturing, 

further development in material processing is awaiting material descriptions and 

surface modification with increasing attention for the microstructure.  

 

 

Figure 0. Cartoon of Fokke & Sukke [4]. The text on top (in Dutch) reads: 

Fokke & Sukke don’t make any progress. Left: “Go invent the wheel”, Right: 

“Dude! Go invent the wheel yourself!”. 
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1.1 Historic background 

 The first metallurgist, perhaps a bit fortuitous, was able to work with found 

lumps of copper. As this process was developed and copper used for everything 

varying from tools to jewelry, for the Egyptians the stone-age era had gradually 

shifted into the copper-age. When copper is mixed with tin or arsenic, a much 

harder alloy named bronze is created. Obtaining copper from the smelting of a 

copper-rich ore requires a temperature of about 700-800 °C. Alloying requires the 

melting of copper which takes plase at 1085 °C. Both processes need temperatures 

higher than a burning campfire can deliver, so the early man had to use some kind 

of an oven. Pottery furnaces where already extensively used and suitable for this 

operation [1]. The Egyptians mastered the art of bronze working and were able to 

cast small and big statues of breathtaking beauty [5]. From which time on the 

Egyptians started to produce iron is not sure. The lack of iron archaeological 

specimens and smelting sites is troubling the debate. Garland [5] however suggests 

that iron could have been used, but that the objects simply vanished. As it was 

probably extremely scarce, it is plausible that any abundant objects were re-melted. 

Besides, the Egyptian soil contains a lot of chlorine. Iron pieces which are left in 

the soil for hundreds or thousands of years simply oxidize and crumble to dust. 

Despite all of this, extremely old iron artefacts have been found. The oldest known 

so far are tube-shaped beads found in the tombs at Gerzeh, dated to 3300 B.C. [6]. 

Another valuable object is a dagger found in the tomb of Tutankhamun (18th 

dynasty, 1332-1323 B.C.). How is it possible that some objects are still present, 

while others have been vanished? Partly because the beads and dagger were not 

buried in the ground and partly because they are rich in nickel [5–7]. So, knew the 

Egyptians the importance of nickel to strengthen the iron against corrosion, and 

how to make an iron-nickel alloy? Definitely not! The use of iron making was 

probably not even developed yet. They were familiar with the metal, as it can be a 

side product (slag) in the copper melting process. Petrie [8] found large amounts of 

iron-slag and tools in the Egyptian city of Naukratis, from which he concluded that 

this city was a center of iron trade and the main source of manufactured iron to the 

Greeks. This he dated to the 5th - 6th century B.C., much later than the retrieved 

objects. The answer to the question comes from outside Egypt, but can be found in 

the written language. The Egyptians used the hieroglyph biA meaning -mineral, 

metal, iron- as a generic term for iron-like material, including the mineral hematite 

(Fe2O3) [6,7,9]. From the 13th century B.C. on the hieroglyph was expanded to biA-
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n-pt, which can be translated to “Iron of the sky” [6,7]. It is suggested [6] that a 

broad observed natural event such as a meteorite shower or a large meteorite impact 

caused a disruption in the language and left the Egyptians no doubt about the origin 

of the metal. Indeed, meteorites can contain iron with a high percentage of nickel. 

Fragments of these meteorites were hammered into the desired shape. Therefore 

the Egyptians did not leave us an ancient method to preserve iron, but merely 

demonstrated the strength of (unintended) corrosion protection for thousands of 

years. 

 East of Egypt, in India, remarkable iron pillars are preserved. Most famous is 

the Delhi Iron Pillar, forged around 400 A.D.. The pillar is situated in the open-air 

and is therefore subject to a constant change of the weather. Surprisingly it is in an 

excellent condition without a thick oxidation scale. Although the production of steel 

was already established, the early Indian steel production was facing problems with 

the amount of phosphor in iron. Due to sub-optimized furnaces, lack of lime and 

temperature, an abundance of phosphor was included in the forged steel [10]. In 

general too much phosphor is not desirable as it makes steel brittle, but in the case 

of the (static) pillars it appears to be a blessing in disguise. The amount of phosphor 

is sufficient to form a layer of iron-hydrogen-phosphate-hydrate (phosphorus rust) 

on the surface, which protects the pillar from further rusting.  

 Even further east, in China, a similarity with the Egyptian story can be found. 

In the Hubei province a bronze water vessel -Pan- was found, dating to the 4th – 3rd 

century B.C.. Although being buried for all this time, the surface glitters with dark 

brown shining, which is in contrast with the green patina that can be expected on a 

bronze object [11]. After examination of the surface, it was found that the bronze 

was coated with a layer rich in chromium and iron of at least 1 mm thick. This 

coating has an extra-terrestrial origin, probably originating from one of many 

observed meteorites at that time [11]. It is very unlikely that the ancient Chinese 

produced this alloy themselves, as the chromium containing mineral chromite is 

not present in this area [11,12]. Although the Chinese were not able to produce such 

an alloy or even knew about chromium, they recognized the extraordinary features 

of the meteorite alloy.  

 In separated parts of the (ancient) world, civilizations started to understand 

how to work with iron and learned the properties of its alloys. It would take 

however a couple of millennia before experimenters were able to systematically 

investigate the contribution of various elements to the corrosion properties of iron. 
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 It was in 1820 when Michael Faraday, together with James Stodart, 

experimented with adding noble metals to steel in order to: “Ascertain whether any 

of such alloys would, under similar circumstance, prove less susceptible to 

oxidation” [13]. One year later Pierre Berthier, who was inspired by this 

publication, followed by adding chromium to steel. By combined reduction of iron- 

and chromiumoxides, he was able to make an alloy called Ferrochromium with 

17 to 60 % Cr [14,15]. In turn this inspired Faraday and Stodart to alloy with 

chromium. They noticed that a higher iron-chromium alloy resulted in a better 

corrosion resistance compared to plain steel [16], but the used content of only 

3% Cr was not enough to improve the corrosion resistance dramatically. Several 

researchers worked independently on different aspects of chromium steel in the late 

19th- beginning of the 20th century. Phillip Monnartz concluded in 1908 that there 

is a steep drop in the corrosion rate when the alloy contains nearly 12% of 

chromium [17] - leaving it stainlessness - and indicated that “passivity” is the 

responsible phenomenon. He stated that: “Passivation is dependent upon the 

oxidizing conditions, as opposed to reducing conditions”. So far, Monnartz is 

known as the first person recognizing the cause of, what he named, the stainlessness 

of steel. 

1.2 Steel in product manufacturing 

 The industrial use of stainless steel started with Harry Brearley. He made a 

cast of stainless steel for rifle barrels, but upon failure for that purpose looked for 

another application. With trial and error he succeeded in convincing a manufacturer 

of cutlery to use his “rustless steel”. The manufacturer first tested the steel with 

vinegar and said: “This steel stains less”. From that moment on he referred to the 

material as stainless steel and succeeded in making a dozen of knives. The result of 

their efforts was a first order of 7 tons of stainless steel in 1914 [15]. The demand 

for this type of steel increased rapidly once it also found its usage in the production 

of exhausts for aeroplanes in the beginning of the first World War. The application 

nowadays is found in many branches including tools, food packaging and 

architecture, resulting in a wobbling world stainless melt shop production of 

48 million tons in 2017 [18].  

 Stainless steels can roughly be divided in two classes based on their 

microstructure: ferritic and austenitic. The austenitic stainless steels have an 

excellent corrosion resistance, but are limited in hardness. The austenitic Cr-Ni 
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grades are the ‘general purpose grades‘ and for example used for transport pipes 

and storage tanks of food and chemicals [19]. Ferritic stainless steels do not contain 

the relative expensive nickel and therefore have a lower cost. They are soft with a 

good formability and easy to polish. Examples for applications are washing-

machine drums and exhaust pipes [20]. A sub-class is formed by the ferritic-

martensitic family members which are also soft in the ferritic phase, but can be 

transformed to martensite which increases the hardness. These alloys encounter the 

necessary minimum chromium content of 10.5 weight percent, one of the factors 

making them less corrosion resistant. The low chromium content is therefore a 

tradeoff between formability and corrosion resistance. These alloys are often used 

in cutlery and (chirurgical) knives, because of their ability to stay sharp. In fact, 

Harry Brearly used a martensitic stainless steel to produce his cutlery. 

 Manufacturers of stainless steel products gratefully make use of the natural 

(passive) protection system. However, some user conditions demand more 

corrosion resistance of the product. A surface treatment can be applied to match the 

increased requirements: chemical passivation. In this process free iron is dissolved 

in nitric acid and simultaneously the chromium at the surface oxidizes. This process 

causes an enrichment of chromium at the surface resulting in a more adequate 

passive layer compared to a natural air-formed layer. Prior to chemical passivation, 

the surface must be cleaned thoroughly. This can be done by pickling, where 

contamination and the old passive film is removed with the help of aggressive 

nitric-, hydrochloric- or hydrofluoric acids [20,21]. An alternative is 

electrochemical removal. Hereby a potential is applied between the product (anode) 

and a cathode, causing the oxides to dissolve in the electrolyte of sulfuric- or 

phosphoric acid. 

 In a different approach, chromium is externally applied. One method is 

electroplating, where an effective thick Cr2O3 coating is induced by soaking the 

product in an extreme acidic bath (pH of 0) of CrO3 with sulfuric acid. A current is 

applied to grow a Cr2O3 (with chromium from the bath) layer on the product. A 

secondary path is applying a chromium containing paint. Both approaches imply 

that the used chromium is in a 6+ valence state. These paints have been extensively 

used by e.g. the Dutch Ministery of Defence [22,23], but also in a civilian 

organisation as the Dutch Railways [24]. However hexavalent chromium 

compounds, also known as Cr(VI), are carcinogenic to humans [25–27]. Workers 

who ground these surfaces and inhaled the Cr(VI) compound rich dust, were found 
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later to suffer from lung cancer. Therefore Cr(VI) compounds are excellent for 

protection of the applied surface, not for human health. 

 Miniaturization and net shaping of metallic parts are important topics in 

manufacturing of consumer products, resulting in narrower tolerances for smaller 

products and more stringent requirements [28]. As a result, the manufacturing 

process of high precision components suffers from an ever increasing number of 

complexities, i.e. the components become geometrically more demanding by 

specifications in three dimensions. To keep up with this trend, the development cost 

of new products as well as the development time of new products have to be 

reduced.  

 A common type of material used is (AISI420) ferritic-martensitic stainless 

steel, which is soft in the ferritic state and therefore easy to deform into a desired 

shape. After shaping a thermal treatment can be applied to harden the material. 

During this step unwanted shape change in the formed products can occur. Also the 

surface is subjected to alterations due to changes in temperature and composition 

of the present gass. Steel with a high chromium content is preferable for corrosion 

protection, but the high content makes the alloy more brittle and therefore decreases 

the forming properties. A trade-off between the two functions is reached with the 

class of AISI 420 steel, with a Cr-content between 12-14 wt.%. As this is 

approaching the limit of 12 %, where Monnartz observed a steep change in the 

corrosion rate [17], maintaining the quality of the passive layer throughout the 

production process is of upmost importance. Both shape change and a sub-optimal 

passive layer of the products require finishing steps afterwards and should be 

avoided. 
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1.3 Thesis aim and outline 

The aim of this thesis is twofold: 

 

1. To validate experimentally the reliable and robust constitutive models that 

are essential for effective process simulations aimed at reducing product 

development time and costs; 

2. To characterize and optimize surface treatment for the required stringent 

surface properties. 

 

The thesis aim is addressed by means of the following Chapters: 

 

Chapter 2 summarizes the basic characteristics of the main material investigated in 

this work. An introduction to a typical metal component production process is 

provided. Furthermore a short description of the principal experimental techniques 

is given. 

 

Chapter 3 concentrates on the effect of the residual stress state on a product during 

its manufacturing. The mechanical behavior during forming and heat treatment is 

characterized by experiments and implemented in a Finite Element routine, in order 

to measure and model product shape change. 

 

Chapter 4 aims at investigating the influence of the different crystal orientations of 

a polycrystalline stainless steel substrate on the formation of the thermal oxide 

layer. 

 

Chapter 5 presents the results obtained with in-situ high temperature Electron 

Backscatter Diffraction (EBSD), in a study on the dynamics of interphase boundary 

motion during transformations. A novel method was designed to derive the velocity 

of the interphase boundaries from the EBSD phase maps. 

 

Chapter 6 sheds light on the time scales involved with passivation of steel surfaces. 

Corrosion resistance of these surfaces is assessed by a very local determination of 

the oxide layer chemical composition.  
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Chapter 2  

Production process and characterization 

techniques 

 This Chapter summarizes the basic charasteristics of the materials 

investigated in this work. An introduction to a typical metal component production 

process is provided. Furthermore a short description of the principal experimental 

techniques used, is given. 

2.1 Material 

The material under investigation is a martensitic stainless steel of class 

AISI 420. The chemical composition is listed in Table 2.1 [1]. In comparison: the 

steel that Harry Brearly used for his first cast of stainless steel contained about 13% 

Cr and 0.24% C [2] and is therefore also categorized as AISI 420. It is remarkable 

that this widely used steel remains a subject for studies, even 100 years after its 

industrial introduction. During those years the control of the the thermal-

mechanical forming processes has improved significantly. The research is driven 

by the impetus to produce products with increasing precision and quality in 

conjuncture with optimized corrosion resistance. 

 

Table 2.1. Chemical composition of AISI 420 martensitic stainless steel (wt.%).  

C Cr Si Mn P S Fe 

Min 0.15 12-14 1 1 0.04 0.030 Bal 
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The final steps in the production of the steel, after casting, include cold 

rolling followed by annealing. The final product of the steel manufacturer is 

provided as a coiled strip of steel in the ferritic phase. Due to the rolling, the 

material is heavily textured and exhibits anisotropic behavior. For isotropic 

materials often the Von Mises definition is applied as a yield function, i.e. 

describing when elastic strain is followed by plastic strain. For anisotropic materials 

one of the simplest and most used is the yield function proposed by Hill in 1948 [3]: 

 2𝑓 = 𝐹(𝜎𝑦𝑦 − 𝜎𝑧𝑧) 2 + 𝐺(𝜎𝑧𝑧 − 𝜎𝑥𝑥) 2 + 𝐻(𝜎𝑥𝑥 − 𝜎𝑦𝑦) 2 + 2𝐿𝜎𝑦𝑧
2 +

2𝑀𝜎𝑧𝑥
2 + 2𝑁𝜎𝑥𝑦

2 = 1, (2.1) 

where σii are the stresses in the rolling- (RD), transverse- (TD) and thickness (Z) 

direction, and σij the shear stress components F, G, H, L, M, N are characteristic 

constants reflecting  the state of anisotropy. They are derived from the yield stresses 

σ0, σ45 and σ90 along 0, 45 and 90° to the RD; and corresponding R0, R45, R90 [3,4]. 

The R-value corresponds to the stress applied 0, 45 and 90° to the RD and defined 

as the ratio of the strain of the width (𝜀𝑤𝑖𝑑𝑡ℎ) and the thickness (𝜀𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠):  

 𝑅 =  
𝜀𝑤𝑖𝑑𝑡ℎ

𝜀𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠
 (2.2) 

Higher R-values imply a stronger anisotropic effect.  

2.2 Material structural changes during a production process 

Commonly used consecutive processing steps for the fabrication of 

metallic components include metal forming so as to achieve the desired shape and 

followed by a heat treatment to obtain the required mechanical strength. Metal 

forming is done by deep drawing, according to well-established techniques [5]. A 

preeminent way in studying the plastic and elastic deformation behaviour, is by 

making a cup according to the Erichsen method [6]. First a round plate, the blank, 

is punched from a strip. The blank is stretched with a punching die with a spherical 

tip until the desired cup is formed. The anisotropic behaviour can be seen in Fig. 2.1 

by the ears appearing on the open side of the cup. 
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Figure 2.1. Cup made by deep drawing of a cound blank. Earing is seen on the 

open side of the cup, facing the bottom of the image. 

 

This steel is iron based, but also consists of hard inclusions called carbides 

with the chemical structure Cr23C6 [7]. The phase diagram for Fe-Cr-C steel with 

13% Cr is shown in Fig. 2.2. The steel is initially in the ferritic phase with a Body 

Centred Cubic (BCC) structure, which is also denoted as α-iron. As seen in Fig. 2.2 

the ferrite transforms to austenite Face Centered Cubic (FCC) or γ-iron between 

850 and 1080 °C. In the austenite matrix much more carbon can be dissolved 

compared to ferrite, where only 0.022 wt.% C can be present in solid solution. The 

phase change to austenite will act as a driving force for the carbides to dissolve. 

Depending on longer dwell time and higher temperatures, more carbides will 

dissolve. Typical austenitization conditions for martensitic stainless steel ranges 

between 925 – 1065 °C for 30 to 90 minutes [8]. 

 

 

Figure 2.2. Phase diagram for Fe-Cr-C steel with 13% Cr (obtained from [1]). 



Chapter 2 

 14 

 

The chromium carbides can be made visible at the surface by etching. This 

process involves exposure of the surface to a reactant which can enhance surface 

features as grain boundaries or different phases, due to localized attack or different 

dissolution rates. Several etchants have been tested, the best result was obtained 

with exposure for 15 s to Vilella’s picrine, which consists of 1g Picric acid + 5ml 

HCl + 100ml ethanol. 

 

   

Figure 2.3.Ferritic steel etched with Vilella’s pricrine for 15 s. Left image obtained 

by optical microscopy, right by SEM (with higher magnification). 

 

The surface after etching is shown in Fig. 2.3, where the carbides can be 

recognized as the spherical particles which cover a significant part of the surface. 

The contrast in the SEM image of Fig. 2.3 of the carbides (white) with the black 

background of the substrate allowes area indexation. Image analysis was done with 

the open source software ImageJ [9]. The as-received ferritic material was indexed 

with the “analyze particle” function, to give a carbide areal density of 14.1 ± 1 %. 

The error orginates from the chosen threshold value for the cut-off between black 

and white areas, which may vary a bit when the black-white contrast is not optimal. 

As a demonstration of the carbide dissolution in the austenite region: after heating 

for 10 minutes at 980 °C followed by quenching to room temperature, the carbide 

areal density decreased to 9.1 ± 1 %. In a similar temperature treatment, but at a 

higher temperature of 1050 °C the areal fraction decreased to 2.7 ± 1 %.  

The as-received material has also been analyzed with ImageJ to obtain the 

carbide size distribution as shown in Fig. 2.4. Carbides smaller than 0.05 μm were 

cut-off from the analysis. The distribution shows that the chromium carbides are 

not monodisperse or normally distributed. The large positive skew indicates the 



Production process and characterization techniques 

 15 

presence of significant more small than large carbides. The larger carbides may be 

the result of conglomeration of many small carbides during a heat treatment in the 

steel manufacturing process.  

The presented data and analysis of the etched chromium carbides is a 

selection of a broader work, which can be found in [10]. 

 

 

Figure 2.4.Carbide size distribution of the as-received ferritic steel. 

 

The phase transformation from ferrite to austenite is a crucial step in the 

thermal hardening process. While at the austenite temperature region, carbon from 

the carbides dissolves in the iron matrix. Upon rapid cooling to room temperature, 

the carbon becomes trapped in the matrix and the much harder phase martensite is 

formed. The amount of carbon dissolving depends on the austenitization time and 

temperature, as has previous been quantified by the reduction of carbides. The 

fraction of martensite after cooling is dependent on the amount of free carbon. An 

increase of the fraction of martensite also increases the hardness. Vickers Hardness 

tests have been performed to quantify this dependency. In Fig. 2.5 the hardness 

values after cooling are given for various austenitization temperatures (900 to 

1100 °C) and dwell times of 2 and 10 minutes The as-received material exhibits a 

value of 176 ± 4 HV. More results are presented in [11].  
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Figure 2.5.Vickers hardness after hardening at various austenitization 

temperature for two different dwell times.  

 

In order to obtain the desired hardness, a carefull balance between 

temperature and dwell time must be found. To ensure a repeatable achieved 

hardness value, furnaces with a large heat capacity are used in order to maintain a 

stable temperature. An industrial scale pushbelt furnace for a continuous hardening 

process is shown in Fig. 2.6. 

 

 

Figure 2.6. Industrial sized pushbelt furnace (at Philips Drachten). 
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2.3 Characterization techniques 

A rather diverse set  of experimental techniques has been used to characterize 

various materials aspects, such as, structure, composition and mechanical behavior. 

A summary of most of the microscopy techniques is listed in Table 2.2. The 

abreviations and a description of the main working principle will be presented later. 

 

 Table 2.2. List of analysis equipment used in this work.  

Abbreviation Technique Description 

OM Light Microscopy Olympus VANOX-T 

SEM Scanning Electron 

Microscopy 

Philips XL-30 ESEM 

Lyra SEM 

EDS Energy-dispersive X-ray 

Spectroscopy 

EDAX 

EBSD Electron Backscatter 

Diffration 

EDAX – with TSL OIM setup 

XPS X-ray Photoelectron 

Spectroscopy 

Surface Science SSX-100 

ESCA 

AFM Atomic Force Microscopy Veeco Dimension 3100 

ToF-SIMS Time-of-Flight Secondary 

Ion Mass Spectroscopy 

Lyra3 with TofWerk-C 

module 

XRD X-ray Diffraction Brukers and Pan-Analytical 

2.3.1 High temperature structural and mechanical testing 

Mechanical properties at elevated temperature were determined using a 

setup consisting of a Zwick / Roell Z30 tensile bench, equipped with a three-zone 

Maytec furnace with induction heating elements. During regular tensile testing at 

room temperature, straining of the tensile bar can be deduced by recording the 

movement of the tensile bench grips. As the grips are solid pieces of metal, they 

are a heat sink for the tensile bar at high temperature. Due to the expected thermal 

gradient at the top and bottom of the tensile bar, the recorded strain is not a 

description of the strain at the centre of the tensile bar. Therefore the strain was 
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determined by continuous measurement of the spacing of two markers at the centre 

of the tensile bar. To this end a Laser Extensometer (LEX) P-100 from Fiedler 

Optoelektonik [12] was installed in front of the furnace, as shown in Fig. 2.7. The 

tensile bars are laser cutted from a 0.5 mm thick plate with a length of 43 mm and 

width of 20 mm. 

The LEX has a rotating deflector in the Scanner which projects a laser beam 

parallel with the tensile bar. The reflected beam from the specimen is redirected by 

a mirror into the reciever. Since the LEX derives the positon of the markers from 

the transition of the marker and the background, the contrast between the tensile 

bar and the marker should be as large as possible. Therefore, the highly reflective 

metal surface is treated with a heat resistant black paint along the bar. Two heat 

resistant markers were applied using white TiO2 paint. This paint combination 

works well to temperatures as high as 800 °C. Above this temperature, the black 

paint becomes a bit fainter, but the white paint becomes dark. 

 

 

Figure 2.7. Tensile bench equipped with a furnace and a laser extensometer 

installed in front of the furnace. 

 

The elevated temperature tensile tests were performed taking the following 

procedure. First, the furnace was pre-heated to the desired temperature. Once this 

temperature was reached, the tensile bar was placed in the furnace and clamped in 

the top grip of the bench, allowing the tensile bar to expand during its heating 

trajectory. Then the furnace was closed and the top and bottom holes were filled 

with mineral wool. After a ceramic tube with glass for the laser was inserted 

(closing the porthole of the laser to prevent air flow), the furnace had to be heated 
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again. Once the target temperature of the furnace was reached again, five minutes 

were taken for the system to stabilize. Since the material has a thickness of 0.5 mm, 

it is assumed that the temperature of the tensile bar is the same as the furnace after 

stabilisation.  

Due to the huge difference in furnace temperature and the room 

temperature, a lot of convection occurs. Hot air is exhausted at the opening of the 

furnace where the tensile bar comes out to be clamped, and through the porthole 

made for the laser beam. At the same time air at room temperature is sucked in 

through the gap at the bottom of the furnace and the lower part of the porthole. The 

strong convection induces turbulence in and outside the furnace. Due to the 

turbulence, the laser beam goes through a medium with a frequently changing 

refraction index, as hot air has a different refractive index compared to air at room 

temperature. Therefore, the amount of reflected light that reaches the reciever is 

decreasing with increasing turbulence, (i.e. increasing temperature gradient). The 

remaining light that reaches the reciever can have travelled different paths for the 

two markers and therefore will be noticed by the reciever with a delay, so the 

markers appear to be at different places. To prevent and reduce the turbulence, the 

furnace has been insulated and sealed as much as possible.  

The porthole in the furnace through which the laser beam is guided into the 

furnace, is closed to prevent turbulence. For this purpose a ceramic tube of Al2O3 

has been designed. A piece of heat resistant glass was cut out and placed in the 

ceramic tube on the outside of the furnace to close the tube, preventing an air flow. 

The tube was slid into the furnace up to the tensile bar. Therefore the air inside the 

tube was shielded from any remaining turbulence inside the furnace. After 

5 minutes the system was stable with the air in the tube at a similar temperature as 

the furnace. In this way, the noise in the measurements has been reduced from 

25 μm to values below 1 μm. Markers on the tensile bars were spaced 50 mm. Due 

to the precision better than 1 µm, the error in the strain was only 0.002 % at 700 °C 

2.3.2 Imaging 

A conventional way to make microscopical (surface) observations is using 

an optical microscope. The use of a glass lense with a magnification allowing 

observation of microbes, dates back to 17th century with Antonie van 

Leeuwenhoek, who became the most skillful person in polishing glass lenses [13] 
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in those days (taking the secrets of the methodology with him into his grave). The 

optical images in this work were obtained using an Olympus Vanox-T. 

 The theoretical resolution limit of a light microscope was derived by Ernst 

Abbe in 1873, and yields: d =
𝜆

2 𝑛 𝑠𝑖𝑛𝛼
 . According to Abbe this was the highest 

achievable magnification. The limit was streched by Frits Zernike, our Physics 

Nobel Laureate in 1953 for the phase contrast microscope. 

 With the electron microscope the used wavelength λ is not the one of visible 

light, but the wavelength of electrons instead. The wavelength of electrons is 

proportional to the acceleration voltage: 𝜆𝑒 ∝  
1

√𝑉𝑎𝑐𝑐
 . An estimate of the spatial 

resolution of a Scanning Electron Microscope (SEM) gives about 4–6 nm when 

using accelerating voltages ranging between 15 and 30 kV. The systems used in 

this work are a Philips XL30 ESEM and a Lyra SEM, both operated with a Field 

Emission Gun. 

2.3.3 Structure 

 A material crystal orientation can be determined with Electron Backscatter 

Diffration (EBSD), also known as Orientation Imaging Microscopy (OIM). Here, 

incident electrons from an SEM-gun hit the surface under an angle of about 70° 

such that the electrons are inelastically scattered. These backscattered electrons 

form a diffraction (Kikuchi) pattern from which the crystal phase and orientation 

can be determined. To achieve this, the surface must be flat (mirror polished) and 

free from deformation zones caused by e.g. scratches. Furthermore, the material 

must have crystalline grains at the surface of at least a few tenths of nanometers in 

order to obtain a clear diffraction pattern. Due to the common used electron 

acceleration voltage of about 25 kV and incident angle, the information depth is 

limited to 100 nm. EBSD is therefore a surface sensitive technique. For further 

reading on orientation imaging microscopy is referred to [14]. 

 For the characterization of an oxide layer on the surface, both classical X-ray 

Diffraction (XRD) as well as grazing incidence XRD (GIXRD) operating with Cu 

anode, can be used. With XRD crystal orientations and crystallographic phase of 

the bulk are measured. With GIXRD the angle of incidence is so small that 

information is obtained from a limited depth in the order of 20 nm. Therefore, the 

phase and distribution of the crystal orientations are measured from the outermost 

layer of the specimen. In contrast to EBSD, the XRD methods do not give spatial 
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information, but only the volume averaged crystallographic information over a 

large area.  

EBSD is usually applied ab-initio and/or post-mortem a certain material 

treatment. Technical advances in, for example computing power, have decreased 

the collection time needed to map an area. Therefore subsequent maps can be made 

much faster, resulting in the ability to acquire more frames of a dynamical process. 

The good spatial resolution in combination with crystal phase and orientation 

determination makes EBSD an excellent technique to study structural dynamics 

during e.g. tensile tests or a heat treatment. Thermal in-situ EBSD experiments 

were conducted in a Tescan Lyra FEG/FIB dual beam microscope, equipped with 

an OIM system by EDAX including a Hikari super camera, which can achieve a 

maximum of 1400 indexed points per second. Annealing inside the microscope was 

performed with a Kammrath & Weiss heating module (see Fig. 2.8), which contains 

a ceramic resistance heater.  

 

 

Figure 2.8. Experimental setup for High Temperature EBSD, showing position of 

the heating module with respect to the electron gun and the EBSD detector. 

 

As heating is applied from the bottom side, a sample thickness of 0.5 mm 

was chosen to keep the thermal gradient in the sample to a minimum. The 

temperature control of the module is calibrated for optimal performance at elevated 

temperatures with a maximum of 1500 °C. The temperature could be maintained 

within a fluctuation of 0.1 °C through a coupled PID-temperature controller. The 
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temperature was monitored through thermocouples at the heating element and just 

above the specimen. 

It is noteworthy that in-situ high temperature EBSD data collection differs 

from standard EBSD observations in a couple of issues. Although the Kammrath 

& Weiss heating module is actively water cooled, there is a strong thermal radiation 

from the sample surface directly facing the EBSD phosphorous screen detector. 

This creates an additional background signal, which has to be subtracted from the 

collected Kikuchi patterns.  

At constant temperature the background could be collected just once for 

the non-diffracted back scattered electrons and the thermal radiation component. 

However, when temperature is changed the so-called background signal for the 

CCD camera has to be collected before optimal Kikuchi pattern recognition. This 

procedure requires an additional time to optimize observations at different 

temperatures. Another issue is the limited cooling ability of EBSD detector itself, 

which may lead to the substantial temperature increase and even to thermal damage 

of the phosphorous screen, especially for sample temperatures over 750 °C. We 

placed another thermocouple at its vicinity and retracted the whole EBSD detector 

for a while when its temperature exceeded 120 °C. Data collection is therefore 

limited to times less than 100 s at temperatures higher than 800 °C. Finally, a 

problem with the drift of SEM image, appearing mainly at moments when a 

substantial change in heating rate is required, has to be minimized/corrected. We 

did not perform OIM scans at these conditions. Final drift was always corrected by 

placing a selected object (e.g. small carbide particle or surface feature) into the 

SEM image center. Measurements with the foward-scattered-electron detector were 

not performed, since this detector has been removed to avoid its damage at high 

temperatures.  

OIM analysis was performed with TSL OIM Analysis v.7.3 software. This 

included a two step data cleaning procedure with Grain Confidence Index 

Standardization (grain tolerance angle 5°, minimum grain size of 5 pixels, with a 

condition that grains contains multiple rows) and a Neighbor Orientation 

Correlation (level 4, tolerance 5, minimal Confidence Index 0.1). All remaining 

data points with a confidence index below 0.1 were removed and are shown as 

white points in OIM maps. It is worthwhile to note, that always less than 2.5% of 

the scanned points changed their crystal orientation after this cleaning and that the 

phase assignment to the particular point (ferrite or austenite) was not changed. 
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 The time to make a mapping with EBSD is initially prescribed by the size 

of the map and the density of scanning points. Secondly, the hypothetical 

processing speed may suffer if the indexation time per Kikuchi pattern increases 

due to decreasing signal quality. This can require multiple frames averaging to 

improve the signal to noise ratio. Observation of the dynamics of interphase 

boundary movement demands a rapid successive mapping. Therefore, selection of 

scanning parameters is a trade-off between map size and spatial resolution (step 

size). This results in typical map parameters of a 30x30 µm2 scanning area with 

step size 0.4 micrometer in a hexagonal type of grid, and an indexing speed of 50 

points per second. The time between successive scans was 85 s, with an additional 

15 s in isochronal experiments, when in the latter case background collection and 

correction had to be applied due to its change with temperature.  

2.3.4 Surface chemical composition 

Information about the surface chemical composition can be obtained in 

various ways. The most suitable technique depends on the required information, 

e.g. elemental distribution, valence state or a fine depth resolution. The techniques 

as Energy-dispersive X-ray Spectroscopy (EDS), X-ray Photoelectron 

Spectroscopy (XPS) and Scanning Auger Microscopy (SAM) rely on various 

processes which take place due to irradiation, as illustrated in Fig. 2.9. Detailed 

information on these techniques can be found in [15–18], a brief description is 

given below. 

 

Figure 2.9. Interaction volume and characteristic radiation after irradiation by 

an electron beam, from [19]. 
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EDS 

 EDS relies on an incident electron beam on an area of interest, often applied 

in a SEM. The incoming electron knocks out a core shell electron of the irradiated 

atoms. The energy release by an electron from an outer shell to fill the vacancy of 

the core shell, is in the form of an X-ray. These X-rays have a characteristic energy 

from which the parent atom can be determined. EDS is often used as a quantitative 

method to determine the atomic distribution, but is less accurated for lighter atoms 

up to oxygen. Although a very small area can be irradiated with the accurate 

electron beam, a large interaction volume is activated from which the X-rays are 

orginating. The precise volume is dependent upon the electron accelerating voltage, 

but is typically in the order of a few micrometers deep, and wide. 

 

Auger spectroscopy 

 If we consider again a vacancy of the core shell caused by a knocked out 

electron from an incident elctron beam (a similar scenario as for EDS), the outer 

shell electron which is about to fill this vacancy, can also pass its energy to another 

outer shell electron which is than ejected. The ejected particle is called the Auger 

electron. Typically the detected Auger electrons originate from the atoms in the top 

of the specimens surface, from a depth less than 5 nanometers. This depth resolution 

in combination with the excellent lateral resolution of about 20 nm, allows for 

detailed mapping of the chemical composition. 

 

XPS 

 The operational principle of XPS is somewhat the opposite of EDS. Here the 

surface of interest is irradiated with monochromatic X-rays, originating form e.g. 

an Al Kα X-ray source. Here the X-ray will knock out a core shell electron. The 

kinetic energy of this so called photoelectron is characteristic for the energy 

transition at the parent atom. The strength of the XPS is the resolution in resolving 

the kinetic energy of the photoelectron. The detailed energy spectrum can reveal 

chemical shifts in the atom bonding, from which the valence of the atoms in a 

certain structure or molecule can be determined. Similar to Auger, XPS is a very 

surface sensitive technique with an information depth of about 8-10 nm for 

perpendicular to the surface incident X-rays. Due to the spotsize of the X-ray beam, 

the lateral resolution is generally limited to a spot with a diameter of 100 μm. 
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 Auger spectroscopy and XPS can applied for depth profiling for surface layers 

which are too thin (or vulnerable) to be analysed by making a cross section. This is 

done by alternating the removal of a certain layer and chemical analysis. Typical 

layers are removed or sputtered away with Ar+ ions. In this work we applied Ar+ 

ions with an energy of 2 kV, under a 50° degree angle of incidence with the normal 

of the specimen surface. 

  

ToF-SIMS 

 Instead of an analysis after the removal of a certain layer, also the removed 

atoms themselves can be analysed with Time-of-Flight Secondary Ion Mass 

Spectroscopy (ToF-SIMS). ToF-SIMS (at Brno Tescan application lab) 

experiments have been conducted on a Tescan-Lyra system with a C-TOF module 

provided by TOFWERK. In this system, surface atoms are ionized (sputtered) 

through Ga-ions. Ionized atoms or molecules are attracted and collected in either 

positive or negative mode. The charged particles are separated by their 

characteristic Time-of-Flight. The mass resolution M/ΔM is 700-1100 Th/Th 

[20,21]. The result is a mass over charge spectrum from the spot where the Ga beam 

was focused, which allows e.g. detection of Fe-isotopes. The above mentioned 

setup is capable of mapping with high spatial resolution (smallest spot of ~20nm), 

which allows for detailed chemical mapping of the surface layer. By repeating the 

2D mapping, also the chemical composition in depth (3D mapping) can be 

retrieved. An extensive background on SIMS can be found in [15,22]. 
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Chapter 3  

The role of stresses in product manufacturing  

 This Chapter concentrates on the effect of the residual stress state on a 

product during its manufacturing. Cold forming by deep drawing introduces large 

residual stresses. When the products experience a thermal treatment, these stresses 

relax and cause a shape change of the product. The mechanical behavior during 

forming and heat treatment is characterized by experiments and implemented in a 

Finite Element (FE) routine. Product shape change has been modelled and 

validated with experiments. 

3.1 Introduction 

 Miniaturization and net shaping are the trends in manufacturing of consumer 

products, electronics and automotive, resulting in narrower tolerances for smaller 

products and more stringent requirements. As a result, the manufacturing process 

of high precision components suffers from an ever increasing number of 

complexities, i.e. the components become geometrically more demanding by 

specifications in three dimensions. Other critical quality requirements such as 

hardness, surface roughness and density [1–3] have to be produced within narrower 

specification limits. To keep up with this trend and to be competitive, the 

development cost of new products as well as the development time of new products 

have to be reduced. This can be achieved by increasing the predictability of 

production processes by Finite Element (FE) analysis. The advantage of this 

numerical analysis is the ability to model complex forming processes. In contrast, 
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the downside of FE analysis is the complexity in preparing input data from 

experimental results and selection of meaningful output variables. 

 It should be realized that in practice the complete product manufacturing 

consists of shaping operations (i.e. forming), heat treatments, finishing operations 

and assembly. When martensitic chromium steel is used as a base material, the most 

critical step lies in the middle of the production chain, i.e. the hardening of the steel. 

Here, residual stresses introduced by forming may cause plastic deformation during 

heating to the austenitization temperature. However, the material is commonly 

known to produce little shape change during the hardening because in most 

applications the material is already made stress-free prior to a heat treatment. 

Obviously, fewer finishing processes are needed when the product is already more 

accurate in shape after the hardening. A reduction of the finishing processes 

increases the production efficiency and therefore lowers the fabrication costs. As a 

consequence there is a strong need to simulate the shape of the components through 

the various processing steps so that the consequence of any modification of the 

production process can be predicted in advance. Also novel products can be tested 

thereby decreasing the design-to-product time. 

 For the aforementioned hardening, a thermal- driven process which should not 

be confused with work hardening, the typical austenitization temperature for 

martensitic stainless steel ranges between 925 – 1065 °C for 30 to 90 minutes [4]. 

After forming by cold work, which could include stretching and bending, the 

material has a high residual stress state [5]. In general we may say that there are 

three mechanisms responsible for the relaxation of residual stresses [6]: (i) At lower 

temperatures creep mechanisms (diffusional and dislocation creep affected by grain 

size) allow areas of tensile and compressive stresses to expand or contract, 

respectively; (ii) At high temperatures the yield strength decreases, promoting 

strain relieve through dislocation glide and dislocation creep mechanisms, and 

finally (iii) precipitation and ageing effects may lead to volumetric changes that can 

also relax the residual stress state. We should emphasize that in many 

circumstances it is a combination of processes and various relaxation mechanisms 

which may operate at the same time. When diffusional creep (Nabarro-Herring, 

Coble) occurs at low temperature it is still active at high temperature where 

dislocation creep and dislocation glide maybe become operational depending on 

the stress state, i.e. the ratio between then effective stress state and the temperature 

dependent shear modulus.  
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 Although the hardening process is used to improve the mechanical properties 

of the formed product, it comes often at the expense of the shape change. If the 

shape change can be maintained and controlled during forming and hardening, the 

sequential finishing and assembly steps can be less costly as well as energy 

consuming. 

 Product forming operations as deep drawing, which include stretching and 

bending, introduce a high residual stress state [5]. Residual stresses arise from the 

natural shape between different regions, parts or phases [7,8]. These stresses can be 

measured by destructive techniques such as sectioning, contour, hole-drilling, ring-

core and deep-hole [9] through the release of residual stresses upon removal of 

material from the specimen [10], either on a macroscopic scale or at a local 

scale [11,12]. Non-destructive methods as X-ray or neutron diffraction [7,13–15], 

ultrasonic methods and magnetic methods, usually measure a microstructure stress-

related parameter [7,10].  

 Several authors have investigated various aspects of the heating cycle: i.e. FE 

modeling of cold forming [16,17], phase transformation [18] and 

quenching [19,20], including stress relaxation [21]. Furthermore, high temperature 

deformation [22] and the evolution of distortions during quenching [23]. Surm et 

al. [24] noticed the importance of the residual stress state during heating, attributing 

stress relieve to plastic deformation due to the decrease of the yield strength at high 

temperatures. Relaxation of residual stresses with a creep model has been shown 

in [25,26], however no predictions for shape change have been done. 

 In general, shape change of steel during a hardening treatment is attributed to 

the transformation induced stress or thermal stress [18,27,28]. But, little attention 

is paid to the role of residual stresses in the shape change at the lower temperatures 

of the heating cycle. In this Chapter we will measure and model the shape change 

during forming and hardening. In particular, we highlight the contribution of the 

low temperatures heating region to the overall shape change during hardening and 

the role of residual stresses.  

 However, as the individual processes are studied in depth, there is a gap for 

coupling the dedicated individual models. The aim of this study is to calculate and 

predict the shape change in a product based on interaction between phenomena 

rather than presenting a detaileded constitutive modeling of the individual material 

phenomena. To this end, a novel approach will be proposed to predict and validate 

the shape change during a hardening treatment of a metal formed product in 

3-Dimensions. The overall idea is that forming of a metallic product induces 
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inhomogeneous strains resulting in residual stresses. The latter are calculated by 

using the commercial Finite Element (FE) software package ‘Marc’. The residual 

stress distribution is obtained by making a comparison between the simulated work 

hardening with the hardness profile of the product.  

 The shape change (or total strain) can be seen as the sum of material 

phenomena; the elastic strain, plastic strain, creep strain, thermal strain and 

transformation strain. The calculation for the shape change during heating includes: 

elasticity, thermal expansion, plasticity, and creep. The assumption here is that the 

various shape changes can be added linearly to the total strain, with the same global 

stress acting on the various individual elements. Consequently, the underlying 

constitutive equations for a specific mechanism can be determined individually. 

Hence the combined total strain rate equation is written as the sum of the elastic 

strain (𝜀𝑒𝑙𝑎𝑠𝑡𝑖𝑐); plastic strain (𝜀𝑝𝑙𝑎𝑠𝑡𝑖𝑐); creep strain (𝜀𝑐𝑟𝑒𝑒𝑝); thermal strain 

(𝜀𝑡ℎ𝑒𝑟𝑚𝑎𝑙) and transformation strain (𝜀𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑚𝑎𝑡𝑖𝑜𝑛): 

 𝜀𝑡𝑜𝑡 = 𝜀𝑒𝑙𝑎𝑠𝑡𝑖𝑐 + 𝜀𝑝𝑙𝑎𝑠𝑡𝑖𝑐 + 𝜀𝑐𝑟𝑒𝑒𝑝 + 𝜀𝑡ℎ𝑒𝑟𝑚𝑎𝑙 + 𝜀𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑚𝑎𝑡𝑖𝑜𝑛 (3.1) 

A regular FEM approach is strongly concentrated on one set of operation 

at the time, e.g. forming followed by the subsequent heat treatment. When multiple 

subroutines need to be taken into account simultaneously, the modeling space 

becomes impractically large as visualized in Fig. 3.1. Instead, two partial models 

are preferable. The full process chain model requires a smaller amount of model 

space. In this work a novel method is used to integrate these two models. The 

method allows to switch between FE analysis of the forming and the hardening. 

Since the material model of the forming and the material model of the hardening 

have a limited physical overlap, the models can be divided with minimal accuracy 

loss. Filling up the two resulting model spaces with data, results in a lower 

requirement of measurement data. This approach is called FlexMM, after Flexible 

Material Model. 

 Key in the simulation of the heat treatment step is the assumption that the 

residual stresses leads to creep and that the creep strains may predominate the shape 

change of the product. 
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Figure 3.1. Schematic of the span of the modeling space for cold forming and heat 

treatment (Left), and the work flow through the parameter space p and subroutines, 

in the multi-stage forming-hardening model (Right). The symbols of p represent: 

𝜎𝑦 the flowstress, 𝜀𝑒𝑙 the elastic strain vector, E the elastic modulus, 𝜀𝑝𝑙 the 

equivalent plastic strain, 𝜀𝑐𝑟 the equivalent creepstrain, 𝜀𝑡ℎ the thermal strain, 𝜀𝜌 

strain by mass density change, T the temperature, R the anisotropy and 

𝜑
𝑓𝑒𝑟

, 𝜑𝑎𝑢𝑠, 𝜑𝑚𝑎𝑟 the fractions of ferrite, austenite and martensite respectively. 

 

3.2 Metal forming 

 Metal forming by deep drawing introduces residual stresses, which are not 

uniformly distributed along the cup [29]. In reference [30] it is shown that residual 

stresses increase due to pre-straining, with a relation that indicates a work-

hardening (or strain-hardening) mechanism. In order to validate the FE calculations 

after deep drawing, we have visualized the residual stress by comparing the 

hardness of the actual formed cup with the simulation. Therefore the hardness of 

pre-strained material has been used to translate the calculated stress to hardness. 

This assumption/method has no influence on the further calculations of the 

evolution of the stresses during the heat treatment. Hardness measurements have 

been chosen, as they are an indirect but simple experiment to perform. The 

justification of this procedure can be found in [31], where a linear relation between 

the hardness and residual stress is derived.  

 The studied cup shaped products were fabricated using cold forming by deep-

drawing, following the design rules and procedures described in [32]. The result is 
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a cup with a diameter of 20 mm and a height of 10 mm. The FE simulation of the 

forming has been done by implementing the deep-drawing parameters into the 

Marc software. Material specific properties as yield stress and Young’s modulus at 

room temperature have been stated in the software. The deep-drawing is simulated 

using planar anisotropy and dislocation work hardening. The parameters of the 

Hill’48 planar anisotropy model are derived from the magnitude of the flow stress 

in various directions with respect to the rolling directions (see Chapter 2). The 

dislocation work hardening description from [33] is calibrated with the data 

presented in Fig. 3.2. 

 

Figure 3.2. Hardness of the pre-strained samples (circles) as a function of flow 

stress measured in tension, with a continuous fit.  

 

 It is known that the hardness changes depending on the amount of cold work, 

i.e. work hardening [33]. Experimentally this is verified with tensile tests on pre-

strained material. The stress at the onset of plastic deformation (yield stress) for 

various strains is recorded. Thereafter the hardness of each strained sample is 

measured. The hardness with the corresponding flow stress after the tensile test is 

depicted in Fig. 3.2. Since the flow stress depends on the amount of strain, an 

indirect relation between the strain (thus residual stress) and the hardness exists. 

The calculated residual stresses of a cup after forming can therefore be expressed 

by a calculated hardness profile. The prediction of the hardness is verified in 

Fig. 3.3 by comparing the calculation with a hardness profile of a fabricated cup.  
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Figure 3.3. Hardness profile measured on the product cross-section a), and FE 

simulation b). The black line in a) is the contour of the simulated cup b) and 

indicates the shape deviation between the product and the simulation. 

 

 The cup was first cold mounted in an epoxy resin and then dissected twice. 

The mounting prevented spring-back of the cut section and therefore a relaxation 

of the residual stress. The surface was then carefully prepared for hardness 

measurements by consecutive refining steps of grinding and polishing: a common 

method of sample preparation for hardness measurements and EBSD microscopy 

(where surface stress perturbations by cutting and polishing should be erased). The 

hardness is measured by a grid of indentations. The contour is obtained by 

interpolation of the hardness values for the body, and extrapolation to the 

edges [34].  

 Based on symmetry, only half of the product cross-section is shown. The black 

line in Fig. 3.3 represents the contour of the simulated cup. The difference can be 

due to geometrical errors in the settings of the press, which cause more deformation 

of the fabricated cup compared to the FE simulation. The overall hardness 

distributions match quite well, indicating that the calculation of the residual stresses 

is validated.  

 Calculation of cold forming requires a plasticity model. Due to rolling during 

manufacturing of the steel, the material is textured. Therefore, the plasticity 
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behavior of the material is not homogeneous for all directions. This anisotropic 

mechanical behavior of sheet steel is described by the Lankford coefficient or 

planar R-values [35]. The R-values are experimentally derived by tensile testing 

from the magnitude and the plastic deformation in various directions with respect 

to the rolling direction, and yield 1.35, 1.81, 1.17, 1.03 and 1.02 for R0, R90, R45, 

𝜎0/90 and 𝜎0/45 respectively. R0 is determined parallel with-, and R90 perpendicular 

to the rolling direction. 

 

Figure 3.4. Result of the metal forming. Top: shape after forming in the FE model. 

Bottom, comparison of the height of the ears from the calculated cup (solid red 

line) and a measured specimen (scattered blue dots). The ear profiles vary from 

cup to cup due to small imperfections like cutting burrs in the blank, which cause 

large defects in the edge of the cup, but have minor impact on the deep drawing 

process. Compression in the edge of the cup has a leveraging effect on the edge 

defects. Also slight eccentric movement during the forming process can affect the 

height of the individual ears. The specimen showed here suffered less from the 

possible forming defects, but some imperfections in the blank can still be seen.  

 

 The elastic-plastic behavior is calculated using the commercial available 

software Marc [37]. The subroutine requires a yield curve of the material. The data 

for the yield curve was acquired by tensile testing and for the higher strains by 

rolling, and fitted with an Estrin description [36,38]. The flow stress is thus 

described by a constant*(dislocation density)0.5. This description is used to 

calculate the cold forming of the cup by deep drawing. The FEM calculation was 
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validated in two ways. First, deep drawing introduces residual stresses. This pre-

straining can be related to work–hardening. The calculated stress distribution can 

be indicated by a hardness measurement profile [31] as is demonstrated in Fig. 3.3. 

Second, anisotropic behavior is typically exhibited by earing at the open side of the 

cup. The earing (amplitude and phase) has been calculated and compared to the 

measured average profiles of 46 cups. The profiles are compared in Fig. 3.4 and 

show a good agreement in both the ear-height, as in the angle with respect to the 

rolling direction. 

3.3 Thermal hardening treatment 

Typically the forming process is followed by a thermal hardening 

treatment. The thermal profile of the experiments described in this section consists 

of heating with a ramp of 4 °C/s to a temperature of 970 °C. After a dwell time of 

900 s, the cups are cooled down to room temperature using a cooling rate of 6 °C/s. 

The temperature evolution of the yield stress of this material during heating and 

cooling was experimentally determined using compression (carried out in a 

plastodilatometer) and tensile tests. The temperature evolution of the relative 

change in length and the volume fractions of austenite (during heating) and 

martensite (during cooling) were also obtained using high resolution dilatometry 

experiments. 

3.3.1 Mechanical behavior at elevated temperature 

 Tensile tests in the range of RT – 900 °C were performed. A set with this range 

is shown in Fig. 3.5. The dependence of the yield stress on temperature is derived 

from these curves and is displayed in Fig. 3.6. The minimum value at 800 °C marks 

the onset of austenitization. The E-modulus also has a temperature 

dependence [39–44] as derived from the tensile experiments. This is not always 

very reliable since at elevated temperature creep effects make the elastic regime 

shorter and often not even linear. For the experiments above room temperature, the 

markers on the tensile bar were measured with a high precision, prior to the 

beginning of the tensile test. The start of the tensile tests at 300 °C caused 

disturbance in the recording of the strain, with the result of a derivation of the elastic 

modulus which is too high. The values of 500 - 700 °C have been obtained from 

tensile tests with various strain rates, i.e. 0.012 – 0.00012 s-1.  
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Figure 3.5. True stress – true strain diagram of tensile tests at elevated 

temperatures, obtained with a strain rate 𝜀̇ = 0.012 s-1. 

 

 Especially at these temperatures creep phenomena influenced the elastic 

response and made the elastic regime shorter and non-linear for the highest 

temperatures and lowest strain rates. Given these results, tensile tests at elevated 

temperatures are not the optimal experiments to determine the Young’s modulus. 

The Refs. [39–43] supplemented with the work of Masumoto [44] with acoustic 

waves on similar steels, indicate a mainly linear decrease of Young’s modulus up 

to 700 °C. Therefore we assume a linear fit to the data of Fig. 3.6 is appropriate, 

with a fixed starting point at ET / ERT = 1 at room temperature. 

 

Figure 3.6. a) Yield stress (σ0.2) as a function of temperature, obtained from tensile 

tests with 𝜀̇ = 0.012 s-1. b) E-modulus derived from tensile test (squares), with a 

linear fit. 
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 As it has been described before, the thermal hardening requires heating the 

sample to transform the ferrite into austenite, followed by air cooling to room 

temperature to induce a martensitic microstructure during cooling. In Fig. 3.7 the 

temperature evolution of the yield stress during the heating and cooling stage is 

provided again. Blue and green full dots were determined from compression 

experiments carried out at 0.01 s-1 in a Bähr DIL 805A/D plastodilatometer [45]. 

For these experiments small cylindrical samples of 5 mm in length and 3 mm in 

diameter machined along the rolling (RD) and transversal (TD) directions were 

heated at a rate of 4 °C/s to the testing temperature. A range of temperatures 

between 25 °C and 970 °C was tested during heating (light and dark blue full dots). 

The green full dots corresponds to experiments in which samples, with the same 

geometry, were heated at 4 ˚C/s to 970 °C, held for 10 minutes and cooled at a rate 

of 6 °C/s to the targeted testing temperature. The red full dots represent the yield 

stress obtained from the tensile test as presented in Fig. 3.6. For these tensile tests, 

bars of length 430 mm and width 20 mm were cut from a steel plate of 0.5 mm 

thickness. Indicated by arrows are the austenite start temperature As at 852 °C, the 

austenite finishing temperature Af at 937 °C and the martensite start temperature 

Ms at 367 °C. This figure shows that during heating the yield stress decreases 

continuously down to the range of temperatures where the austenite forms. During 

cooling, once the Ms has been attained, the hard martensite phase which is now 

present in the microstructure, increases the yield stress of the steel significant, 

reaching a value of about ~1350 MPa at room temperature (TD sample), compared 

to yield stress obtained for the initial ferritic microstructure (~370 MPa for the TD 

sample). There is not a significant dispersion among the results obtained: i) using 

samples machined along the RD or TD; ii) using tensile or compression samples. 

Therefore the anisotropy is disregarded for the thermal cycle.  
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Figure 3.7. Temperature evolution of the yield stress during heating up to 1100 ˚C 

and cooling down to room temperature. Red full dots have been acquired from 

tensile tests, while the green and blue full dots correspond to compression tests 

performed in a plastodilatometer. Symbols RD and TD stand for the rolling and 

transversal directions. Symbols As and Af stand for the start and end of the ferrite 

to austenite transformation during heating, while Ms stands for the start of the 

austenite to martensite phase transformation during cooling. The dashed lines have 

been drawn as a guide to the eye. 

 

 Fig. 3.8 shows the ferrite to austenite (for different heating rates), and 

austenite to martensite transformations derived form high resolution dilatometry 

experiments. The curves cannot be implemented into the material model directly, 

since the thermal expansion is also incorporated in the results. More importantly, 

as the ferrite to austenite (left plot of Fig. 3.8) is a diffusional transformation: the 

heating rate affects atom diffusion involved in the transformation. As the heating 

rate is increased, the transformation needs higher temperatures to activate the 

diffusion of the carbon atoms and the transformation shifts to higher temperatures 

as shown in these figures. Besides, the speed of the transformation might be also 

influenced by the heating rate. Therefore, a transformation rate description has to 

be used for this transformation. A (mathematical) Avrami equation is used to 

describe the fraction of a new phase. A simple empirical relation is used to integrate 

start and stop temperatures in this modified JMAK equation: the martensitic 
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transformation (right plot of Fig. 3.8), as described by Koistinen and Marburger 

[46]. The main intention of this work is to fit the experimental determined material 

behavior, in order to demonstrate the capability of this work flow for modelling on 

a product-sized level.  

 The relation proposed by Koistinen and Marburger is only temperature 

dependent and can only facilitate a dual phase transformation. However for the 

thermal treatment applied here, three phases can be present: ferrite, martensite and 

austenite. In order to avoid that in the calculation the material would transform back 

into ferrite instead of martensite, the curve is implemented with respect to 

temperature and phase. 

 

 

Figure 3.8. Dilatometer tests showing: Left) the ferrite to austenite transformation, 

dots are measured values, the dashed lines represent the FE model; Right) the 

austenite to martensite transformation.  

 

 The thermal expansion coefficient has been determined by dilatometry from 

the temperature dependent evolution of the relative change in length (∆𝑙/𝑙0), as 

shown in Fig. 3.9. As for Fig. 3.8, these experiments have been carried out on planar 

samples, 12 mm in length, 4 mm in width and 0.7 mm in thickness using an Adamel 

Lhomargy DT1000 high resolution dilatometer. The heating and cooling rates have 

been 4 and 6 °C/s respectively.  

 During heating the sample expands linearly up to a temperature (As) where 

the ferrite starts transforming to austenite and the samples contracts; when the 

transformation has finished (Af), the sample continues expanding linearly again. 

During cooling, the sample contracts linearly down to a temperature (Ms) where it 

starts transforming to martensite and an expansion is recorded. A linear expansion 
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coefficient of 10-6 K-1 and 1.9-5 K-1 has been experimentally measured for ferrite 

and austenite phases respectively. The thermal expansion of martensite is difficult 

to derive from Fig. 3.9, and therefore assumed being equal to the thermal expansion 

of ferrite.  

 

Figure 3.9. Temperature evolution of the relative change in length during heating 

at 4 °C/s up to 970 ˚C (10 minutes holding) and subsequent cooling at 6 °C/s. The 

dark blue solid line corresponds to the experimental behavior recorded by 

dilatometry, and the red circles reproduce the FE model. 

3.3.2 Relaxation of residual stresses 

 Since creep forms an important phenomenon in our work a brief summary of 

the equation used in the following is given here. Strain rate due to creep in solid 

solutions is described as a diffusion controlled process [47–50] by: 

 𝜀𝑐̇𝑟𝑒𝑒𝑝 = 𝐴(
𝑏

𝑑
)𝑝 (

 𝜎−  𝜎0

𝐸(𝑇)
)𝑛  𝑒

−𝑄𝑐(𝑇)

𝑅𝑇  (3.2) 

where b represents the magnitude of the Burgers vector, d is the grain size diameter, 

p represents the grain size exponent. Qc represents the activation energy for self-
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diffusion, in bulk or along grain-boundaries or along dislocation cores, depending 

on the actual operating mechanism. The external applied stress is σ and the 

threshold stress is σ0. 

 Creep tests at 500 °C, 600 °C and 700 °C were done at constants load in the 

elastic regime. The response at 500 and 700 °C, at three different loads are shown 

in Fig. 3.10. 

 

    

Figure 3.10. Time versus strain for constant loads at 500 °C (left) and 700 °C 

(right). 

 

 The steady state creep rates are displayed in Fig. 3.11 and show an increase 

over several orders of magnitude between 500-600 and 600-700 °C for a stress 

around 100 MPa. The stresses have been chosen to about a maximum of 75% of 

the yield stress (in the elastic zone) for every temperature. Therefore the 

temperature dependent flow stress determined in Fig. 3.6 acts as an upper limit. For 

higher stresses the creep regime changes from a power-law to exponential creep, 

whereby the steady state creep is a relative short state and tertiary creep is active.  
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Figure 3.11. Secondary creep rate as a function of load at 500 °C (triangles), 

600 °C (dots) and 700 °C (squares). 

 

 The slope of the double log plot yields the stress exponent n of 2.1, 5.4, 5.3 at 

500, 600 and 700 °C, respectively. The creep stress exponent is an indication of the 

creep rate controlling mechanism. For n =3, viscous dislocation glide is rate 

controlling; for n = 4-6 dislocation creep is rate controlling through dislocation 

climb [51,52]. Likely both creep mechanisms are active simultaneously. Therefore, 

dislocation glide is the predominant mechanism between 500-600 °C and 

dislocation climb is the predominant phenomenon at 600-700 °C. For the threshold 

stress σ0 in Eq. 3.2 a value of zero was derived. 

 Strain rates at different temperatures provide information about the activation 

energy for creep Qc  [49] and two creep regimes were found, i.e. Qc is 57 ± 30 and 

141 ± 2 kJ/mol for 500-600 °C and 600-700 °C, respectively. The latter value of Qc 

is close to self-diffusion activation energy whereas the former points to carbon 

diffusional processes. 

 The microstructure was investigated in detail with electron back scatter 

diffraction (EBSD). A specimen from the strip of material (as-received) was heated 

30 minutes at 700 °C prior to analysis. More than 1000 grains from each sample 

where measured, but no significant grain growth was observed compared to the as-

received material. Therefore the term with the grain size exponent p reduces to a 

constant, and is merged with the material constant A. As the creep regimes shift 

drastically in the described temperature range, A had been given a small 

temperature dependence to ensure a better fit for the temperature range 

500 - 700 °C. 
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 The derived values are summarized in Table 3.1. 

 

Table 3.1. Experimentally obtained values for the functional set of variables n, Qc 

and A of the creep model (see Eq. 3.2.) in the temperature range 500-700 °C. 

 500 °C 600 °C 700 °C 500-600 °C 600-700 °C 

n 2.1. 5.4 5.3 -23+0.033*T(K) -6.6-0.001*T(K) 

Qc    57 kJ/mol 141 kJ/mol 

A    -123+0.16*T(K) -12+0.008*T(K) 

 

 Finally, stress relaxation calculations based on this creep model are done using 

a FE bending test. The sample is heated to the temperature of interest and bended 

between two tilted dies until the desired stress (load) is reached in an element on 

the outside of the sample (inducing tensile stress). Thereafter the dies are fixed in 

their final positions and the temperature is kept constant. In every time step the 

creep strain due to the stress is evaluated resulting in a decrease of the stress. This 

test is repeated at different loads and at various temperatures (Table 3.2). Fig. 3.12 

shows the resulting equivalent Von Mises stress together with the tensile tests. Here 

the specimen is deformed elastically due to a particular load, after which the stress 

relaxation is recorded by the load cell. The calculated stress relaxation is in good 

agreement with the tests: i.e. for the initial stage 0-10 seconds (rapid decrease) and 

the second stage where the stress level remains quasi-static. It demonstrates that the 

creep model is suitable to calculate stress relaxation below the austenitization 

temperature of 800 °C.  

 

Table 3.2. Initial loads used for stress relaxation tests at different temperatures. 

 500 °C 600 °C 700 °C 

Initial load #1 (MPa) 210. 160 100 

Initial load #2 (MPa) 160 120 75 
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Figure 3.12. Stress relaxation tests with fixed strain, lines 2 (squares) & 4 

(diamonds) for different initial load values; together with the calculated stress 

relaxation by creep of a bending test, lines 1 (triangles) & 3 (circles). 

 

 The creep model is implemented in the FE software and enables calculation 

of the evolution of the residual stresses and creep strains during a heat treatment. 

The residual stresses in the cup calculated by FE modelling of the forming process 

are shown in Fig. 3.13 left. This is the initial state before heat treatment. In the 

simulation of the heat treatment a linear temperature profile from 20 to 700 °C in 

1000 seconds is applied. Due to the convergence of the constitutive equations, the 

calculation can be done in just 11 FE steps. The internal stress decreases 

significantly to nearly 0 MPa. Although the yield strength decreases with increasing 

temperature considerably (as shown in Fig. 3.6), the residual stresses remain in the 

elastic zone during the entire heat treatment. The relaxation by creep lowers the 

residual stress faster than the decrease of the yield strength as a function of 

temperature. 

 The resulting creep strains affect the bottom flatness and are therefore 

responsible for shape change during heating. It has been noticed that the shape 

change of a full hardened cup is equal to a cup heated to 700 °C. This observation 

is supported by the calculation results in Fig. 3.13 right, showing that almost all 

stresses have been relaxed after heating to 700 °C.  
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Figure 3.13. Cross-section of simulated cups with contour plots of the equivalent 

Von Mises stress. Left) Local high stresses after forming, Right) relaxation of the 

stresses after heating to 700 °C. 

3.4 Product shape change 

 The shape of the cup was recorded at different stages in the process: after 

forming, during stress relaxation during annealing, and after thermal hardening. 

The critical geometric parameter for the shape change is the bottom flatness and 

defined as indicated in Fig. 3.14. The bottom flatness is defined as the angle 

between the side of the cup and the top, and measured by scanning the top with a 

Nanofocus μscan confocal microscope [53]. A radial measurement has been 

performed at points r = 9 mm (y1) and r = 7 mm (y2). The absolute difference 

between y1 and y2 then quantifies the bottom flatness of the cup. To point out the 

effect of the thermal cycle on the shape change, the flatness after forming was taken 

as a reference. The shape change Δ is therefore expressed as 

Δ = (y1- y2)forming – (y1- y2)hardening. The measured values of y show angular 

variations caused by the anisotropy in the material. The final value of y is the 

average over the circumference To be able to make a statistical comparison and 

distinguish between reproducible shape defects and distortions, the experiment was 

repeated for a set of 50 specimens. 
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Figure 3.14. Real fabricated cup (bottom) and its cross section with points y1 and 

y2. The absolute difference between y1 and y2 defines the bottom flatness of the cup  

 

 The initial calculation of the forming of the cup (see Section 3.1) was 

subjected to a heat treatment up to 970 °C. The various implementations for 

heating, were used to calculate the strains caused by: cold forming, creep, thermal 

expansion and phase transformation. These calculated strains are displayed in 

Fig. 3.15 for different stages of the thermal treatment: elastic strain after cold 

forming; thermal strain after heating to 970 °C with a temperature difference over 

the cup of 1 °C; total creep strain after the full thermal cycle (heating and cooling).  
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Figure 3.15. Example of a FE calculation of the strain distribution in a cold-formed 

cup at different stages of the thermal treatment. Left) elastic strain after cold 

forming; Center) thermal strain after heating to 970 °C with a temperature 

difference of 1 °C between the top and bottom of the cup; Right) total creep strain 

after the full thermal cycle (heating and cooling). 

 

 From the calculations it is observed that: 

- Residual stresses have been relaxed due to creep strains before the 

austenite start temperature (As). 

- Thermal strains are relatively small, but not homogeneously spread due 

to an applied thermal gradient.  

 

 The critical parameter used to characterized the shape of the cup, the bottom 

flatness, can be extracted from the calculations as a function of temperature. The 

results are compared to the experimentally measured shape changes due to the heat 

treatment (Fig. 3.16). The shape after forming is taken as the reference values and 

set to zero (dotted line in Fig. 3.16). The test samples have to be at room 

temperature before the shape change can be determined by confocal microscopy. 

This implies that the samples heated to 970 °C, which is above the austenite start 

temperature, are actually transformed to martensite during the (air) cooling to room 

temperature after this temperature has been reached.  

 FE calculations have been subjected to the same temperature profile and 

contain therefore also the austenite to martensite phase transformation. In Fig. 3.16 

can be seen that the bottom flatness decreases as the temperature increases. Up to 

300 °C the shape change is the result of plastic deformation due to the decrease of 

the flow stress with increasing temperature. The majority of the shape change is 

gained in the following temperature region up to the temperature at which the phase 
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transformation starts (As=852 °C). Here the residual stresses induce the largest 

strain due to creep processes, which is also seen in Fig. 3.16. The modeling of the 

shape change is in good agreement with the experimental values as the same trend 

is observed in both cases with increasing temperature. The calculations provide a 

final shape change of 6 micrometer, and 5.0 ± 0.8 micrometer for the 

experimentally measured cups. The shape change of the batches of experimental 

measured cups is depicted as a box plot [54] in order to visualize the spread of the 

batch values on top of the average value. 

 

Figure 3.16. Cup shape change after heating as predicted by the FEM modelling 

(solid red line) compared to experimentally measured values (blue box plots). All 

samples (experimental and calculated) have been cooled down to room 

temperature before the shape change has been determined. Samples heated to 

970 °C have therefore been transformed to martensite. The shape change after 

forming.is taken as a reference value and indicated by the dotted line. The 

experimental measured values obtained from 46 cups are represented by the box 

plots. Outliers are indicated by asterisks. 

 

 The novel contribution of this work is the successful coupling of a forming 

and a hardening calculation, in which several material subroutines are called at the 

same time. Not only has the material behavior been implemented and modeled, but 

also validated for both the forming and thermal hardening. Thanks to the integrated 

modeling of both the forming and the hardening, the effect of the metal forming on 

the shape change after heat treatment can now be calculated directly. A unique 
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insight in the interactions between the material phenomena and the residual stresses 

caused by the forming is now created. We now have the special opportunity to 

investigate the relative impact of individual parameters on the shape change. The 

design of the work-flow can be investigated and adjusted, without the necessity of 

installing a new production setup and performing time consuming experiments. To 

this end, various parameter changes have been explored, such as: 

- amount of material flattening during cold forming; 

- the temperature gradient on the product during the heat treatment; 

- the heating rate; 

- the amount of FE calculation steps; 

- deviation of the experimental determined E-modulus; 

- deviation of the creep rate. 

These calculations are performed in 2D, as opposed to the 3D calculations shown 

here, to limit the required calculation time. The effect of these parameter changes 

on the calculated shape change is listed in Table 3.3. The metal forming shows a 

strong influence on the calculation. Less flattening results in less shape change after 

the heat treatment.  

 The flattening of the metal influences the stiffness of the product; more 

(plastic) deformation can take place when flattening is increased. This alters the 

residual stress state after forming, which will cause higher creep strains during the 

thermal treatment. A temperature gradient can be present in the cup, due to 

experimental conditions such as furnace design and product throughput. The 

reference calculation is in good agreement with the experimental results where a 

temperature difference of 1°C between the top and bottom of the cup is assumed. 

The calculations with adjusted thermal gradients (none and 10 °C) show a large 

deviation in shape change and indicate that the thermal gradient is an important 

parameter in the fabrication process and therefore on the final product quality. 

 The implementation of the temperature dependent E-modulus assumes a linear 

temperature dependence up to 800 °C. For temperatures higher than 800 °C no data 

is available from the experimental technique, as the drop in the yield stress and 

creep effects cause flowing behavior even for low applied stresses. The elastic 

module is therefore assumed to remain constant above 800 °C. A deviation of the 

E - modulus of 10%, seems to have a minor influence on the shape change 

calculation, as seen in Table 3.3. Another underlying assumption is that process of 

relaxation of the residual stresses by creep is faster than the drop of the yield stress 

due to increasing temperature. The creep rate is also taken as constant from 800 °C 
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towards the phase transformation. The influence of this assumption seems not to be 

of impact on the results, as the calculations with this model show that the residual 

stresses are already relaxed when a temperature of 700 °C is reached (see Fig. 3.15). 

The calculation with a 10% lower creep rate at every temperature below the 

transformation point, does not even show an effect on the calculated shape change. 

 An increase of the amound of calculation steps, also has a small influence on 

the calculated shape change. This indicates that the model is robust with a relatively 

big time step of 200 increments per load case. This is an important parameter with 

respect to checking the quality of the FE analysis 

 

Table 3.3. Effect of adjusted input parameter on the calculated shape change. 

Parameter Adjustment in FEM model Shape change during 

heat treatment (%) 

Flattening Lower reduction of material 

thickness: 30% to 20% 

-62.5 

Heating rate Reduced heating rate: 10 °C/s to 

1 ˚C/s 

-12.5 

Temp. diff. over 

cup 
Decreased temp. difference: 1 ˚C to 

0˚C 

100 

Temp. diff. over 

cup 
Increased temp. difference: 1 °C to 

10 °C 

300 

# of calc. steps Increase of increments: 200 to 1000 8 

E-module 10% lower 8 

Creep rate 10% lower 0 

3.5 Conclusions 

 The processing steps of the forming and a thermal treatment have been 

successfully implemented in FE. Cold forming by deep drawing is calculated 

whereby planar anisotropy is implemented. The distribution and magnitude of the 

residual stresses was successfully predicted in comparison with the micro hardness 

profile of a fabricated cup. 

 The important thermal hardening treatment consists of three contributions: 

creep, thermal expansion and phase transformation. Two creep regimes were 
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experimentally identified in the heating trajectory to 700 °C. The relaxation by 

creep lowers the residual stresses faster than the decrease of the yield stress by 

temperature. Dilatometer tests have been performed to measure the thermal 

expansion and phase transformation as a function of temperature and heating rate. 

An important message is that, in contrast to what is commonly believed, residual 

stresses play a crucial role during creep and that the shape change occurs at lower 

temperatures, i.e. not at higher temperatures and in fact well below the 

transformation temperature.  

 Following the new FEM approach, the data could be implemented either 

directly, or after a simple fit, into the material model. With this simplified but robust 

model, the complete forming and heat treatment of a cup have been successfully 

calculated. The defined shape change of this cup was compared to experimental 

measured shape change at various temperatures, and showed good agreement.  

 It has been demonstrated that through modeling a successful coupling between 

forming and thermal treatment could be made. Measurement and model show that 

the individual material phenomena can clearly be distinguished in the products 

during observation as well as the FE model. 

 Preliminary investigations of critical parameters indicate that metal forming 

(flattening) and a temperature gradient have a significant impact on the final shape 

change, and can both positively and negatively influence the product quality. 

Usually the thermal treatment in the fabrication process is difficult to adjust, due to 

a fixed production setup. Therefore the brief investigation with the FE model is 

laboriously and costly to validate with a quick series of experiments. However it 

can be helpful in optimizing the temperature profile and play an important role 

when a new furnace has to be installed, with a full understanding of the effects of 

stress and stain during hardening, hereby reducing time and costly experiments. 

 With this model the effect of a new tooling design or an adjustment on the 

current design can now be predicted, but also the following interaction with the 

thermal treatment. This coupling is key in the design and the novel demonstration 

of this work.  

 Ultimately this investigation can and will increase the predictability and 

accuracy of the process chain. 
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Chapter 4  

Structure and evolution of steel oxide layers  

 In this Chapter we concentrate on the influence of the different crystal 

orientations of a polycrystalline stainless steel substrate and on the formation of 

the oxide layer. The work aims at investigating whether the substrate orientation 

has a predominant influence on the composition and thickness of the oxide layer. 

4.1 Introduction 

 Bare metal surfaces have a tendency to form a thin oxide film on the metal-

gas interface. Cabrera and Mott [1] describe that the growth of this film is driven 

by a potential field across the layer. The initial growth is very rapid, but it slows 

down when the electrons transfer is more and more hampered by the increasing 

oxide layer thickness. When electron and ion transport is diminished, the growth of 

the film ends. The resulting passive layer is generally between 2 – 10 nm [1]. 

 Upon heating, the equilibrium of the passive film is disrupted. The passive 

film thickens until a thermal oxide layer is formed which acts now as a barrier for 

further corrosion. 

 The formation of oxides has been studied extensively on iron, as it is a base 

metal in many (structural) alloys. Pure iron is not used in structural or industrial 

applications because of the low mechanical strength and corrosion resistance. The 

oxidation of iron is very well described by Vernon [2,3]. When iron is heated above 

200 ºC in air, a duplex oxide layer will form. The inner oxide consists of Fe3O4, 

also known as magnetite, the outer of Fe2O3 (hematite). For an extensive 
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background on iron oxides as Fe2O3 and Fe3O4  reference is made to the reviews 

in [4,5]. 

 The positive influence of chromium on the retardation of oxidation of iron has 

been noticed for almost two centuries. Research on this topic was initiated and 

driven by the pioneering work of Michael Faraday, James Stodart and Pierre 

Bertier [6–8], starting in 1820. Nowadays, it is well known that the protective 

passive layer on Fe-Cr steel consists of a mixed film of iron- and chromium oxides 

such as (Fe,Cr)2O3 and (Fe,Cr)3O4 [9], with a thickness of the order of several 

nanometers [10–12]. The formation of these oxides depends critically on the 

conditions such as oxygen pressure and temperature. Studies involving the 

particular oxide growth along the three main directions, i.e. <100>, <110>, <111>, 

focus on e.g. iron [13,14], chromium [15–18] or Fe-Cr [19,20] single crystals, often 

under well-controlled laboratory conditions with precise amounts of oxygen at low 

pressure. The phase transformation between Fe2O3 and Fe3O4 has also been 

considered on deposited nano-layers [21,22]. 

 These systems reported in literature on single crystals however may not apply 

for polycrystalline alloys, such as steel used in civil engineering. Moreover, 

oxidation during daily use often takes place in ambient conditions, as opposed to 

laboratory conditions with very low oxygen pressure. The bulk corrosion resistance 

of industrial used ferritic-martensitic (iron-chromium) steel depends critically on 

applied thermal treatments such as hardening and tempering, which promote either 

the dissolution or growth of chromium carbides [23–25]. The microstructure of the 

oxide layer on Fe-Cr steel as subjected to severe corrosion conditions was reported, 

e.g. the oxidation of steel under steam pipe conditions in wet and dry air at 600 C̊ 

of ferritic Fe-Cr and austenitic Fe-Cr-Ni 304L steel [26–28], and both types at a 

high temperature of 1000 C̊ [29]. The failure mechanism of a Fe-Cr-Ni steel at 

700 ̊C in steam is presented in [30]. As the scale structure, growth, no special 

attention was paid to the bulk grain orientation. The thickness of the oxide scales 

varied from 0.1 – 100 μm. Only one singular study focused on the orientation of 

oxides found on polycrystalline Fe-Cr steel, with respect to the substrate [31]. Due 

to the high temperatures of 650 - 800 ̊C and a Cr content of 22%, mainly Cr-oxides 

were found. Scant work on pure polycrystalline iron revealed that after several 

hours oxidizing at 450 ̊C in air, mainly μm-thick magnetite-hematite duplex layers 

evolve, independent of the substrate microstructure [32]. In a recent interesting 

study by Takabatake et al. [33], polycrystalline iron with grains of several hundreds 

of micrometers was heated for one hour at 300 ̊C in air. The resulting oxide film 
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had a thickness of about 150 nm, and was investigated with Raman spectroscopy 

and ellipsometry. It was found that the Fe3O4 : Fe2O3 ratio varied for different 

crystal orientations: the proportion of Fe3O4 in the oxide is in the order of {100} > 

{111} > {101}. 

 Electrochemical tests indicate that for pure iron, the passive film formed at the 

same conditions on {110} surface is thinner than on {100} surface [34]. When we 

consider anodic dissolution of iron, the majority of cases show that the [100]-

oriented crystal faces exhibit the fastest rate of metal removal after electro-

polishing or chemical polishing. The metal removal from the faces {101} and 

{111} seems to be similar in most cases [35]. Another study on polycrystalline iron 

was not conclusive: in one case the corrosion current increased for different crystal 

planes in the order {101} < {111} < {100} for single grains, while in another study 

a dissolution rate of {100} < {111} ~ {101} was obtained [36].  

 Galvanostatic reduction of an oxidized iron surface in a borate solution with 

pH 8.4, suggests that {001} grains, which posses a thicker Fe3O4 layer compared to 

the other present crystal orientations, are more susceptible to reduction of the oxide 

layer [33]. Micro-cappilary cell measurements showed that the charge resistance 

and the donor density each depended on the substrate orientiation, but no clear 

correlation towards each other was found [37]. 

 One can conclude that the studies on the substrate orientation dependent 

oxidation of iron, intended to derive the oxidation mechanism for a relative simple 

metallic system, show that the passivity is caused by complex (and not fully 

understood) factors. The branch of FeCr alloys is less developed and may be 

regarded as still be in its infancy. In particular the initiation of corrosion in the early 

stages has still to be understood for ferritic-martensitic stainless steel with an 

amount of 13% Cr. Therefore this work focusses on exposure in air for low 

temperatures, up to 450  ̊C. The resulting thin oxide film with a thickness below 

100 nm demands a non-trivial approach, as study by cross-section is only (local) 

achievable by transmission electron microscopy. A combination of optical- and 

scanning electron microscopy, X-ray photoelectron spectroscopy (XPS) and X-ray 

Diffraction (XRD) is used to characterize the oxide film. 
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4.2 Optical appearance of tempered steel surfaces 

 Thin oxide films were acquired in the following way. Specimens were cut 

from a strip of AISI 420 stainless steel and mirror polished, where the final step 

included polishing with 0.25 micrometer diamond particles. Colloidal water-based 

silica particle suspension was not used to avoid chemical etching. Exposure to 

water was also prevented by making use of an alcohol-type lubricant during 

polishing with diamond particles. After polishing, the specimens were rinsed with 

ethanol and dried in hot air. Recovery of the passive layer was executed in ambient 

conditions, i.e. at room temperature and 50 % Relative Humidity, for at least 24 hrs.  

 The corrosion films were established by oxidizing the mirror polished and 

recovered surfaces in air. The specimens were put in a quartz tube with openings at 

both ends and were introduced into a heat induction furnace (ThermoFisher). 

Temperature was measured with a thermocouple placed inside the quartz tube, and 

kept constant within ±5 ̊C. Oxide layers were grown by a series of heat treatments. 

The applied temperatures are typical used at annealing for stress relieve, and well 

above the 200  ̊C to stimulate Fe diffusion to the surface [3]. First, the specimen 

was kept at 260 ̊C for 20 minutes. Thereafter the specimen was brought 

subsequently to 300, 350, 400 and 450 ̊C, with a dwell time of 20 minutes at each 

temperature (see Table 4.1). After each oxidation step the specimen was taken out 

of the furnace for observation with the optical microscope. The area of interest, 

prior indexed by EBSD, was investigated with an Olympus VANOX-T optical 

microscope, making use of hardness indentations as markers. 

 

Table 4.1. Heat treatment of the different samples used for the comparison of 

relative oxide thickness and crystal orientation. 

Oxidation step Heat treatment 

1                        260 °C for 20 minutes 

2 After step 1 + 300 °C for 20 minutes 

3 After step 2 + 350 °C for 20 minutes 

4 After step 3 + 400 °C for 20 minutes 

5 After step 4 + 450 °C for 20 minutes 

 

 A palette of various colours can be obtained at the surface due to the thermal 

treatments. For illustration: Fig. 4.1 shows the surface of a (non polished) piece of 
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the strip which was subjected to a different heat treatment such that a thermal 

gradient was established over the sample. The right side (blue) experienced the 

highest temperature. The various colours originates from the oxide layer by thin 

film interference, where the thickness of the layer controls the interference at 

certain wavelengths. The thickness of the oxide layer depends on the oxidation 

temperature and exposure time [2,38,39]. The order from thin to thicker oxide 

layers is: straw yellow, brown yellow, rosy mauve, blue [38]. An oxide thickness 

of 35 nm (straw yellow) and 59 nm (blue) has been obtained for iron by [2], and 46 

& 72 nm for straw & blue by [40]. This general colour scheme/order can also be 

recognized in Fig. 4.1. 

 

Figure 4.1. Various temper colours due to increasing oxide thickness, established 

with a temperature gradient. Right side (blue) experienced the highest temperature. 

 

4.3 Grain orientation dependent temper colours 

 The crystal orientation of the stainless steel substrate was detected by an 

electron back scatter diffraction (EBSD) system within a Field Emission Gun 

(FEG) Environmental Scanning Electron Microscope (ESEM). By adding markers 

in the area of interest through micro-indentations, the same area prior and after the 

recovery of the passive layer was analyzed. Both the polished and recovered 

surfaces were still suitable for EBSD examinations. The area of interest has a size 

of 250 x 200 μm2 and was scanned in a hexagonal grid with a step size of 0.4 μm, 

using an acceleration voltage of 30 kV. EBSD data were analysed by using the TSL 

OIM Analysis 7.3 software. Grain boundaries were defined for a misorientation 

angle larger than 5°. 

 

1 cm 
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Figure 4.2. Two sequences (area I & II) of local change in colour due to oxidation. 

Each sequence shows (a) a [001] inverse pole figure map and the light microscopy 

image of the same area after heating at (b) 260 °C; (c) 260, 300 °C; (d) 260, 300, 

350 °C; (e) 260, 300, 350, 400 °C and (f) 260, 300, 350, 400, 450 °C, for 20 minutes 

at each temperature (also described in Table 4.1). 

 

 Several distinct colours are observed at the surface due to the thermal 

treatments (see Table 4.1), as shown in Fig. 4.2. Within each image, local colour 

differences are noticed: the general coloured surface is decorated with small areas 

with a deviating colour. The particular areas remain deviating in colour throughout 

the tempering colour scheme. The deviating areas are attributed to a thinner oxide 

layer compared to the remaining surface. The difference is estimated to be of the 

order of several nm. The surface colour can be a combination of oxide thickness 

and surface morphology. Differences in surface structures as in [31] were not seen. 

Large sized nodules up to almost 1 μm as in [39] were not found either. Small 

spheres of about 100 nm, however, cover the surface. In any case, the deviating 

areas are lacking behind in the corrosion scheme compared to the rest of the surface.  

 When these areas are compared to the [001] inverse pole figure (IPF) map on 

the crystal plane parallel to the specimen surface, it is noticed that they correspond 

to particular crystal planes parallel to the surface. On a local level this is observed 

very clearly. 
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Figure 4.3. (a) [001] inverse pole figure map of the global area of interest. Optical 

images with EBSD grain boundaries superimposed after heating at (b) 260 °C; (c) 

260, 300 °C; (d) 260, 300, 350 °C; (e) 260, 300, 350, 400 °C and (f) 260, 300, 350, 

400, 450 °C, for 20 minutes at each temperature. The superimposed boundaries are 

varied in colour to enhance the contrast of the boundaries and the microstructure. 

 

 The deviating areas have the same size and shape as the grains with the {100} 

planes on the surface (red/orange grains in Fig 4.2a). Not only “pure”, but also 

orientations close to {100} planes show a lack of oxidation. The surface after 

oxidation step 5, shown in Fig. 4.2f, is different compared to oxidation step 1 to 4. 

Here three main colours can be distinguished: dark red, dark blue, light blue. The 

intense light blue grains, which are the most oxidized, correspond to the grains with 

{101} planes (in green) of Fig. 4.2a. The dark red spots correspond to the {100} 

grains, however they are not homogeneously coloured and partly decorated by 

ridges of blue oxide spheres. There are two reasons to exclude that the orientation 

of the planes at the surface are influencing the reflectivity and therefore the 

brightness of individual grains. 

 First, no difference in brightness between the grains are observed on a fresh 

polished surface, but after short oxidation it is seen (Fig. 4.2b). Second, these 

particular {100} grains should also be brighter in the final oxidation step in 
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Fig. 4.2f, which is not the case. A similar observation was confirmed on a more 

global scale in Fig. 4.3 and therefore the correlation between surface crystal plane 

and its degree of oxidation is not due to local effects. In Fig. 4.3 for each oxidation 

step the global microstructure is seen with the grain boundaries highlighted. The 

colour of the grains for different oriented planes is schematically depicted in 

Fig. 4.4. Hence the relative oxidation speed of the particular grain orientations can 

be categorized in two stages. Figs. 4.2 and 4.3 show snapshots of the oxidation at 

discrete temperatures. The different oxidation processes change gradually whereby 

the first stage is mainly present up to 350 °C; the second stage is most pronounced 

at 450 °C. 

- At the first stage of oxidation the system is split in {001} planes lacking 

behind and {111} & {101} both progressing more: {001} < {111} & 

{101}. 

- The second stage of oxidation is split into a threefold system with 

{001} planes still behind but {101} more progressed than {111}: 

{001} < {111} < {101}. 

 

 

Figure 4.4. Colour change of the grain due to increase of oxide thickness according 

to [2,38,39]. The colour of the grains with different oriented planes is placed 

together with the colour sequence for two stages of the oxidation process as seen 

in Fig. 4.2. 

 

 In Fig. 4.5 an area of 240 x 240 µm2 shows that stage 1 oxidation is not a local 

or an incidental phenomenon, but observed on a global scale. The clearly visible 

deviating areas again coincide with the grains with {100} planes parallel to the 

surface, underlining their relation. Darker patches are also observed where the 



Chapter 4 

 65 

colour difference is caused by the lack of carbides on the surface in these areas. The 

carbides have a high reflection, which is facile observed with the optical 

microscope at high (100x) magnification, contributing to a lighter or darker 

perception of the area. There is no relation between these patches and the 

orientation of the grains. 

 

 

Figure 4.5. Specimen surface after sequential heating at 260, 300 and 350 °C for 

20 minutes at each temperature. (a) (001) Inverse Pole Figure with grain 

boundaries (white) on which the different crystal plane orientation parallel to the 

surface of the substrate are shown. (b) Light microscopy image from the same area 

on which a difference in degree of oxidation is observed on the surface. A good 

correlation between the grain with a {001} plane on the surface and the lighter 

degree of oxidation is observed. Furthermore, {011} and {111} planes have a 

similar degree of oxidation. 

4.3.1 Oxide layer chemical composition 

 In order to characterize the chemical composition of the oxide layer, a 

specimen was oxidized for 20 minutes at 300 °C in air. An XPS depth-profile was 

obtained by alternating measurements and sputtering of the surface by Ar ions. A 

selection of the Fe-2p spectra with increasing sputtering time is shown in Fig. 4.6. 

The initial –not Ar ion etched- surface shows a Fe-2p spectrum with the Fe-2p3/2 

peak position around 711.3 eV and a satellite peak at around 720 eV, which is 

associated to the Fe3+ valence and therefore the chemical compound Fe2O3 oxide 
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[41,42]. After 20 minutes of etching the satellite at 720 eV vanished, but it 

reappears at 716 eV after 110 minutes. In the latter structure, where the Fe 2p3/2 

peak position also shifts towards 710.5 eV a structure containing Fe2+ valence is 

detected. A structure containing solely Fe2+, e.g. Wüstite (FeO), also shows a 

satellite at 715.5 eV, but also a main peak at 709.5 eV [41,42]. Magnetite (Fe3O4) 

has a main peak at 710.6 eV, but no clear satellite peak [41,42]. The clear spectrum 

after 345 minutes etching has a peak at 707.4 eV, which agrees very well to metallic 

Fe; it indicates that the oxide layer has been removed and the bulk/substrate is 

reached. Therefore it is clear that the spectrum from the surface matches very well 

to Fe2O3, and the spectrum at the end of the oxide layer to (bulk) metallic Fe, 

however in-between additional (satellite) peaks are observed which is an artefact 

of the argon ion etching, whereby Fe3+ is chemically reduced to Fe2+ and 

preferential sputtering of O can take place. It is demonstrated in [43] how an XPS 

spectrum can change by sputtering of pure Fe2O3, in which the first three stadia of 

the depth profile as seen in Fig. 4.6 can also be recognized. It is important to 

mention that the magnetite can be written as FeO.Fe2O3, however since Wüstite is 

only stable at a temperature above 550 °C [4], it is not likely to be present. Pure 

magnetite is an inverse spinel with divalent and trivalent Fe and describes as 

Fe3+(Fe3+Fe2+)O4 [44,45]. In contrast Chromite, FeCr2O4 is a normal spinel with 

Fe2+(Cr3+)2O4. Due to the relative abundance of Fe, it is more likely that Cr inhibited 

in the spinel will be present in an inverse spinel of Fe3+(Cr3+Fe2+)O4 [46]. It has 

been shown that XPS spectra can be deconvoluted to resolve the Fe-2p [47] spectra, 

but in this work they cannot provide a conclusive answer to the question which 

specific iron oxides are present in the core of the oxide layer as the oxides can 

contain both Fe2+ and Fe3+. Therefore, we turn to the quantitative information from 

the elemental distribution ratio. 
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Figure 4.6. Fe-2p XPS spectra after Ar etching for 0, 20, 110 210 and 345 minutes, 

from a specimen oxidized for 20 minutes at 300 °C. Observed is the transition from 

Fe3+ (0 min.) to fully metallic Fe (345 min.). 

 

 The normalized peak intensities as a function of the sputtering time for Fe, Cr 

and O, which are the three main elements found in the oxide layer, are plotted in 

Fig. 4.7. This elemental depth-profile is constructed by the summation of all 

valence peaks of each individual element, e.g. the full Fe-2p3/2 peak. No other 

elements were detected; except for carbon which is only present in small quantities 

in the carbides, grain boundaries and as contamination on the surface. At the initial 

oxide/gas interface (t=0 min.) a relative high concentration of oxygen is present. 

This can be due to carbon contamination, but it is also likely that hydroxide groups 

are present [48,49]. After 10 minutes of sputtering these hydroxide groups were 

removed. Up to t=100 min. the iron/oxygen ratio is about 40/60, indicating presence 

of the structure Fe2O3. The following decrease of O content and increase of Fe 

suggests a shift towards the inverse spinel Fe3O4. At t=160 min. a small peak of 

metallic Fe is noticed, which increases as the bulk is reached (see Fig. 4.6). The 

contribution of this peak increases the relative intensity of iron in Fig. 4.7, troubling 

the determination of iron oxide structure. Finally, a Cr enrichment peaking after 

300 minutes is observed, just before the substrate–oxide interphase. 
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 It must be noted that the XPS provides information over a depth of 5 - 10 nm. 

Therefore, acquired information from layers of specific oxide structures of only 

several nm thick, will be accompanied by signals from the surrounding layers. The 

lateral resolution is limited by the spot size of 600 μm in diameter. The retrieved 

signal contains therefore in our case the information of the surface of several 

thousands of grains. It is concluded that on average after heating at 300 °C the outer 

layer consist of Fe2O3, which is about 1/3 of the total oxide layer thickness. 

 

 

Figure 4.7. XPS depth profile of the surface, after tempering for 20 minutes at 

300 °C in air. The top layer (t=0-100 min.) consists mainly of iron oxide, 

presumably Fe2O3 with a Fe/O ratio of 40/60; a chromium enrichment is observed 

before bulk composition values are reached (t = 345 min.). The intensity of each 

element is the summation of all valence peaks. 
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4.3.2 Oxide structural composition 

 We have examined in detail the crystallography and crystal phases with XRD 

and GIXRD. Both X-ray methods give us global information about the 

crystallographic phases present, in contrast to the EBSD measurement which gives 

primarily local information. The crystallinity and texture of the substrate was 

measured with powder-XRD and was used as a reference measurement. For the 

phase and crystallinity information of the grown oxide layer we performed GIXRD 

measurements after short tempering, 20 minutes at 300 °C (yellow surface), and 

after long tempering procedure, oxidized up to 450 °C (purple surface) with the 

same treatment as oxidation step 5 in Table 4.1. The information depth was varied 

by changing the incident angles; we used three different incident angles 0.25°, 0.33° 

and 0.50° corresponding to an information depth of 18, 24 and 37 nm, respectively. 

 The GIXRD spectra for both specimens are shown in Fig. 4.8 for both the 

short tempered (yellow) and long tempered (purple) specimens with the 

corresponding crystal planes of the phases present. For the short tempered specimen 

the peak positions and intensities for the different depths are similar. However, 

small differences in peak intensities are observed for peak 1 and 3, whilst peak 2 

has a constant intensity. The inset in Fig. 4.8a is a magnification of peak 3 (near 

2θ=83º) and shows a clear increase of peak height with increasing incident angle. 

Peak 1 (near 2θ=45º) and peak 3 correspond to both the Febcc as well as the Fe3O4 

phase. Whilst both the (Fe-Cr)bcc substrate and the Fe3O4 give diffraction peaks at 

similar angles, by removing the background we observed that the peak positions 

agree better with Fe3O4 than the (Fe-Cr)bcc phase. Moreover, the relative peak 

intensity for the three peaks differs from the bulk measurement performed by 

powder XRD. This difference is in agreement with an additional magnetite top 

layer on the substrate. The normalized intensity peaks seen in the inset of Fig. 4.8a 

show an increase of the Fe3O4 fraction with decreasing incidence angle. It is 

therefore concluded that the measured oxide film is very thin and a large part of the 

information is measured from the oxide-substrate interface.  

 The GIXRD spectra reveal that the oxide layer of the purple surface is more 

developed compared to the short tempered yellow specimen due to the clear 

presence of crystalline Fe2O3 and Fe3O4 phases. Fig. 4.8b shows a more distinct 

change in diffraction spectrum with depth than the short tempered specimen with 

more peaks. Again, we observe a difference in the relative peak intensities for the 

peaks at 44.8, 65.2 and 82.5° 2*theta compared to the substrate measurement; 
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thereby confirming a magnetite layer. The additional peaks are all attributed to the 

formed hematite layer due to the extra oxidation steps. The hematite crystals grow 

according to a specific orientation relation on the crystalline magnetite surface 

therefore only specific hematite crystal planes are measured. Because the 

polycrystalline stainless steel substrate is highly crystallographic textured, some 

magnetite and hematite crystal orientations are more pronounced present than 

others, due to the orientation relationship (OR) between substrate and magnetite, 

and a second OR between the hematite grown on magnetite. These orientation 

relationships for a pure Fe system with its oxidation products was already 

demonstrated for single crystals in [50].  

 In our analysis of a polycrystalline Fe-Cr system several oxide phases were 

found; an overview is presented in Table 4.2. Cr can be present in the inverse spinel 

as well as Cr2O3 with the corundum hexagonal structure. These Cr containing 

phases have a similar diffraction spectrum as the iron oxide phases, however in the 

GIXRD results in this work the Cr phases show a worse agreement with the 

expected peak position than Fe3O4.and Fe2O3. Furthermore, considering the 

maximum information depth of 37 nm at an incidence angle of 0.5°, it is likely that 

the Cr-enriched layer close to the metal/oxide interphase (as seen in Fig. 4.7) is not 

reached. The total oxide thickness of a purple oxidized Fe specimen suggests a total 

oxide thickness of 59 – 72 nm [38,40]. With increasing angle of incidence, i.e. 

deeper in the oxide layer, we see that the intensity of the peaks corresponding to 

Fe3O4 (222) as well as Fe2O3 (211) decreases, and Fe2O3 (312) decreases 

significantly; the intensity of the peak corresponding to Fe2O3 (433) decreases and 

almost vanishes. 

 

Table 4.2. Phases found on oxidized polycrystalline Fe-Cr steel, as detected 

in Fig. 4.8. 

Phase Crystal plane || surface 

Fe-Crbcc (101); (200); (211) 

Fe3O4 (222); (400); (404); (444) 

Fe2O3 (211); (312); (332); (433) 
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Figure 4.8. Phase and crystallographic information of the top oxide layer 

measured by GIXRD at different incident angles (0.25°, 0.33° and 0.50°) which 

correspond with a maximum information depth of 18, 24 and 37 nm, respectively. 

(a) GIXRD spectrum for the yellow specimen. The composition up to a depth of 37 

nm has no significant change in layer composition. Moreover, the amounts of oxide 

products (magnetite and hematite) are hardly present at all. The inset shows a 

magnification of peak near 2θ=83º. (b) GIXRD spectrum for the purple specimen. 

The amount of oxide products (magnetite and hematite) are well detectable, 

however the amounts do not vary a lot. A significant difference in background 

signal is observable due to a change in the amorphous/crystalline ratio. 
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4.4 Discussion 

 For polycrystalline stainless steel we observed a similar build-up of the 

oxidation layer as found in Fe systems: the short tempered (yellow) specimen at 

300 °C, XPS results indicate both the outer hematite and inner magnetite layer. 

However, the GIXRD results show mainly the peaks of the {111} magnetite crystal 

planes, where also multiple peaks for hematite were expected. This suggests that 

magnetite with a {111} crystal plane parallel to the surface is the only magnetite 

which grows crystalline on the polycrystalline surface. The lack of detected 

hematite in the GIXRD results, despite the hematite outer layer found by XPS, is 

attributed to the non-epitaxial growth of the hematite on the {111} magnetite [50], 

as well as the possible amorphous state of hematite. Amorphous or nano-crystalline 

domains cannot be detected by GIXRD. 

 On the purple specimen, which was heated with a final temperature of 450 °C, 

both magnetite and hematite were detected by GIXRD, as summarized in Table 4.2. 

When we compare the crystallographic information to the results of oxidation of 

magnetite single crystals by Zhou et al. [50], as shown in Table 4.3; we conclude 

that the hematite phases found in this work correspond mainly to the oxidation 

products found on {111} magnetite. Similar to literature, after heating several hours 

at 450 °C, also a double layer was found, though with a very small top layer of 

hematite, compared to magnetite [32]. Also after continued heating, the magnetite 

sub-layer grew faster than the hematite top layer. 

 

Table 4.3. Iron oxide phases found on magnetite single crystals, from 

Zhou et al. [50]. 

Magnetite Fe3O4 Fe2O3 

(100) (400) (120); (132) 

(110) (220); (440) (-211) 

(111) (222); (444) (121); (132); (343) 

 

 Notwithstanding the importance of the oxidation process on the surface of 

complex materials as polycrystalline stainless steel rather scant literature was found 

on the detailed relationship between the crystallography and microstructure of the 

substrate. However, comparable work was performed to relate the crystallography 



Chapter 4 

 73 

of Fe based substrates with the thickness and crystallography of the oxidation 

products. 

 Vernon [3] showed that for pure Fe oxidized in air a double layer was formed 

of an inner magnetite and outer hematite layer at 200 °C. Zhou [50] studied the 

oxidation of magnetite at 300 °C; it was concluded that the formation of hematite 

on (100) and (111) magnetite was not epitaxial; for (110) magnetite it was unlikely 

to be epitaxial. The work as presented in literature raises the question whether the 

same relationship holds for Fe-Cr based systems and whether crystallography of 

the different layers can be related to each other. For single crystal magnetite 

specifically oriented hematite crystals form on the differently orientated crystal 

planes, as listed in Table 4.3. For temperatures above 600 °C the oxidation film 

consists of a mixture of iron oxides, where Wüstite, magnetite and hematite are 

present. A layer by layer growth is observed on polycrystalline Fe for a pressure of 

2x10-4 mbar at 500 °C, whilst for 700 °C island growth is observed due to Wüstite 

formation [51]. The question that arises for polycrystalline Fe-Cr steel is whether 

there is an orientation relationship (OR) between the substrate and the inner 

magnetite; and the magnetite and the outer hematite. Moreover, are there prevalent 

atomic planes which dominate the oxidation kinetics? 

 The oxidation rate on an α-Fe substrate depends on the crystal plane at the 

surface: in decreasing order of oxidation rate that is {001} > {111} > {011} > {320} 

[52,53], which is opposite to the results found on our polycrystalline stainless steel 

in phase II. A less dense packed crystal plane at the surface is more susceptible to 

oxidation than a dense packed plane, because diffusion from and into the substrate 

is more likely. It is shown for Fe at 500 °C  that planes with an higher atom density 

exhibit faster oxidation kinetics in the initial oxidation reaction [51]. The diffusion 

rate of Fe to the surface is around 1-2 x10-15 cm2/s [53]. For the case of iron, at 

250 °C and a low O2 pressure a pure magnetite layer is formed on all planes; whilst 

at 550 °C for a higher O2 pressure the oxidation film consists of an inner magnetite 

and outer hematite layer; the found OR for this layer was {001}Fe||{001}M||{114}H  

[54]. The growth rate of the hematite cap layer on the different magnetite planes 

(and therefore the oxidation speed) was ordered as (100) > (110) > (111) [50]. 

Therefore, the oxidation mechanism is not to be expected similar for polycrystalline 

stainless steel compared to iron. 

 Study on the initial oxidation at low pressures (~10-8 mbar) of Fe-Cr single 

crystals with chemical composition close to the material in this work gives us an 

insight in the influence of particular crystal planes at the surface when Cr is 
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involved. At room temperature oxidation starts with an initial Cr oxide layer 

followed by an iron oxide layer, whereby these thin oxide layers do not seem to 

have a “three-dimensional periodicity” [55]. If the oxidation takes place at 527 °C, 

also an initial Cr oxide layer is formed. The later formed iron oxide outer layer on 

the (100) crystal is a normal or inverse spinel-type phase with fcc symmetry, 

however no ordering is found on the (110) crystal [55].  

 It has to be emphasized that the magnetite layer does not grow directly on the 

Fe-Cr stainless steel, but rather on the passive layer present prior to the tempering 

treatment. This new finding for the Fe-Cr steel is a major difference compared to a 

Fe-system. As indicated by the XPS profile in Fig. 4.7, the passive layer is an 

(Fe,Cr)-oxide which is too thin to be detected by SEM, EBSD and GIXRD. 

Moreover, FeOOH could be present at the start of the tempering treatments, which 

decomposes to form Fe2O3 with increasing temperature. 

 Magnetite has the inverse spinel structure at low temperatures with an fcc 

oxygen sub-lattice structure. This means that all ions of Fe2+ valence and half of the 

Fe3+ occupy the octahedral sites and half of the Fe3+ occupy the tetrahedral 

sites [44,45]. Magnetite {111} planes therefore consist of octahedral and mixed 

octahedral/tetrahedral located atoms along the <111> directions. A relationship 

between oxidation rate and dense packed planes can be retrieved, namely that more 

dense packed planes are more susceptible for oxidation. Magnetite has a Verwey 

transition around -153 °C, above this temperature it will act as a half metal with 

mobile electrons. Therefore it is treated as one type of Fe without valence difference 

and their behavior is considered identical [56,57].  

 The attributed mechanism for oxidization of magnetite is mainly diffusion of 

iron cations by Zhou et al. [50], in which the diffusion constant is greater for <100> 

than along <110> and <111> directions. In contrast, our observation is that at 

temperatures < 400 °C the oxidation rate for the different crystal planes of the Fe-Cr 

substrate are in an increasing order {001} < {111}&{110}, which would mean that 

the dense packed planes are more susceptible to oxidation. Pöter et al. [51] showed 

that in the initial oxidation phase diffusion of cations from the bulk through the 

oxidation layer is faster than oxygen from the gas phase to the metal phase. For 

higher temperatures, (which generally increases diffusion), we observed a further 

distinction between oxidation rate and crystal planes of the substrate: 

{001} < {111} < {110}. Given that the OR in Table 4.4 is correct and due to the 

presence of the magnetite layer on the substrate at temperatures > 400 °C, the 
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following relation of oxidation rate and crystal planes of the magnetite can be 

deducted: {001} < {210} < {111},  which agrees with our GIXRD results.  

 For the diffusion of Fe towards the surface, the respective diffusion constant 

through the different oxide products, magnetite and hematite, is of great 

importance. However, also the vacancies present in the oxidation product play a 

crucial role [58]. 

 

Table 4.4. Orientation relationship between an α-Fe substrate and magnetite layer 

as well as a magnetite substrate and a hematite layer, from [53]. 

α-Fe Magnetite Hematite 

{001}<010> {001}<110> {114} 

{011}<100> {111}<110> {001}<100> 

{111}<011> {210}<100> {211} 

 

 The oxidation of polycrystalline Fe-Cr reveals a clear distinction between 

{100}, which is less oxidized, and {111} & {110} crystal planes, as shown in 

Fig. 4.2. For the initial oxidation of an Febcc substrate, as summarized in [5], the 

adsorption of oxygen at room temperature results in faster oxidation on the more 

open Fe{111} surface. When oxidation proceeds, ordered phases on Fe{100} and 

Fe{110} are formed [5]. However, for unknown reasons the presence of Cr seems 

to cause an ordered oxide on Fe-Cr{100} and not on Fe-Cr{101} [55].  

 The initial oxidation in our polycrystalline material at a temperature below 

400 °C seems a steady diffusion of cations through the spinel/magnetite layer, as 

schematically shown in Fig. 4.9. Oxidation seems to be controlled by bulk 

diffusion. The main argument here is that if transport of ions would occur 

predominantly along the grain boundaries, a thicker oxide on the grain boundaries 

would be present. Also lateral growth of the oxide from the boundaries on the grains 

would take place: phenomena which were not observed in Fig. 4.2. On the contrary, 

the individual grains possess a very uniform colour contrast and brightness, an 

indication of a uniform oxide layer. A process which is changing when the 

temperature is increased towards 450 °C: a non-regular grain decoration is started 

to be seen, with possible iron oxide substructures, not corresponding to grain 

boundaries. 

 On the base of the above presented results and discussion we propose the 

following physical picture. At temperatures above 200 °C the diffusion speed of 
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cations is promoted. Fe is diffusing faster through the non-structured magnetite 

layer on Fe-Cr{101} and Fe-Cr{111} compared to more difficult traveling through 

ordered structures on Fe-Cr{100}.  

 

  

Figure 4.9. Schematic representation of the growth of the oxide layer on Fe-Cr 

steel. Left: passive layer in the order of several nanometres prior to heat treatment. 

Right: iron cation diffusion and increasing oxide thickness towards tenths of 

nanometres during a heat treatment in air. 

 

 It could be argued that the systems on single crystals studied in literature may 

apply to describe the system of a polycrystalline alloy. Surprisingly the 

polycrystalline structure oxidized in a uniform way per grain orientation, where for 

the first oxidation stage the oxide growth direction was normal to the surface. This 

allowed for a multi “single crystal” approach where results obtained for single 

crystals in literature contributed to the understanding of the oxide structure per 

grain. It is observed that due to the alloying with Cr, the ORs between the substrate 

and magnetite are not identical compared to a system with a pure iron substrate. It 

is, however, the addition of Cr which is beneficial to the corrosion resistance by 

suppression of ion diffusion. Since the start of this process by Faraday, Stodart and 

Bertier almost 200 years ago, research on this topic expanded from a pure chemical 

approach to an approach where the material crystallography is central. Considering 

experimental conditions representing industrial conditions, this Chapter is aimed to 

the understanding of bulk processes on nano- and micro level, hence bridging the 

gap between metallurgy, microstructural analysis and the onset of corrosion. 
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4.5 Conclusions 

The major conclusions are the following:  

There is a bulk grain crystal orientation – oxidation progression relationship for 

polycrystalline Fe-Cr steel. The driving factor is the diffusion constant, which is 

influenced by temperature. The different oxidation processes change gradually 

whereby the first stage is mainly present up to 350 °C, second stage is most 

pronounced at 450 °C. 

- At the start of oxidation the surface oxidation is decomposed in {001} 

lacking behind of {111} & {101} planes: {001} < {111} & {101}. 

- The second stage of oxidation is split into a threefold system with 

{001} planes still lacking behind, but {101} progress faster than {111}: 

{001} < {111} < {101}. 

 The oxide layer consists of a crystalline magnetite inner, and hematite outer 

sublayers.  

 The order of oxidation progression i.e. {001} < {111} & {101}, has not been 

reported in literature. In fact for a Fe based system, {001} is found to have the 

relative highest oxidation progression, as opposed to results of this work for a Fe-Cr 

alloy. 
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Chapter 5  

Phase transformation characteristics 

 This Chapter presents the results obtained with in-situ high temperature 

electron-back scatter diffraction (HT-EBSD). We concentrate on the dynamics of 

interphase boundary motion during transformations. HT EBSD was employed to 

study the ferrite-austenite-ferrite transformation in low carbon steel. A novel 

method was designed to derive the velocity of the interphase boundaries from the 

EBSD phase maps. It is concluded that the motion of the transformation front 

occurs in a jerky-type motion, i.e. not continuous in time on a microscale, as the 

Johnson-Mehl-Avrami-Kolmogorov (JMAK) equation would predict on the macro-

scale. As development of material science seems to proceed in a jerky type motion, 

so does the interphase boundary. 

5.1 Introduction 

 Many laws in phenomenological materials physics are based on the concept 

that a constant force or driving force will lead to a response which is constant in 

time. In fact, the entire framework of solid mechanics, founded by Isaac Newton 

himself, is based on this principle. For example, a constant force per unit of area 

will lead to a particular deformation response everywhere and at any time in the 

material; also, a constant driving force will lead to a certain velocity at each point 

of an interface and to recrystallization and transformation kinetics well described 

by various phenomenological models. In this Chapter 5 we concentrate on the 

dynamics of phase transformations in time as a function of temperature. The 

Russian mathematician Kolmogorov and American metallurgists Johnson, Mehl 
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and Avrami independently formulated the first mathematical descriptions of 

isothermal solid-state phase transformation kinetics [1] for the fraction of 

transformed volume f: 

 𝑓 = 1 − exp(−𝑘𝑡𝑛), (5.1) 

where k and n are time-independent constants for a particular reaction. Note that k 

cannot be considered a frequency factor as its unit depends on the value of the 

exponent n. In fact it would be better to formulate the exponent as (kt)n with k is 

per unit of s-1. Nevertheless, this modification will not affect the analysis as 

Eq. (5.1) is developed for a constant value of n. The resulting model is nowadays 

known as the Johnson-Mehl-Avrami-Kolmogorov (JMAK) equation. 

 More important is to realize that those three essentially equivalent models 

predict the volume fraction f converted as a function of time t in a very large 

specimen, i.e. boundary effects are ignored and it follows that crystallites nucleate 

homogeneously throughout the bulk and grow at a constant rate under interfacial 

control. These models represent the kinetics of a solid state phase transformation 

as a process of nucleation and growth of a product phase at the expense of the parent 

phase. The original approach is only valid for random homogeneous nucleation and 

isotropic growth, but in a modified form it was shown to be applicable for 

continuous cooling [2] and heterogeneous nucleation [3]. The most important 

concept in these latter models is that of extended volume, i.e. the volume of the 

new phase that would have been formed if there is no interference from other nuclei.  

 Nevertheless, this concept has been used very successfully but it breaks down 

under critical examination, for non-diffusional transformation or under thin film 

conditions. Also, in recent times it has been demonstrated convincingly, albeit not 

systematically, that in many situations of phase transformations such a simple 

Newtonian concept does not apply and possibly interfaces do not move continuous 

in time but in a jerky-type fashion, i.e. not in accordance with Eq. (5.1) when 

downsizing the observations to a smaller scale. It should be pointed out that the 

experimental conditions required to observe jerky-type motion are utmost 

demanding since criteria of high spatial and time resolution have to be met. It is 

therefore not surprising that the details of the jerky nature of the transformation has 

gone unnoticed for a long time. With the novel developments in instrumentation it 

is relevant to revisit the JMAK equation again and ask the question whether and 

when it will break down and at which length scales? Recent evolution of this setup 

on the speed of in-situ signal processing, allows us to study the dynamics of phase 
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changes with an enhanced temporal resolution. In our work we combine a heating 

stage and electron-back scattering diffraction (EBSD), resulting in in-situ scanning 

electron microscopy (SEM) observations of microstructural changes [4–8].  

 To test the hypothesis that JMAK will break down we concentrated on ferrite-

austenite phase transformations in steel. New generations such as Dual-Phase, 

TRIP and TWIP achieve mechanical properties from particular mixing of e.g. 

austenite and ferrite. Therefore, theoretical tools to investigate and predict the 

transformation interfaces have become increasingly important and with increasing 

complexity the need to validate the kinetics increases. In addition, in-situ 

observations of dynamics provide necessary physical insight into the nature of 

transformations.  

 In most of the theoretical approaches an interface is reduced to a mathematical 

surface, characterized with variables and parameters as interface thickness, trans-

interface diffusivity and interface binding energy [9]. The speed of phase boundary 

movement in steel has been reviewed by several authors with in-situ experimental 

techniques as optical microscopy [10], confocal laser microscopy [11] and 

dilatometry [12,13]. As every applied technique has its own unique advantage with 

respect to imaging speed, field of view or sampling volume, information on the 

crystal orientation cannot be retrieved simultaneously. In the work presented here, 

we make use of the strength of EBSD to accurately determine the phase front within 

sub-micron error, combined with the measured crystal orientation of the parent and 

daughter grains. This allows in-situ observation of nucleation and phase front 

movement, followed by reverse transformation, i.e. from ferrite to austenite and 

back to ferrite. For all the microscopy techniques listed above, including EBSD, 

the derived phase boundary velocity is that of the free surface of the sample; and 

limited to a 2D projection of the (3D-) phase boundary. 

 In particular, we concentrate on the nucleation of a new phase and the mobility 

of the interphase boundary during transformation. The experimental method to 

perform EBSD at high temperatures is presented, together with a novel analytical 

technique to quantify interphase boundary movement. 

The material selected for this in-situ investigation is steel of grade S355, with 

specifications of chemical composition: maximum 0.24 wt.% C and a maximum of 

1.6 wt.% Mn. Energy-dispersive X-ray spectroscopy (EDS) measurements showed 

a composition containing Carbon, 0.94 wt.% Mn and 0.4 wt.% Si. The onset of 

transformation to austenite can be expected at 750 ± 10 °C (Ac1), and should be 

completed around 911 ± 10 °C (Ac3) [14]. 
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5.2 Nucleation of austenite 

In-situ observed nucleation of austenitic phase is shown in Fig. 5.1. 

Nucleation was seen occurring either at quadruple junctions or on grain boundaries. 

Solid (blue) circle indicates nucleation at junctions and dotted (blue) circle points 

at grain-boundary nucleation.  

The ratio of the energy barrier for heterogeneous nucleation to the energy 

barrier for homogeneous nucleation can be represented by a so-called shape 

factor [15]. With a conservative estimation value of 0.8 J/m2 [16] for the austenite-

ferrite phase boundary energy, and 1.11 J/m2 [17] for the ferrite-ferrite phase 

boundary (pure Fe), calculation leads to a value for the ratio of 0.13 and 0.03 for 

nucleation on grain boundary and junction, respectively. A lower value of 0.6 J/m2 

[15] compared to 0.8 J/m2 for the austenite-ferrite phase boundary energy, results 

in even lower ratios. In other words: it means that the barrier for heterogeneous 

nucleation would be approximately 8 or 33 times lower than for homogeneous 

nucleation. As expected, ratios of these magnitudes make homogeneous nucleation 

very unlikely and heterogeneous nucleation at junctions are preferred over 

heterogeneous nucleation at grain-boundaries.  

This specimen was heated from 650 °C with a rate of 3 °C/min, whereby 

the first austenite grains were detected at 840 °C. Since a relatively small area is 

considered, the transformation could have started earlier, somewhere outside the 

observed area. The majority of the grains was seen to have the Kurdjumov-Sachs 

Orientation Relationship (K-S OR) with at least one neighboring ferrite grain: 

(111)𝑓𝑐𝑐  || (110)𝑏𝑐𝑐; [011]𝑓𝑐𝑐  || [111]𝑏𝑐𝑐. This is due to the lower nucleation 

barrier for the formation of grains with special orientation relationships. This 

observation is in line with the observations of the ferrite-austenite phase 

transformation in Fe-Ni alloys, where both the Kurdjumov-Sachs and Nishiyama-

Wasserman (111)𝑓𝑐𝑐 || (110)𝑏𝑐𝑐; [011]𝑓𝑐𝑐  || [001]𝑏𝑐𝑐 OR were observed [4,8] 

and EBSD observations of low carbon steel, where the Kurdjumov-Sachs OR 

dominated [18]. In the work presented here the growth was also observed to be 

mainly into ferrite grains, for which the austenite grains did not have the K-S OR. 

The nucleated grains were seen to prefer first to grow along grain boundaries, 

before encountering other austenite grains and junction and growing into ferrite 

grains. 
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Figure 5.1. Heating from 650 °C with 3 °C/min. Phase OIM map from the same 

area: a) at 687 °C with ferrite (red) and austenite (green) grains; b) at 840 °C 

nucleation of new austenite grains. Highlighting shows nucleation at junctions 

(solid blue circle) and grain boundaries (dashed blue circle). Black lines indicate 

boundaries with misorientation angle > 5°. The bold yellow line indicates 

interphase boundaries that fulfill the Kurdjumov-Sachs orientation relationship. 

5.2.1 Hesitating phase transformation 

In another experiment the sample was heated to 800 °C with 10 °C/min, 

followed by heating to 820 °C with 2 °C/min. Austenite grains were already visible 

on the first scan at 700°C, and at 750 °C three more austenite grains had nucleated. 

A large amount of ferrite grain recrystallization was observed at 814 °C, as shown 

in Fig. 5.2. Instead of new austenite grain nucleation, the size of two of the austenite 

grains had decreased and one of these grains disappeared. The driving force for 

recrystallization seems to have increased during the heating. The reverse 

transformation can be assisted by a change in the carbon gradient. Carbon diffusion 

from the phase boundary into the austenite grain can cause a local carbon depletion 

zone. The drop in carbon concentration in this binary interphase temperature range, 

makes the ferrite phase more favorable. 
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Figure 5.2. Phase OIM maps from the same area of specimen heated to 800 °C with 

10 °C/min, followed by heating to 820 °C with 2 °C/min. a): Map at 750 °C showing 

ferrite (red) and austenite (green). b): At 814 °C recrystallization of parent ferrite 

grains, and reverse transformation of the initial austenite grains to ferrite. Black 

lines indicate boundaries with misorientation angle > 5°. The bold yellow line 

indicates interphase boundaries that fulfill the Kurdjumov-Sachs orientation 

relationship. 

 

On a third specimen the first nucleation was noticed at 895 °C. Together with 

the previous observations, i.e. transformation at 840 °C and below 700 °C, it can 

be concluded that surface transformation deviates from the expected bulk 

transformation temperatures. These starting temperatures are probably influenced 

by the history of the material such as heating ramp and holding time at certain 

temperatures, and the presence of a high-energy interface at the extreme surface. 

5.3 Velocity of moving interphases 

 The strength of EBSD is the accurate determination of the phase front within 

sub-micron error, combined with the measured crystal orientation of the parent and 

daughter grains. In this work a novel analytical method was developed to derive the 

velocity of the phase interface from the EBSD phase maps. In this method partly 

transparent phase maps were first overlaid in such a way that the junctions in the 

consecutive maps were approximately at the same position. The position of a 

relative straight phase boundary, which was often found between two junctions, is 

determined by the average of two parallel straight lines which constrain the most 
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forward and backward position of the interphase boundary. The technique is 

schematically demonstrated in Fig. 5.3, where the dashed line represents the 

average interphase boundary position. The operation was repeated for each 

successive map, whereby all new lines were drawn parallel to the initial phase 

boundary. The absolute differences between the average phase boundary positions 

are representing the boundary position evolution in time. In this way the dynamic 

behavior could be monitored for the time intervals where these boundaries 

remained near straight, with a clear growing direction. 

 

 

Figure 5.3. Interphase boundary position determination on two overlaid successive 

maps. In schematic form on the right side: t0 is the initial boundary position, defined 

as the average of the difference between parallel lines a and b. 

5.3.1 Velocity of growth front during heating 

We applied the aforementioned novel method for interphase boundary 

position determination on austenite grains, which had different misorientations with 

respect to the ferrite parent grain. These misorientations and growth directions are 

indicated in Fig. 5.4. The obtained interphase boundary position as a function of 

time is shown in Fig. 5.5. The average velocity during this trajectory is listed in 

Table 5.1. The 48° misorientation interphase boundary moved with almost equal 

distance on every consecutive map, resulting in an average speed of 4.0 ± 0.2 nm/s. 

Then it made a sudden jump between two scans, as Fig. 5.4 b) shows. It is possible 

to give an estimate of the lower limit of this jerky motion jump of 40 - 90 nm/s.  
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Figure 5.4. Heating from 820 °C with 1.5 °C/min. Overlaid phase maps for a) early 

stage of transformation at around 835 °C, and b) nearly full transformed around 

847 °C. Ferrite displayed in red and austenite grains in green. Growth directions 

are indicated by the black arrows, together with the grain misorientation angles.  

 

 

 

Figure 5.5. Interphase boundary motion during heating with 0.5 °C/min for several 

interphase boundary angles. 
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Table 5.1. Average speed of the interphase boundary during heating with 

0.5 °C/min, for several parent-daughter interphase boundary angles as indicated 

in Fig. 5.5.  

Misorientation 

( ̊ ) (± 0.5) 

Average speed (nm/s) 

48 4.0 ± 0.2 

46 a 1.5 ± 0.2 

46 b 3.3 ± 0.2 

42 2.5 ± 0.2 

41 1.4 ± 0.2 

 

For the determination of the velocity of the interphase boundary, the 

position of the boundary itself was averaged. As illustrated in Fig. 5.2, the boundary 

is not straight. When the interphase boundary shifts, it does not maintain a similar 

waviness and roughness. Fig. 5.6 shows the evolution of the interphase boundary 

shape. Clearly rough and wavy fronts as in a) c) f) can be discriminated from 

relatively straight ones like e) and g). 

 

Figure 5.6. Snapshots of a ferrite-austenite phase front as it propagates trough the 

ferrite parent grain (red). The time between the snapshots is 85 seconds, while a 

heating ramp of 0.5 °C/min was applied. Frame a) is taken at 831 °C; i) at 838 °C.  

 

Besides the crystal orientation, interphase boundary movement and 

roughness, also the phase fractions as a function of time can be determined from 

the EBSD maps. The increase of the fraction of austenite during heating with 0.5 

and 1.5 °C/min, is shown in Fig. 5.7.  

Using the general mathematical form of the JMAK equation of Eq. (5.1) 

the reaction rate indicated by factor n can be derived by the determination of the 
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slope of ln [ -ln (1 – f(t)) ] vs. ln (t). A value of n = 4.8 ± 0.1 was found for heating 

with 1.5 °C/min. However, two stages of growth with different speeds were 

observed when heating with 0.5 °C/min. First stage n = 1.39 ± 0.03, and second 

stage n = 4.5 ± 0.1. Below 840 °C the main contribution to the increase of the 

austenite fraction is due to the fact that an existing austenite grain extends along the 

grain boundary. The jump in fraction of austenite at 840 °C (time = 35 minutes) 

corresponds to the rapid interphase boundary movement of the grain with 48° 

misorientation at the top left of Fig. 5.4. This event also marks the onset of the 

second stage of transformation with higher reaction rate. The contribution to the 

fraction of this second stage is a summation of both steady growth and boundary 

jumps. Steady growth and jumps were also observed for heating with 1.5 °C/min, 

however this did not result in two stages of growth in the austenite fraction. The 

higher reaction rate and the limited temporal resolution, already disables to 

visualize the individual contribution of the two processes. 

 

 

Figure 5.7. Austenite fraction versus time shows JMAK behavior for heating with 

1.5 °C/min, and two-stage transformation behavior for heating with 0.5 °C/min. 
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5.3.2 Velocity of growth front during cooling 

A fully austenitic sample was cooled from 860 °C with a cooling rate of 

1 °C/min. The first ferrite was observed at 801.7 °C. The decreasing fraction of 

austenite during cooling also shows JMAK behavior. The absolute value of 

n = 18.7 ± 0.6 is much larger compared to the found value of n = 4.8 ± 0.1 for 

heating with 1.5 °C/min. Although the temperature ramp is smaller, the back 

transformation from austenite to ferrite is much faster. Nucleation of the ferrite 

grains occurred outside the scan area. The first two incoming grains moved along 

the austenite grain boundary, similar as interphase growth during heating. At 

783 °C a ferritic grain is penetrating the center of an austenitic grain, as shown in 

Fig. 5.8, for which jerky motion was observed. The mean velocity was ranging 

between 5.0 ± 0.2 and 6.4 ± 0.2 nm/s (Table 5.2). The precise dynamics of this 

accelerated stage could not be observed due to limited number of scans. Estimation 

of the lower limit of the speed yields about 130 nm/s. It is concluded that jerky 

motion is thus also observed during cooling. 

 

 
Figure 5.8. Growth of ferrite (red) into parent austenite (green) grain. Directions 

are indicated by the white arrows together with the interphase boundary 

misorientation angles. Jerky motion downwards with about 130 nm/s. Cooling from 

860 °C with 1 °C/min, the first ferrite was observed at 802 °C. 
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Table 5.2. Average speed of the interphase boundary during cooling with 

1 °C/min, for several parent-daughter interphase boundary angles. 

Misorientation 

( ̊ ) (± 0.5) 

Average speed (nm/s) 

38 6.4 ± 0.2 

37 5.0 ± 0.2 

5.3.3 Velocity of interphase front at constant temperature 

In the aforementioned experiments the temperature was increased at 

constant rate (isochronal) in order to reveal the nucleation sites and dynamics of 

interphase growth. The following isothermal experiment was performed to study 

these phenomena in quasi-static conditions.  

The specimen was heated up and kept at 820 °C for 20 minutes. Thereafter 

heating continued to 840 °C with 0.5 °C/min. First small changes started to occur 

at 835 °C. Although a new grain nucleated between 830 °C and 835 °C, very little 

growth took place in the following 37 minutes afterwards. Austenitic grain growth 

became more pronounced at 840 °C. Two new grains nucleated, one after 

17 minutes and one after 25 minutes. As observed before, expansion of the 

austenite phase took place mostly along the grain boundaries. At this temperature 

a ferrite grain became surrounded by austenite grains. As shown in Fig. 5.9, the 

austenite grains grew radial inwards with small steps. Often a step was formed on 

the interphase boundary, followed by boundary growth along the step 

(demonstrated in Fig. 5.9, c) - e) ). On a few occasions also reverse transformation 

took place along the same step, to be succeeded again by ferrite-austenite 

transformation. The mean velocity of the inwards moving interphase boundary 

ranged between 0.4 ± 0.2 and 1.7 ± 0.3 nm/s, as displayed in Table 5.3. No clear 

correlation can be seen between the average velocity and the misorientation 

between the parent-daughter interphase boundaries. It was observed that twin 

daughter fractions grew slightly faster.  

A new grain nucleated on a grain-boundary while heating to 845 °C. This 

grain had the K-S OR with the ferrite grain on one side of the nucleus, but grew 

mostly in the direction opposite to this OR in the ferrite grain on the opposite side 

which did not have the K-S OR. As expected the incoherent interphase boundary 

which does not have the K-S OR, provides a greater driving force to move this 
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interphase boundary at a higher mean velocity, than the semi-coherent K-S OR 

boundary. 

 

 

Figure 5.9. a) Overlaid [001] inverse pole figure maps indicating interphase 

boundary growing directions and boundary misorientation at a constant 

temperature of 840 °C. The large grain in the center is ferritic, and surrounded by 

new austenite grains. b) Ledge step ξα equal to scan step size of 0.75 µm, and ledge 

correlation length 𝜉𝑙
𝜅. c), d), e): Section of the 49° interphase boundary at 840 °C, 

time between scans is 65 seconds. Recorded expansion of the interphase boundary 

ledge along 𝜉𝑙
𝜅 with two steps of 1.5 µm. 

 

Table 5.3. Average speed of the interphase boundary at constant temperature of 

840 °C, for several parent-daughter interphase boundary angles. 

Misorientation 

( ̊ ) (± 0.5) 

Average speed (nm/s) 

54 0.4 ± 0.2 

53 1.7 ± 0.2 

49 1.5 ± 0.2 

48 1.4 ± 0.2 
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5.4 Phase transformation memory* 

So far, we studied phase transformations during one thermal cycle per 

sample. Nucleation of a new phase to the the full phase transformation can span 

easily 50-100 °C, as seen in Sections 5.2 & 5.3. Low heating and cooling rates in 

the order of 1 °C/min have been used to be able to study the phase change in a 

controlled mode. Multiple heating cycles can be performed on the same sample, 

but would be very time consuming. In order to continually study migration of the 

interfaces, the recently introduced cyclic partial phase transformation (CPPT) 

approach [19] can be folowed. In a CPPT route, the temperature is cycled in such 

a manner that both α and γ phases are present. The transformation proceeds with 

back-and-forth migration of α/γ interfaces. Using this approach, a so-called 

‘stagnant stage’ is reached. Depending on the composition of the material (i.e. the 

amount of Mn), this stagnant stage can span only several tens of °C. The material 

selected for the following experiment is a medium Mn steel with a nominal 

composition of Fe-0.056C-2.0Mn (wt.%). 

Following the procedure of the previous sections, the initial ferritic steel is 

heated inside the electron microscope. After the first phase transformation, the 

specimen is kept in the stagnant stage. In this stage, the temperature is cyclically 

increased and decreased with a slow rate of 1 °C/min. within a temperature interval 

< 30 °C. Within this interval, the temperature was brought up until the 

microstructure was fully austenitic. During cooling down a mix of ferritic and 

austenitic grains was obtained. With further cooling the fraction of ferrite increased 

until all austenite was transformed. Thereafter the sample was heated and the 

inverse took place, i.e. the fraction of austenite increased. This cycle was repeated 

six times. The obtained microstructure at each end of the temperature interval, i.e. 

fully ferritic are austenitic, is shown in Fig. 5.10. The map on the left of Fig. 5.10a 

shows the IPF map of ferrite at 800 °C. As the map size is 200x100 µm2, it can be 

seen that the grains have a size in the order of 20 µm. Upon further heating to 

814 °C, a full austenite structure is obtained with grains ranging from 20 to 100 µm 

(Fig. 5.10a, right). After back transformation to ferrite, we see the ferritic grains 

have become courser, with grain sizes in the order of 20 to 60 µm. Coursening of 

the microstructure during a heating is a common behavior, as the history of the 

starting microstructure (obtained during the steel manufacturing process) is erased. 

                                                      
* The work presented in Section 5.4 is part of a collaboration with the TU Delft, and will therefore 

also be placed in the PhD-thesis of Hussein Farahani. 
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 Apart from the grain size, we observe that the transformation to austenite 

after each cycle leads to an almost identical microstructure. One can see that the 

same grain dimensions, crystal orientations and also twin boundaries return, even 

after the 6th transformation cycle (Fig. 5.10f, right). The twins are observed in 

austenitic phase, e.g. in the pink grain on the right side of the map, by the 

characteristic double straight boundaries with identical misorientations. The ferritic 

microstructure is more subject to variations, although almost the same 

microstructure is observed at the 4th and 5th transformation cycle (Fig. 5.10 d) and 

e), left).  

The origin of this ‘phase transformation memory’ is not known yet. To our 

knowledge, this behavior has not been reported in literature. As we have discussed 

in the previous sections, the two phases can have a coupling through orientation 

relationships such as the Kurdjumov-Sachs or e.g. Nishiyama-Wasserman. 

However during the phase transformation from austenite to ferrite, the 

microstructure is altered: during the occurring ferrtic grain coarsening, the 

information of the austenitic grain structure should disappear. The origin of the 

transformation memory might be found in the chemical composition of this steel. 

The fair amount of 2% of Mn could play an active role during the transformation. 

It is known that the Mn can have a pinning effect on the phase boundary [20–23]. 

We hypothesize that the Mn, perhaps together with remaining C, resides on the 

grain boundaries of the austenitic microstructure. Upon transformation to ferrite, 

the mobility of the phase boundary might be higher than the Mn. The phase 

boundary might move along, leaving enrichments of Mn in the new ferritic 

microstructure. During back transformation to austenite, the Mn enrichments can 

determine the boundaries of the new formed austenite grains.  
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Figure 5.10. [001] Inverse Pole Figure combined with image quality maps made 

in-situ from the same area during cyclic heating. a) 800 °C ferrite (F), 814 °C 

austenite (A); b) 797 °C (F), 830 °C (A); c) 813 (F), 832 (A); d) 806 (F), 833 (A); 

e) 829 (F), 839 (A); f) 819 (F), 838 (A). Map size is 200x100 µm2. 

110 001 
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5.5 Details on grain-boundary and heterophase mobility 

The importance of interfaces, either grain-boundaries or heterophase 

interfaces is determined primarily by their inherent inhomogeneity, i.e. the fact that 

physical and chemical properties may change dramatically at or near the interface 

itself. As a result of these sharp gradients an isotropic bulk solid may change locally 

into a highly anisotropic medium. Interfaces between different crystallographic 

structures or different bonding, such as those between metals and carbides, are of a 

special kind. Experimental and theoretical work has been carried out in recent years 

on model systems to understand the static structure of these interfaces. These 

model systems are usually well-defined simple interfaces, which are boundaries 

with known orientation, high symmetry, between simple, known constituents. The 

hope is that general concepts governing adhesion, structure, chemistry, mechanical 

behavior, and their interdependence can be elucidated. 

 Boundary phenomena usually take place in a very narrow region, of the 

order of a few nanometers where the two grains meet. For this reason the structure 

of grain boundaries has been investigated extensively in the last decade, both 

experimentally and with the help of computer simulations. Such calculations 

contributed very significantly to our understanding of general features of grain 

boundary structure even though they were usually made using pair-potentials. 

While this is a crude approximation for most materials, significant results of these 

studies have often been found to be very little dependent on interatomic forces used 

and are common either to whole classes of materials or certain types of grain 

boundaries (for reviews see [24]).  

One general result of this type is the structural unit model which relates 

structures of boundaries corresponding to different misorientations of the grains. 

The model was originally developed for periodic tilt boundaries. It was later 

extended to twist boundaries [25] and was generalized to non-periodic irrational tilt 

grain boundaries [26]. In the case of special boundaries the structures are composed 

of mixtures of different structural elements, and described in displacement- shift-

complete (DSC) dislocations related to the coincidence site lattice (CSL). We will 

come back to CSLs later.  

 We have to admit that almost all these studies concentrate on the static 

structure of 2D defects whereas most of the properties of materials depend on the 

dynamic and kinetic behavior of defects. With the advent of in situ electron 

microscopy the field extended significantly into kinetics and dynamic studies of 
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interface mobilities, mainly focusing on recrystallization and annealing in single 

phase systems. In any polycrystalline material junctions between grain-boundaries 

are one of the most prominent defects and a relevant question is whether these 

defects are controlling the overall grain-growth phenomenon upon e.g. annealing 

and recrystallization. However, such a study will become even more exciting if also 

phase transformations are involved since the interplay between junctions and grain-

boundaries may affect the kinetics of nucleation and growth of phases and grains.  

Interestingly enough the system under study in this chapter comprises both 

the important defects of grain-boundaries and of heterophase interfaces with 

junctions and here we study the mutual correlations through in situ scanning 

electron microscopy. In a 3-D arrangement of grains we may distinguish in total 3 

topological defects, i.e. besides the grain-boundary plane we have triple lines and 

even quadruple points where four grains meet. These defects are indicated in 

Fig. 5.11 taken from the paper by R. Phelan and Dennis Weaire ‘the Kelvin 

problem’ [27], also published as ‘Cellular Structures in Three Dimensions’ [28].  

 

 

Figure 5.11. Examples of possible polycrystalline structures, reproduced from 

R. Phelan and Dennis Weaire ‘the Kelvin problem’ [27], also published as 

‘Cellular Structures in Three Dimensions’ [28]. 

 

In our work, dealing with kinetics and dynamics, triple lines are in particular 

of interest since movements of boundaries due to phase transformations and grain-

growth occur along the line of intersection of the boundaries, which are called 

‘triple lines’. Obviously there exists a large variety and broad distribution of the 



Chapter 5 

 101 

geometrical details of a triple line. This is so due to the geometrical  degrees of 

freedom to construct a topological defect like a grain-boundary or a heterophase 

interface.  

In total a grain-boundary has 5 degrees of freedom (3 rotations, plus 2 from 

the boundary plane normal). For a heterophase interface we might even add another 

set of 2 variables, i.e. making it in total 7 degrees of freedom, reflecting 

translational expansions/contractions along and perpendicular to the interface 

plane. As a consequence of all these degrees of freedom, a triple line is defined at 

least by 12 independent geometrical parameters whereas a heterophase interface 

needs 18 for a complete characterization. Even more impressive, a quadruple point 

requires at least 21 independent geometrical parameters for a full characterization 

in a point where 4 triple lines, 4 grains and 6 boundaries meet. These considerations 

show that a full characterization of these topological defects seems to be hardly 

feasible by any electron microscopy technique producing only a project view in 2D. 

A major drawback in the following is in particular the uncertainty about the 

geometrical/crystallographic details about the various interface planes making up 

the junctions. Focused Ion Beam – FIB [29] may help to reveal the 3D configuration 

to a certain extent but not under dynamic in situ conditions of moving boundaries, 

i.e. only as a post-mortem technique.  

Let’s turn what these in situ experiments have shown us. In Fig. 5.12.we 

see the growth of austenite into ferrite. The experimental details are described in 

Section 5.3.1. The austenite area on top first expands over the grain boundary 

towards the triple junction of the ferrite grains. The next map shows that the 

austenite area has reached the junction (see Fig. 5.12b). At this moment we observe 

that a part of the interphase on the right side of the austite area has a suspected 

special boundary with a misorientation of 42.7, as indicated with a yellow line (we 

will address this boundary later). The austenite does not exceed this interphase 

boundary, but instead thickens at the left side into the left ferrite grain (see 

Fig. 5.12c). Fig. 5.13 shows the schematic representation of the two phases at the 

triple line. 
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Figure 5.12. Growth of austenite (green) area at the top, into ferrite (red) on phase 

OIM maps. Maps made at: a) 830.5 °C; b) 831.5 °C; c) 832 °C. The bold yellow 

line on the right of the austenite area at the top indicates a suspected special 

interphase boundary, with a misorientation of 42.7°. 

 

 

Figure 5.13. Schematics of the triple lines (indicated by the solid blue lines) 

seen in the experiment. Another line is assumed to run in 3D perpendicular to 

the figure. 𝜎𝑖𝑗 represents the tension acting on the junction along the interfaces 

between the various phases in the directions as indicated. In the comparison 

with the experiment as shown in Fig. 5.12, 𝜎𝛼𝛽 represents the interfacial 

tension along the grain-boundary, i.e. called GB  in the following whereas 𝜎𝛼𝛿 

and 𝜎𝛽𝛿 represent the interfacial tension 𝛾𝑖 along the heterophase interface 

between ferrite and austenite. Point P is the triple junction; α and β are the 

ferritic grains; δ is the austenitic grain at the top of Fig. 5.12. 
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Our analysis of the experimental observations is as follows. Obviously 

interfacial tensions and energies play a predominant role in the kinetics and we 

write, as it is usual done in physics, the velocity 𝑣⃗ as the product of mobility m and 

driving force 𝐹⃗𝑑, i.e.: 

 𝑣⃗  = 𝑚 𝐹⃗𝑑 (5.2) 

The force fields along the interfaces are illustrated schematically in Fig. 5.13. The 

interfacial tensions along the boundaries act in such a way of shortening the 

boundary (along the line outwards). 

At equilibrium, based on trigonometry we have  

 𝜎𝛼𝛽 − 𝜎𝛼𝛿 𝑐𝑜𝑠𝜑 − 𝜎𝛽𝛿 𝑐𝑜𝑠𝜗 = 0 (5.3) 

or 

 
𝜎𝛼𝛽

sin (𝜑+𝜗)
=

𝜎𝛼𝛿

sin 𝛽
=  

𝜎𝛽𝛿

sin 𝛼
 (5.4) 

If all interfacial tensions are equal, it follows 𝛼 = 𝛽 = (𝜑 + 𝜗) = 2𝜋/3. As 

expected this is all fine for liquids since the interfacial tension does not depend on 

the area, but not necessarily correct for solids. Only when the temperature is high 

enough and if the interfacial tensions are not a function of the area, the surface 

tension may be numerically identified with the surface free energy. In fact σij may 

critically depend on the misorientation (coincidence site lattices (CSLs), orientation 

relationships etc.) leading to angular forces upon turning the interfaces in special 

crystallographic orientations with lower energy.  

Suppose we displace the triple junction of Fig. 5.13 over a distance ε from 

the origin P to Q. The total energy dG change is the sum of the energy change 

leading to Eq. (5.3) and adding the angular contributions, i.e.: 

 
𝑑𝐺1

𝐿
= (𝜎𝛼𝛽 −  𝜎𝛼𝛿 𝑐𝑜𝑠𝜑 −  𝜎𝛽𝛿  𝑐𝑜𝑠𝜗)𝜀 +  

𝜕𝜎𝛼𝛿

∂φ
𝜀 𝑠𝑖𝑛𝜑 +  

𝜕𝜎𝛽𝛿

∂ϑ
𝜀 𝑠𝑖𝑛𝜗 (5.5) 

and at equilibrium  

 𝜎𝛼𝛽 − 𝜎𝛼𝛿 𝑐𝑜𝑠𝜑 − 𝜎𝛽𝛿 𝑐𝑜𝑠𝜗 +  
𝜕𝜎𝛼𝛿

∂φ
𝑠𝑖𝑛𝜑 + 

𝜕𝜎𝛽𝛿

∂ϑ
𝑠𝑖𝑛𝜗 = 0 (5.6) 

The first term of 1 /dG L  in Eq. (5.5) depends on the distance PQ, i.e. ε. To 

arrive at the remaining terms in Eqs. (5.5) and (5.6), the change in energy due to 
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the orientation change of the αδ and βδ interfaces depends on RQ and SQ which 

for small angles can be written as a function of ε: 

 
∂φ

ε
=

𝑠𝑖𝑛 𝜑

RQ
;  

𝜕𝜗

ε
=  

𝑠𝑖𝑛 𝜗

SQ
 (5.7) 

and  

   
𝑑𝐺2

L
 =  [

𝜕𝜎𝛼𝛿

∂φ
𝜕𝜑]  𝑅𝑄 ;  

𝑑𝐺3

L
 =  [

𝜕𝜎𝛽𝛿

∂ϑ
𝜕𝜗]  𝑆𝑄  (5.8) 

The angular contributions are considered to be small in most cases for solid 

materials. However, for special boundaries, say of the CSL type and in case of 

orientation relationships, the situation might be completely different. Obviously the 

energy will change dramatically with a change in misorientation due to the angular 

force when a more coherent boundary is involved. In fact the interface tension will 

change very rapidly when the coherency is lost upon change in the misorientation. 

 In the analysis of our experimental observations (see Fig. 5.12) we set 𝜎𝛼𝛽 

equal to value of the grain-boundary energy 𝛾𝐺𝐵 in ferrite, and 𝜎𝛼𝛿 = 𝜎𝛽𝛿 = 𝛾𝑖 the 

interfacial energy between ferrite and austenite. The angle φ is taken to be equal to 

ϑ, more or less according to the experimental observations.  

The velocity of the junction can be written as (see Eq. (5.2) and Eq. (5.3): 

 𝑣𝑡 =  𝑚𝑡(2𝛾𝑖 𝑐𝑜𝑠𝜗 − 𝛾𝐺𝐵) (5.9) 

where 𝑚𝑡 is the mobility of the junction. In steady state follows for a width λ of the 

heterophase: 

 𝑚𝑡(2𝛾𝑖 𝑐𝑜𝑠𝜗 −  𝛾𝐺𝐵) =  
2𝜗

𝜆
𝑚𝑖𝛾𝑖 (5.10) 

with 𝑚𝑖 is the mobility of the interface, or: 

 
2𝜗

2𝑐𝑜𝑠𝜗−
𝛾𝐺𝐵

𝛾𝑖

 =  
𝑚𝑡 𝜆

𝑚𝑖
=  𝛬 (5.11) 

Since the dimension of GB mobility is different from that of the mobility of a 

junction and the ratio 
𝑚𝑖 

𝑚𝑡
 has the dimension of length, the above ratio Λ is 

dimensionless. Λ reflects the retarding or inhibiting effect of the junction on the 

interface velocity. A larger value of Λ does not affect the overall mobility and the 
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junction is not the controlling factor. For smaller Λ the junction becomes more 

important to consider as the determining factor.  

 Experiments indicate that at higher temperature 𝛾𝑖 = 0.6 𝐽/𝑚2 [30], 

whereas 𝛾𝐺𝐵 is calculated from the surface free energy of ferrite (𝛾𝐺𝐵 =

1/3 ∆𝐺𝑠𝑣
𝛼−𝐹𝑒) and equal to 𝛾𝐺𝐵 = 0.8 𝐽/𝑚2. These input values lead to:  

 𝜗 = 𝑐𝑜𝑠−1  
𝛾𝐺𝐵 

2𝛾𝑖
 (5.12) 

or 𝜑 + 𝜗 = 96° (see Fig. 5.13), which is pretty close to the experimental observation 

in Fig. 5.12a of about 101°. The value of 𝛬 is large and we may conclude that the 

onset of the mobility of the interface, reducing the grain-boundary length and 

tension, is not affected by the junction.  

Nevertheless the situation changes if the movement proceeds. In fact we have 

observed that the interfacial tension becomes on one side influenced through a lock-

in effect of the interface in a special orientation relationship of the CSL/orientation 

relation type. Obviously, the interfacial tension 𝛾𝑖 becomes larger than the 𝛾𝐺𝐵 and 

the value of 𝛬 becomes substantially smaller. It means that upon propagation the 

junction becomes the controlling factor and one expects that the direction of the 

movement will alter. In fact extending the CSL/orientation relationship interface 

with higher 𝜎𝛽𝛿  becomes less likely (also due to the abovementioned angular force 

fields involved, 
𝜕𝜎𝛽𝛿

∂ϑ
𝑠𝑖𝑛𝜗). Consequently it will be more favorable to extend along 

the interface without a special orientation relationship. This is precisely what was 

observed experimentally, i.e. the transformation front moves to the left.  

We can analyze the situation in a bit more detail since the question arises 

whether 𝜗 across the interface between austenite and ferrite would suggest a special 

boundary and a special interfacial energy as is suggested above. 𝜗 is found to be 

42.7° experimentally but does it indicate a special interface? 
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Figure 5.14. [001] IPF representation of the map of Fig. 5.12c. Indicated are the 

plane orientations parallel to the surface (in colour), and the phases ferrite by α 

and austenite by γ (the latter should not to be confused with the interfacial tension 

𝛾𝑖). Also shown is the schematic representation at the triple line, together with 

possible special orientation relationships. Axonometric unit cell projections to the 

surface plane are also indicated.  

 

Cubic systems show a special (coincidence site lattice) CSL of a rotation 

46.83@ <111> and 38. 94@ < 110 >; the former represent CSL Σ19b, the latter 

CSL Σ9. However the Kurdjumov-Sachs orientation relationship reads that the 

close–packed planes {111} of fcc are parallel to the close packed {110} planes of 

bcc and similarly the close-packed directions <110> and <111>, of fcc and bcc, 

respectively (see Fig. 5.14). Therefore we have to rotate the [111] to another <111>, 

say [11̅1], over ±48.18° to the interface plane in austenite we observe 
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experimentally. The same is true for the rotation from [110] to [11̅0] in ferrite, i.e. 

±90° leading to a total rotation over the interface of 41.82°, which is close to the 

experimental value of 42.66°. 

Therefore we may conclude that the interface which appears during the 

propagation of the transformation front fulfills most likely a Kurdjumov-Sachs 

orientation relationship. Please keep in mind that for a Kurdjumov-Sachs 

orientation relationship an additional rotation of is necessary bringing the <110>fcc 

and <111>bcc in parallel and creating a so-called invariant line. This rotation over 

5.26° will take place in the interface plane which is not be detected here. But, even 

in that case the interface is not a coherent interface since the six-fold symmetry of 

a {111} of an austenite–fcc will never match with the two-fold symmetry of the 

{110} ferrite-bcc planes. As a consequence even with a (Kurdjumov-Sachs or any 

other, like a Nishiyama-Wasserman etc.) orientation relationship, the interface will 

be a semi-coherent interface with regions of disregistry corresponding to a 

dislocation network, which contribute also to the interfacial energy/tension 

contribution in our analysis.  

The conclusion which can be drawn is that when various interfaces and 

therefore various interfacial tensions are involved the kinetics of boundary 

movement is not a continuous process. The onset and nucleation phase might be 

quite different compared to the propagation phase. Indeed, local dynamical 

phenomena have to be analyzed when presenting a more detailed picture of 

boundary motion and boundary mobility.  

So far our analysis concentrated on the driving force term in Eq. (5.2). Future 

analysis could also be focused on the mobility term, Eq. (5.2), which, in a thermally 

activated process, might be very much affected by impurities (in this particular case 

by carbon atoms). In this framework it is also relevant to examine the precise time 

window when both impurities and triple lines and quadruple junctions are moving 

at elevated temperature. Obviously the mobility of the junction will become 

temperature dependent and will depend on the activation energy of, say carbon 

atoms and the adsorption gradients between junction and interfaces affecting both 

𝑚𝑖,𝑡  and 𝜎𝑖𝑗. Better, i.e. more clean and neat experiments are needed to investigate 

and to unravel the separate contributions of these interrelated effects to the triple 

line- interface mobilities. In situ electron microscopy (both transmission and 

scanning) may have significant impact to this field of research because of the ability 

to provide simultaneously crystallographic and chemical information about the 

kinetics and dynamics at a local, sub-nm scale. 
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5.6 Discussion 

We performed a careful literature search so as to place our findings in the 

right context. For decarburization experiments, with a macroscopic moving 

interphase front, an interface velocity between 0.01 – 0.1 𝜇𝑚/𝑠 is reported [31] 

(but note: from austenite to ferrite). The velocities of the planar front that are ranged 

between sub-micrometer to nanometer per second [9]. It is shown [32] that ferrite 

growth under decarburization following parabolic growth kinetics. Schmidt et 

al. [33] used heating rates of 3 to 10 °C/s and found that the migrating austenite 

front in interstitial free steel covers a distance of about 200 micron in 1 second. An 

overview is listed in Table 5.4.  

Table 5.4. Experimental values of mean velocities in ferrite-austenite (Fer.-Aus.) 

and austenite-ferrite (Aus.-Fer.) transformations. 

Material Transfor

mation 

Temp. 

ramp 

(°C/min) 

Velocity 

(µm/s) 

Technique Ref. 

Fe-4.2 at.% Cr Fer.-Aus. 5 0.33-7.6 Optical [10] 

IF-steel Fer.-Aus. 180-600 200 Confocal 

laser 

[33] 

Pure Fe Aus.-Fer. 5-15 3.05 Dilatometer [12] 

Fe-0.01 at.% Cr Aus.-Fer. 20 1.6 Dilatometer [13] 

Pure Fe Aus.-Fer. 20 3.9 Dilatometer [13] 

Fe-0.76C-0.84Si Aus.-Fer. Isothermal 0.1-0.001 Post-Mortem [31] 

 

Overall the interphase boundary velocities in austenite-ferrite 

transformation are a little higher compared to the ferrite-austenite transformation, 

but still in the same order of magnitude. It is difficult to say to what degree the 

velocities derived in this work can be compared with respect to each other. The 

difference, however, is believed to be the result of the higher cooling ramp 

(1 °C/min) as compared to the heating ramp (0.5 °C/min) and undercooling. 

Velocities for the austenite-ferrite transformation in pure Fe and ultralow carbon 

steel have been reported (Table 5.4), with differences in heating rates, 1 °C/min 

used here opposed to 5 - 20 °C/min in literature, show velocities differing by a 
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factor 1000, i.e. nm/s in this work vs. 𝜇𝑚/𝑠 in literature. Post-mortem analysis of 

isothermal decarburization of Fe-C-Si steel, provided derived speeds of 

0.1 – 0.01 𝜇𝑚/𝑠 [13]. Low impurity content, together with high cooling speeds 

seems to result in phase boundary speeds in the order of at least 𝜇𝑚/𝑠.The 

discrepancy is probably not only due to the difference in heating rate, but also due 

to the decrease in solubility of carbon. 

In a few rare cases growth speeds have been presented in literature for 

phase transformations in pure iron and steel. From dilatometry data an average 

speed of 3.05 𝜇𝑚/𝑠 was found in the case of the austenite-ferrite transformation in 

pure Fe for cooling rates of 5 - 15 °C/min [12]. In similar experiments an average 

speed of 1.6 𝜇𝑚/𝑠 was found for the austenite-ferrite interface of a Fe-0.01 at.% C 

at 20 °C/min cooling, as compared to 3.9 𝜇𝑚/𝑠 for pure iron at the same cooling 

rate [13]. In the same paper a transition from diffusion-controlled growth to 

interface-controlled growth was discussed. Diffusion-controlled growth was 

attributed to the initial stages of transformations for cooling rates of 5-10 °C/min. 

Velocities of about 5 times smaller (~10-7 m/s) than for massive interface-controlled 

growth, were derived from the average grain size diameter of small grains.  

In optical microscopy experiments the ferrite-austenite transformation of 

Fe-4.2 at.% Cr with 5 °C/min heating showed two stage transformation behavior 

with 0.33 - 0.75 𝜇𝑚/𝑠 and a stage with 3.7 - 7.6 𝜇𝑚/𝑠, respectively [10,34]. The 

two stage behavior was believed to be due to a change in driving force related to 

the phase transformation from the ferrite-austenite coexisting region to the austenite 

single phase region of the Fe-Cr alloy. This two stage behavior was also observed 

for heating at a rate of 0.5 °C/min. In the first stage the average velocity was 4.0 ± 

0.2 nm/s, followed by a jump of 40-90 nm/s. The two stages presented in this work 

differ an order of magnitude, similar as observed in [34]. It is questionable whether 

the temperature of 840 °C is the actual transformation temperature for fully 

austenite (in [34] attributed as the driving force), as other grains made a jump later, 

or not at all. 

The existence of both boundary morphologies, i.e. ragged and straight, 

indicates a jerky-type interphase boundary movement mechanism, of a smaller 

order than the resolution reported in Figs. 5.5 and 5.6. In fact all interfaces in our 

case seem to move in a jerky manner, i.e. observations reveal a segmental motion 

of the interface, where segment length, stagnation period and local velocity may 

vary. By this mechanism, the boundary roughens by small segments of the new 

phase moving forward. When the boundary has a certain degree of waviness and 
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roughness and therefore an amount of stored energy, a “jump” sideways reduces 

the boundary length.  

We ask ourselves: What determines the characteristic time scale and what 

affects the characteristic length scale? As aforementioned it should be pointed out 

that the experimental conditions required to observe jerky-type motion are most 

demanding since criteria of high spatial and time resolution have to be met 

simultaneously. In the present experimental set-up we are limited in spatial and 

temporal resolution and to put the in-situ EBSD-SEM observation in perspective 

let us define the spatio-temporal resolution 𝛿𝑆𝑇 as the product of spatial and 

resolution in time:  

 𝛿𝑆𝑇 = 𝛿𝑆  ⊗ 𝛿𝑇 (5.13) 

In our current FEG-Lyra Tescan the spatial resolution is about 4-6 nm when 

using accelerating voltages ranging between 15 and 30 kV. Although we have 

employed a Hikari super camera which can achieve a maximum of 1400 indexed 

points per second, the actual EBSD processing speed may still suffer if the 

indexation time per spot increases due to decreasing signal quality. A conservative 

number is indexation of 50 spots per second, with a typical step size of 0.4 

micrometer, this results in 𝛿𝑆𝑇 = 8.0𝑥10−9𝑚 𝑠. However to construct a 30x30 µm 

map (one frame) with these parameters requires indexation of 6380 points, which 

leads to 𝛿𝑆𝑇 = 5.1𝑥10−5𝑚 𝑠. The time between successive scans was around 85 s. 

In comparison, in-situ TEM experiments (not EBSD but dark field/bright field 

observations) to date offer a time resolution of about 30 frames per second with a 

spatial resolution of sub-nm leading to 𝛿𝑆𝑇 = 10−11 𝑚 𝑠 (at best). 

As shown in Section 5.3.1, the in-situ observations at low heating rate of 

0.5 °C/min reveal a splitting in transformation reaction rates. First a slow growth 

along grain boundaries and inward ferrite parent grains with n = 1.39 ± 0.03, 

followed by large steps of the interphase boundaries resulting in n = 4.5 ± 0.1. It 

can be concluded that the motion is far from continuous, neither on a macroscale 

as analyzed with the help of JMAK Eq. (5.1) or on a local scale as observed in our 

experiments (see Section 5.3). The results of Fig. 5.7 not only indicate that the 

heating rate is a process-determining factor here, but also demonstrate that in-situ 

HT EBSD is capable of providing insight in:  

- trends at both micro- and macroscopic scales: even on a small area of 

40x40 micron squared clear stages of nucleation, growth and saturation 
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can be observed, resulting in an austenite fraction curve with a typical 

JMAK shape; 

- local phenomena like two different transformation phenomena in time, 

which would remain hidden in more volume averaging experiments, 

e.g. by using X-Ray diffraction.  

 

The competition between continuous motion and jerky type motion is 

determined by the driving force. The argument, as has been pointed out by John 

Cahn [35,36], here is that jerky type motion will take place below a certain critical 

driving force whilst above a sufficiently large force field continuous motion will 

always be possible. 

For an infinitely flat interface the driving force to move the entire interface 

will not be easily achieved in practice, whereas in case of a highly 

thermodynamically diffuse interface, i.e. with a lot of a preexisting disorder along 

the interface plane, any driving force will make it moving in a jerky fashion. In the 

present case of heterophase interfaces as observed in the present case, with a 

Kurdjumov-Sachs (111)𝑓𝑐𝑐  || (110)𝑏𝑐𝑐; [011]𝑓𝑐𝑐  || [111]𝑏𝑐𝑐 orientation 

relationship the interface is at least semi-coherent. 

In addition to the KS orientation relationship, growth was also observed 

into ferrite grains, starting from austenite grains, for which the austenite grains did 

not have the KS-OR. Nucleated austenite grains were seen to grow first 

preferentially along grain boundaries in ferrite, before encountering other austenite 

grains and triple junctions and growing into ferrite grains. As a consequence, based 

on these geometrical arguments of semi-coherent ferrite-austenite interfaces and of 

growth along general grain-boundaries (not coincidence-site-lattice CSL!) it is not 

a surprise that the motion of the transformation front occurs in a step-wise jerky 

motion. The ‘disorder’ of ledges, kinks along the heterophase interface and of 

‘roughness’ along general (not special or favoured) grain-boundaries are the cause 

of jerkiness, i.e. not continuous in time on a microscale as the JMAK-equation 

(Eq. (5.1)) would predict on the macro-scale.  

When the front is already ‘disordered’ before the transformation happens, 

there is no physical reason to believe that the front will straighten out to a planar 

configuration upon and after any transformation. It can be shown that it can be cast 

in a simple, sufficient and necessary mathematical condition, namely: provided the 

Gibbs energy change per unit of atomic volume ∆𝑔𝛼𝛾/ 𝛺 is much larger than the 

fluctuations in the interfacial or in the grain boundary energy between the ferrite 
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and austenite phase, 𝛤𝛼𝛾, per unit of lattice step height, a continuous motion is 

expected, when the driving force is large, i.e. when  

 
∆𝑔𝛼𝛾

𝛺
>  

𝛤𝛼𝛾

ℎ0
 𝜑, (5.14) 

where 𝜑 is equal to unity for an infinitely straight front and decreases to lower 

values for ragged configurations. Substituting the appropriate values for ∆𝑔𝛼𝛾/ 𝛺 

of 0.2 * 107 J/m3 at 840 °C, 𝛤𝛼𝛾 of 600 mJ/m2 [10] and ℎ0 of the order of sub-

nanometer into Eq. (5.14) leads to the conclusion that a continuous motion is not 

expected in the present case, i.e. the transformation front advances not continuously 

but rather by the motion of steps, kinks, ledges for the case of KS-OR along the 

interface and roughening for transformations along grain-boundaries.  

The physical picture which emerges from our experiments and these 

theoretical considerations is demonstrated in Fig. 5.9. Obviously the mean velocity 

will depend on the correlation length along the transformation front. Further the 

mean displacement of the front depends on the local correlation length, i.e. the local 

step height or roughness amplitude, say 𝜉̅, whereas the time involved depends on 

the range of interaction, say 𝜉𝜅 [37]. Since there will be only a physical correlation 

length when the jerky type regime is operational, i.e. below a critical driving force 

𝐹𝑐 above which jerkiness becomes unlikely, the correlation length scales, taking 

into account Eq. (5.14), with: 

 𝜉 ∝  
1

|𝐹𝑐−𝐹|𝜇 = |
∆𝑔𝛼𝛾

𝛺
−  

𝛤𝛼𝛾

ℎ0
 𝜑|

−𝜇

, (5.15) 

where 𝜇 is a critical exponent. The mean velocity can be written as: 

 𝜈̅ =  
𝜉𝛼

𝜏𝜉
∝ |

∆𝑔𝛼𝛾

𝛺
−  

𝛤𝛼𝛾

ℎ0
 𝜑|

𝜈

, (5.16) 

with 𝜈 = (𝜅 − 𝛼)𝜇. 

To investigate the scaling exponents this rather formal formulation of 

Eq. (5.16) can be confronted to the experimental observations and to the 

macroscopic mean velocity as predicted by simple thermodynamics. As 

abovementioned the snapshots of Fig. 5.6 are random frames of the process. In 

Fig. 5.6 g), a straight line segment of at least 4 𝜇𝑚 can be seen. Due to the 

hexagonal scanning pattern with a step size of 0.4 𝜇𝑚, the boundary appears rather 

ragged. Hence the maximum roughness is half the step size: 0.2 𝜇𝑚. Fig. 5.6 f) has 
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a maximum roughness of 1 𝜇𝑚. Although the jump time is unknown due to the 

limited temporal resolution, it is shown that the maximum observed jump 

perpendicular to the interphase boundary of the whole segment presented in 

Fig. 5.6, is 1 ± 0.2 𝜇𝑚. It must be realized that this phase transformation may not 

take place in a plane, but rather in three dimensions.  

Within a classical approach the mean velocity for the ferrite-austenite 

transformation upon increasing the temperature can readily be derived from the net 

transfer of atoms from ferrite to austenite per unit of time (assuming ferrite and 

austenite all have the same chemical composition which may not be the case 

because of carbon segregation in carbides and dissolution of carbides at higher T). 

The mean velocity is written as: 

 𝜈̅ = 𝜆𝜈0 𝑒𝑥𝑝 [−
∆𝑔𝑎+ 𝐸𝛼

𝑘𝑇
] − 𝜆𝜈0 𝑒𝑥𝑝 [−

∆𝑔𝑎+ ∆𝑔𝛼𝛾 𝐸𝛾

𝑘𝑇
], (5.17) 

where ∆𝑔𝑎 is the activation energy for one atom to leave ferrite, crossing the 

interface and attach to austenite. The frequency of jumping atoms back and forth 

across the interface are taken to be identical in ferrite and austenite at the 

corresponding temperatures. 𝐸𝛾 and 𝐸𝛼 refer to strain energies in gamma-austenite 

and alpha-ferrite, respectively and ∆𝑔𝛼𝛾 is the change in free energy for the growth 

of austenite by the atoms coming from ferrite. For the moment, the mean velocity 

derived from simple thermodynamics can be written as:  

 𝜈̅  ≅ 𝜆𝜈0  
∆𝑔𝛼𝛾

𝑘𝑇
𝑒𝑥𝑝 [−

∆𝑔𝑎

𝑘𝑇
] (5.18) 

𝜆 is the distance across the interface and 𝜈0 the characteristic frequency (kT/h in 

Eyring’s theory). Taking the values from literature the estimated mean velocity is 

found 1.5 nm s-1 at 840 °C, which is in the right order of magnitude (see Table 5.3) 

and maybe a bit fortuitous in accordance with the experimental observations. 

 It is assumed that at the onset of the transformation the concentrations of 

carbon atoms across the transformation front differ considerably (maximum carbon 

concentration in atomic percentage in austenite is 0.011 and 0.001 in ferrite at 

840 °C). However, carbon atoms may have moved over quite a large distance away 

from the front within the timeframes applied in our experiment. Taking the semi-

empirical expression proposed by Ägren [38] as a starting point the diffusion of C 

in austenite at 840 °C is calculated to be 1.47 * 10-7 m2s-1. Experimental values of 

the diffusion coefficient of C in ferrite point at values of 3.57 * 10-6 m2s-1 [39], i.e. 

leading to considerable velocities away from the interface. These time frames 
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involved are quite small compared with our experimental conditions, e.g. 

calculations show that the average carbon content of ferrite has decreased to 0.1 of 

its initial value in 0.005 s [40,41] at 400 °C. Depending on the local thermodynamic 

equilibrium conditions of C at the interface versus bulk, affecting the rate 

determining step (either the fast diffusivity of C in ferrite or the a bit slower 

diffusivity of C in austenite) in all cases the time scales are fast compared to the 

experimental conditions. It means that although the onset of the transformation 

austenite-ferrite is diffusion controlled through carbon diffusion away from the 

interface, it appears rather as ‘interface-controlled‘ in our experiments. In fact the 

changes in slope in the Avrami plot (Fig. 5.7) can be related to a discontinuous 

thickening of the austenite along the grain-boundary indicating that the supply of 

ledges and steps is rate-limiting. The velocity of the measured discontinuous 

thickening of austenite can be evaluated by realizing that 𝜏𝜉 in Eq. (5.16) can be 

written as 𝜉𝑙̅
𝜅/ 𝜈̅𝑙, where 𝜈̅𝑙 is the mean ledge velocity and 𝜉𝑙̅

𝜅 is the mean ledge 

correlation length, i.e.: 

 𝜈̅ =
𝜈̅𝑙𝜉̅𝛼

𝜉̅𝑙
𝜅 ∝ |

∆𝑔𝛼𝛾

𝛺
− 

𝛤𝛼𝛾

ℎ0
 𝜑|

𝜈

 (5.19) 

From the experiments (see caption Fig. 5.9) with 𝜉̅𝛼 = 0.75 𝜇𝑚, 

𝜈̅𝑙 = 0.02 𝜇𝑚/s and 𝜉𝑙̅
𝜅 = 1.5 𝜇𝑚 and assuming full linearity in time and length, 

follows 𝜈̅ = 10 nm/s, which is the right order of magnitude for the mean velocity of 

the transformation front (see Table 5.3). Nevertheless, deviations from the 

experimental observations are due to non-linear effects of the correlation length on 

the actual jump distance and on the time lapse involved. Therefore, from Figs. 5.6 

and 5.9 it is concluded that the power law exponents in Eq. (5.19) are not equal to 

unity being consistent with a jerky type of motion. Clearly the linear dependence 

between the velocity 𝜈̅ and ∆𝑔𝛼𝛾, as predicted by the thermodynamical approach 

Eq. (5.18)), is far too simple and the non-linearity as formulated in Eqs. (5.16) and 

(5.19) offers a better theoretical framework.  

Obviously the rate-limiting factor of discontinuous thickening may become 

more pronounced and visible in the Avrami plot at lower heating rate and also for 

fully incoherent rather than for (semi-)coherent boundaries. Higher heating rates 

provide faster supply of atoms along ledges and kinks, i.e. less discontinuities in 

thickening and therefore a smoother Avrami plot.  
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5.7 Conclusions 

We have presented a new analysis of moving interphase interfaces between 

ferrite and austenite at high temperatures using in-situ EBSD. The results are 

confronted to the well-known classical Johnson-Mehl-Avrami-Kolmogorov 

(JMAK) equation. It is observed that the interphase boundaries do not move 

continuously in time but in a jerky-type fashion, In particular, based on in situ 

EBSD observations as a function of temperature, we conclude that the nucleation 

takes place on grain boundaries and triple junctions and that growth occurs along 

grain boundaries. 

A linear dependence between the average velocity and the driving force 

related to the change in Gibbs free energy between the phases as predicted by a 

classical thermodynamical approach turns out to be a far too simple and a non-

linear description is offered for a more appropriate theoretical framework.  
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Chapter 6  

Steel surface passivity and local corrosion 

behaviour 

 This Chapter sheds light on the time scales involved with passivation of steel 

surfaces. Corrosion resistance of these surfaces is assessed by a very local 

determination of the oxide layer chemical composition. 

6.1 Introduction 

Most metals, but more specific stainless steel, exhibit a passive layer which 

protects the bulk from further corrosion. The bare metal surface has a tendency to 

form a thin oxide film on the metal-gas interface. The passive film on stainless steel 

is a crucial barrier to retard or block further corrosion of the bulk. Although the 

kinetics of the growth of thin oxides can be described by the theory of Cabrera and 

Mott [1], scant knowledge is present of the characteristic time scale of the 

passivation process of stainless steel in ambient conditions, i.e. on air. When the 

passive layer is damaged, e.g. during processing steps in an industrial environment, 

the passive film has to recover. It is crucial to keep the material in an optimal 

environment during this recovery process, in order to ensure that the repassivated 

layer is of sufficient quality for further use. In general the structure and composition 

of this layer depends on the conditions present at formation, e.g. dry-, wet-, chloride 

containing environment or acid solutions, for which the thickness can vary from 

1 to 4 nm [2]. An overview of the growth of ultrathin passive films is provided 

in [3]. Techniques as Scanning Kelvin Probe Force Microscopy (SKPFM) [4–11], 

and Scanning Tunneling Microscopy (STM) [12,13] are used for asessing the 

corrosion behaviour of these films.  
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 Once a stable passive layer is formed, the layer can be forced to adapt to a 

changing environment such as a high temperature and can grow to thicknesses of 

several 100s of micrometers, as seen on steel exposed to steam at 600 °C [14–16], 

700 °C [17]. and 1000 °C [18]. Apart from the conventional techniques, recently 

also ToF-SIMS has been used to characterize the oxide layer on steel, for example 

to characterize the oxide layer on 316L [19]; micrometer thick oxide layer on 

310 SS [20]; coated steel [21] and the oxide layer on 304L after exposure of 

steam [22]. These studies focussed on the general composition of the oxide layer. 

ToF-SIMS has been used for more localized phenomena as pitting on CrNi 

steel [23], or on steel under bacteria attack [24]. 

 Characterisation of thin layers on a polycrystalline material remains a 

challenge. Recent study on polycrystalline iron by Takabatake [25,26], established 

clear results with grains in the order of several 100s of micrometers. In this Chapter 

we try to push this length scale forwards to polycrystalline steel with grains of only 

10 µm in diameter. 

6.2 Recovery 

In this Section a quantitative method is presented to follow the growth of 

the passive layer after damage, in-situ by AFM. The characteristic time of the 

recovery of the passive layer is also investigated stepwise with XPS and continuous 

using a Kelvin Probe. 

6.2.1 In-situ AFM 

The studied material is a martensitic stainless steel of class AISI 420. 

Samples were given a mirror polish finish, where the final step included polishing 

with ¼ micron diamond particles. An even smoother result could have been 

obtained by finishing with e.g. colloidal silica particle suspension as OP-S or OP-U 

which are of a typical size of 40 nm. However, these suspensions are water based, 

as opposed to the alcohol-type lubrication used for polishing with diamond 

particles. Recovery of the passive layer immediately after polishing would thus 

partly take place under very wet conditions, not resembling recovery in regular 

atmospheric conditions, which could affect the typical composition and thickness 

of the passive layer. After polishing with ¼ micron diamond particles, the surface 

was rinsed with ethanol and dried with warm air. Thereafter samples were placed 
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for 7 days in a controlled environment with 50% relative humidity and a 

temperature of 21 °C, in order to restore a stable passive layer. 

The passive layer can be removed by sputtering the oxides with argon ions. 

Therefore, a sample was placed on an XPS sample-holder, as shown in Fig. 6.1. 

The upper part of the sample was shielded by a tantalum foil. The foil allows for 

close placement at the surface (without touching), to exclude shadowing and side 

effects during sputtering/bombardment with Argon ions. The sputtering gun has an 

incident angle with the surface of 50 degrees, releasing Ar+ ions with energy of 

2 keV. No large differences in oxide removal is expected, as the sputter rate of 

Fe2O3 and Cr2O3 are 0.62 and 0.54 respectively, relative to sputtering of SiO2 [27]. 

The argon beam is rasterizing over the whole sample holder area, which provides 

an equal exposure to Ar+ ions. Sputtering took place in an UHV preparation 

chamber, which was coupled to an XPS chamber. During the ion bombardment the 

pressure in the chamber increased from 10-9 to 10-7 mbar, caused by the leakage of 

argon ions. Nevertheless, the partial pressure of oxygen was too low for short term 

re-passivation of the bare substrate.  

 

 

Figure 6.1. XPS sample holder (1), with sample (2) and tantalum foil shield (3).  
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Figure 6.2. Optical image of the surface after sputtering. Light area (left) exposed 

to sputtering, dark area (right) shielded during sputtering. 

 

Sputtering was periodically interrupted to perform an XPS scan to probe 

the surface composition. In this way it is verified that the passive film is removed, 

and unnecessary sputtering of the metal substrate is prevented. For the specimen 

considered in this work and three test samples, this point was reached after 15 

minutes sputtering. The border between the sputtered and not-sputtered area is 

clearly visible by eye and under the optical microscope, as illustrated in Fig. 6.2. 

Atomic force microscopy (AFM) was conducted using a 

Veeco Dimension 3100 with sub-nanometer resolution. The contrast between the 

two regions of Fig. 6.2 aids in finding the appropriate scanning position with the 

optical microscope of the AFM. An area of 25 x 25 µm2 was sampled in normal 

tapping mode, with 512 x 512 line resolution per image. Care was taken to place 

the sample such that the AFM scanning trace was perpendicular to the border, i.e. 

from left to right as in Fig. 6.2. The resulting trace can be seen in Fig. 6.3. Although 

the trace has not been leveled with a plane fit, it is clearly seen that, from left to 

right, the surface contains a step on the left from the center.  
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Figure 6.3. Typical trace with the step visible left of the center. 

 

A complete 25 x 25 micrometer scan is shown in Fig. 6.4, with a plane fit 

for visualization purpose only. Visible over the whole substrate are scratches 

smaller than 25 nanometers, which are remnants from polishing. It is clear that the 

right-hand side has an elevation with respect to the left-hand side. 

To quantify the step between these two areas, we define a data processing 

method with computer code (Mathematica software) which uses the raw AFM x, y 

and z data as input. The z values represent the height of the x and y plane, with y 

defined as parallel to the border. For each x position, the z values of all 

corresponding y points (i.e. a column) are averaged. In this way the traces as in 

Fig. 6.3, are averaged for each of the 512 y-entries, in order to make a 2D projection 

of the topography. This projection is shown in Fig. 6.5. The points in blue are used 

for a fit of the sputtered area, red for the not-sputtered. A third order polynomial 

function is fitted through the points of the step (in black). The x-value, where the 

first order derivative of this function changes sign, is defined as the position of the 

step. The absolute difference between the two planes fitting at this position is 

therefore taken as the height of the step.  
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Figure 6.4. AFM topography map with sputtered section on the left side, and the 

elevated not-sputtered area on the right. 

 

 

Figure 6.5. 2D projection of the topography, where blue represent a fit of the 

sputtered plane, red a fit of the not-sputtered plane. 

 

The optical difference in color at the step is also noticeable after several 

weeks of re-passivation. Therefore the change in color (from dark to light, Fig. 6.4) 

is not only caused by the difference in passive layer thickness, but most likely also 

due to a difference in roughness.  

In the following experiment the change of the step height after sputtering, 

due to recovery of the passive layer, will be presented. The sample was sputtered 
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until the passive layer was removed. Thereafter the specimen was removed from 

the vacuum chamber and placed in the AFM, under ambient conditions of about 

50% RH and 21 °C. There the sputtering boundary had to be found and the AFM 

tip brought close to the surface. The first scan could be started 25 minutes after 

exposure, and took 20 minutes to complete. Immediately after finishing, a new scan 

was started on the same area. Following scans were made with an interval of one 

hour, as shown in Fig. 6.6. The step height decreases with time and stabilizes after 

2 hours to a difference of -9 nanometers, confirmed by a measurement after 5 days. 

 

 

Figure 6.6. AFM recording of the decrease of the step height, during recovery of 

the sputtered passive layer. 

 

Immediately after exposure to air, i.e. after removal from the vacuum 

chamber, the sputtered (bare) surface starts to oxidize. If we assume that in the early 

stage of passivation (< 1 hour) the growth of the layer is approximately linear, 

extrapolation of the first two points towards zero will provide an onset step (t=0) 

of -21 nm. The passive layer consists of Fe3O4, Fe2O3, and Cr2O3, with density of 

5180, 5240 and 5210 kg/m3, respectively [28], in contrast to 7874 kg/m3 for pure 

iron. Therefore a density ratio of ρox / ρmet = 0.67 exists for Fe2O3 (ox) and Fe (met). 

The relation between the two becomes: 
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𝑚𝑜𝑥

𝑉𝑜𝑥
= 0.67 

𝑚𝑚𝑒𝑡

𝑉𝑚𝑒𝑡
 (6.1) 

If we assume, for example, that the passive layer consists solely of Fe2O3, the ratio 

of the molecular masses is 

 
𝑚𝑜𝑥

𝑉𝑜𝑥
=

𝐹𝑒2𝑂3

2∗𝐹𝑒
=

159.7

111.7
= 1.43 (6.2) 

Inserting the relation of Eq. (6.2) into Eq. (6.1), results in: 

 
𝑉𝑜𝑥

𝑉𝑜𝑥
= 2.13 (6.3) 

Repetition of this calculation for the other oxides gives a volumetric ratio of 2.10 

for Fe3O4, and 2.02 for Cr2O3, respectively.  

After removal of the passive layer, the bare metal surface is at the same 

height as the oxide-metal interphase of the remaining layer. Re-passivation implies 

that the metal surface has to be transformed to oxide. The remaining step of -9 nm 

after passivation represents therefore the equivalent metal layer of the removed 

passive layer. Considering Eq. (6.3), the volume of the oxidized metal is about 2.1 

times the volume the metal ions would posses in the lattice of the corresponding 

metal. Hence the thickness of the passive layer can be estimated at about 

2.1 * ( -9) nm = -18.9 nm. This is close to the extrapolated initial step height of 

21 nm. It must be realized that the metal-oxide interphase of the re-passivated area 

is now also 9 nm lower than the interphase of the not-sputtered area.  

The density ratios calculated with Eq. (6.1) are for crystalline materials. 

However, parts of the passive layer can be amorphous. The density of a fully 

amorphous oxide is about 10% lower of the crystalline value. The volumetric factor 

of Eq. (6.3) will change to 2.39, resulting in an estimation of -21.5 nanometer of 

the passive film.  

6.2.2 Static XPS 

The characteristic time the passive layer needs for forming, has also been 

studied on a thermal hardened specimen. The initial ferritic material was heated to 

1050 °C with a dwell time of 20 minutes, followed by rapid cooling in air which 

resulted in a fully martensitic structure. The surface was then polished as described 

before. As seen in Section 6.2.1, the passive layer starts to re-establish immediate 

after the polishing due to exposure to air (oxygen). From here the sample was taken 

into a controlled chamber where the relative humidity was kept at 50%. After the 
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desired exposure time, the sample was taken to a vacuum chamber. The time needed 

for transport until the opened vacuum chamber was pumped again, was 5 minutes. 

The chamber was pumped eventually to a pressure below 10-10 mbar, which is an 

ultra high vacuum. At this point the sample is considered not to proceed with re-

establishing its (not full grown) passive layer, due to the scarcity of oxygen. The 

already existing passive layer is than sputtered with Ar-ions, and examined with 

XPS. The depth profiles of oxygen, iron and chromium were extracted. Chromium 

is from the top down, first mainly detected in the oxidized state, as it is part of the 

passive layer. Deeper in the passive layer a metallic chromium peak is arising, 

originating from the chromium in the bulk. The depth at which the amount of 

metallic chromium is 50% of the total signal can be considered as the end of the 

passive layer [29].  

 The above described procedure has been repeated for samples which were 

exposed to air for different times after polishing. The end of the passivation layer 

(indicated by the Ar-ion sputtering time) is shown as a function of exposure time 

in Fig. 6.7. The first data point is the minimum amount of 5 minutes after polishing. 

It can be seen that the measured thickness below 100 minutes of passivation is 

fluctuating. The points at 180 and 360 minutes are significantly higher.  

The short exposed samples (<100 min.) might have suffered from small 

variations right after polishing during ethanol rinsing and drying with warm air, 

which influenced the initial speed of the repassivation. If the average of these points 

is taken, a thickness reached by 5.4 minutes of Ar-sputtering represents the initial 

step of repassivation. Considering the following points at 180 minutes (11 minutes 

sputtering) and at 360 minutes (14 minutes sputtering), the fastest growth of the 

passive layer is than between 5 and 180 mintues of exposure (an increase of 5.6), 

followed by a decrease of this speed between 180 and 380 minutes of exposure (an 

increase of 3). The data points however are too scattered for sound conclusions. 
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Figure 6.7. Oxide layer thickness (expressed as the time needed to remove the oxide 

layer with Ar-sputtering) as a function of exposure time to air after polishing, 

measured by XPS. 

6.2.3 In-situ Kelvin Probe 

 A more continuous measurement of similar samples was done with a 

Kelvin Probe (KP) at TU Delft, Dept. of Materials Science and Engineering. With 

this approach the surface work function is derived. This work function, φ, is the 

result of dipoles in the top layer. The magnitude and direction of the dipoles 

depends on the chemical composition and surface microstructure. Details on the 

working principle of the KP can be found in [4,30]. With a vibrating tip of 0.5 mm 

in diameter, the voltage contact potential difference (VCPD) between the tip and the 

surface is measured. The surface work funtion φsample is derived from the 

relation [30]: 

 𝑉𝐶𝑃𝐷 =  
𝜑𝑡𝑖𝑝 − 𝜑𝑠𝑎𝑚𝑝𝑙𝑒

−𝑒
 (6.4) 

The tip work function φtip is determined by measuring a reference gold surface. The 

noble gold is assumed to be resistant to oxidation for which a constant surface work 

function of 5.1 eV is used. In general for an oxidized metal surface, the work 

function will increase. 

 The experiment was conducted with a KP in a humidity controlled 

environment. Details on this setup can be found in [31]. The sample surface 

received a final polishing with 1 µm diamond particles in an alcohol based lubricant 
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for 5 minutes, to remove the passive layer. After rinsing with ethanol and careful 

drying the sample was placed on the Kelvin Probe stage in the humidity chamber 

within 5 minutes from the moment the polishing was stopped. The Kelvin Probe 

VCPD measurement was started while the chamber was still recovering from being 

opened. The intial fluctuations in the relative humidity set point of 50%, was ±3%. 

The measured VCPD is very sensitive with respect to these fluctuations, as water on 

the surface causes the addition of more dipoles. The RH fluctuations were 

monitored on a reference sample, and caused a response of the VCPD in the range of 

100 mV. 5 minutes after opening of the humidity chamber, the RH was stable 

within 1%. From this point on the VCPD was recorded continuously. Data points of 

a time span of 5 minutes were averaged in order to compensate for any small 

fluctuations. The work function of the recovering surface has been measured from 

5 minutes after the passive layer was removed, and continued to a total of 17 hours, 

as shown in Fig. 6.8. The work function is increasing the most in the first two hours, 

while it stabilizes towards a value of 4.2 eV between 3 and 5 hours. The increase 

to higher work function values is in agreement with the mechanism of oxidation. 

The starting value of 3.5 eV seems to be off compared to literature work functions: 

4.5 eV for Cr, 4.67 eV for Fe surfaces ({100} crystal planes) and 4.81 eV ({111} 

crystal planes) [32]. More recent work including calculations and measurements 

for Fe gives values of 4.12 – 4.93 eV, dependent on crystal orientation [33,34]. The 

reason for the discrepancy between the absolute value and the literature values is 

not known. However in the search of the characteristic recovery time we can 

observe a stabilization of the surface around 3 hours, which is in the same order of 

the previous results obtained from AFM (~2 hours) and XPS (between 3 and 

6 hours).  
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Figure 6.8. Surface workfunction as measured with a Kelvin Probe as a function 

of exposure time to air with 50% RH after polishing. 

6.3 Local oxide layer alteration in relation to microstructure 

As mentioned above, a study on polycrystalline iron showed a clear 

distinction of the oxide thickness with respect to the crystal orientation [25]. 

Although electrochemical tests on pure pure iron are not conclusive, the general 

image that arises is that {100} planes are more susceptible for oxidation [25,26,35–

37]. 

In Chapter 4 we derived a relation between the bulk grain orientation and the 

amount of surface oxidation. Summarizing the main conclusions: 

- At the start of oxidation the surface oxidation is decomposed in {001} 

lacking behind of {111} & {101} planes: {001} < {111} & {101}. 

- The second stage of oxidation is split into a threefold system with 

{001} planes still lacking behind, but {101} progress faster than {111}: 

{001} < {111} < {101}. 

 

 We continue to investigate this grain orientation dependent oxidation on the 

microscale, through local chemical analysis with ToF-SIMS. 
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6.3.1 Oxidation at 300 °C in air – yellow surface 

The first set of chemical analysis per grain has been done on a thermal 

treated surface. The polished sample was kept at 300 °C for 20 minutes in air, which 

induced a smooth gold-yellow surface. Prior to oxidation micro-indents had been 

made as reference markers. The surface was indexed with EBSD and suitable grains 

were selected with the distint crystal orientations close to {111}, {110} and {001} 

planes parallel to the sample surface. The average grain diameter is between 

10 - 15 µm. An area of 50x50 µm2 containing the selected grains was profiled with 

ToF-SIMS. A Focused Ion Beam (FIB) gun was operated in a raster over the 

selected area. The primary ion beam for sputtering consists of Gallium ions having 

energy of 10 keV and a total current of 200 pA. In this configuration, a spot size 

and thus a lateral resolution of about 40 nm in diameter was attained. The spots 

were binned in an image (frame) of 1024x1024 pixels. From the stack of frames, a 

3D sampling is obtained. From this data, one can select an area on the surface and 

extract the counts of the selected ion throughout the frames. In this way a depth 

profile can be extracted. The marker indents and the appearing microstructure after 

grain orientation mapping assisted in locating the area of interest. The grain 

orientation map with the defined areas is shown in Fig. 6.9  

 

Figure 6.9. Left: investigated grains of the specimen after a thermal treatment at 

300 °C. Areas 1, 2 and 3 are located within grains with {111}, {110} and {001} 

directions, respectively. Right: SEM image of the same area after ToF-SIMS 

mapping. 



Steel surface passivity and local corrosion behaviour 

 132 

The oxygen depth profiles of these three grains are plotted in Fig. 6.10. 

Frame zero is the frame obtained from the surface. A higher frame number indicates 

a measurement from deeper in the surface. From the graph it is seen that the amount 

of detected oxygen shows a spike at the surface. This can be due to the presence of 

e.g. organic contaminants at the surface. The spike and the drop of the first recorded 

frames are considered as artefacts. After about 70 frames the amount of counts 

starts to reduce significantly, which can be correlated to the start of the end of the 

oxide layer. The oxide signal is almost zero at 110 frames, marking the end of the 

oxide layer. However, there is a difference between the lines originating from the 

oxides on the different bulk grain orientations. Both {100} and {110} reach their 

oxide minimum earlier compared to {111}. The oxygen profile of the {100} and 

{110} direction are almost equal. From these oxide depth profiles can therefore be 

deduced that the oxidation for this thermal treated specimen progresses in the order 

{111} > {110} & {001}. 

 

Figure 6.10. Depth profile for O- for grains of each of the three main crystal 

orientations after a thermal treatment at 300 °C in air. 

Two areas of 50x50 µm2 were mapped with ToF-SIMS operating in 

positive mode and negative mode for the two respective areas. The cross-sections 

of this sampling are shown for the ions O-, Cr+, CrO2
-, Fe+ and FeO2

-.as depicted in 

Fig. 6.11. The surface contains an oxygen rich layer, which is divided into two 
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sublayers with an enrichment of FeO2
- at the top, and CrO2

- at the bottom. The 

secondary ions FeO2
- and CrO2

- are characteristic for the oxide species present in 

the film. In earlier work with XPS and GIXRD on this type of steel, the presence 

of this dual layer has also be shown to be an iron oxide Fe2O3 rich surface layer, 

with an inner Fe3O4 layer, which also has a chromium enrichment (see Chapter 4). 

Thin vertical lines can be seen on the Cr+ cross section. These lines originate from 

the chromium carbides. The contribution of the carbides to the overall Cr+ count is 

relatively small. 

 

Figure 6.11. Cross section of stacked frames obtained by ToF-SIMS, for the ions 

O-, Cr+, CrO2
-, Fe+ and FeO2

-. The x-axis (frontal) and the y-axis (perpendicular 

to the plane, integrated signal) are both 50 μm; the z-axis (top to bottom) is 

constructed by the frames, with frame 0 at the top as the initial outer surface. The 

colour code represents the count intensity, with red highest intensity and blue as 

the lowest with zero counts. The maximum (red) is different for each image. 

 

6.3.2 Oxidation at 450 °C in air – purple surface 

A specimen with a thicker oxide was acquired by applying a thermal 

treatment of 450 °C for 20 minutes in air, resulting in a characteristic 

purple/blue-ish surface. An optical image of a typical area is shown in Fig. 6.12, 

together with the [001] IPF map of the bulk grains at the surface.  
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Figure 6.12. Left: optical image of the purple oxidized surface. Right: [001] IPF 

map of the same area as in the optical image. 

The shape of the grain in the center with {101} crystal planes parallel to the surface 

with colour code green (Fig. 6.12 right), is also clearly seen in the optical image as 

a bright light blue area. The red colour coded grains with orientation towards the 

{001} direction are recognized in the optical image as dark red – purple areas. In 

particular seen above the center ({101} oriented-) grain, as well as on the bottom 

right-side. The colours observed with the optical microscope can be placed in an 

oxidation thickness colour palette, as also illustrated in Fig. 4.1. The bright blue 

indicates a thicker oxide layer than the dark red areas [38]. 

 Two grains of each of the 3 principal orientations {111}, {110} and {001} 

were selected, from which the depth profile of oxygen was extracted. The lines of 

these 6 grains are shown in Fig. 6.13. For this specimen we observe that the end of 

the oxide layer is reached after about 300 frames. Also here a difference between 

the profiles originating from the oxides on the different bulk grain orientations is 

seen. The oxygen count for the grains with {001} direction goes first towards zero. 

Then for the {111} oriented grain, followed by {011} as very last. This indicates 

that the oxide thickness is not equal on each grain, in fact for this specimen it 

depends on the grain orientation in the order of {011} > {111} >{001}.  

The amount of frames between the onset of the end of the oxide layer (at 

200 frames) and the end (around 300 frames), provides information about the width 

of the oxide-bulk interface. For the {011} orientated grains the width is 150 frames, 

while the interface for the {001} grains is about 60 frames. The oxide-bulk mixed 

region for the grains with the{001} orientation is therefore less than half the 

thickness compared to the {011} orientated grains. 
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Figure 6.13. Depth profile for O- of two grains (six in total) of each of the three 

main crystal orientations after a thermal treatment at 450 °C in air. 

 

 A similar area of 50x50 µm2 was mapped in the so-called positive mode. 

Also here three main grain orientations were selected, from which both the Fe+ and 

Cr+ depth profiles were extracted. The counts of both ions from each frame have 

been divided in order to obtain the measured Cr+/Fe+ ratio throughout the oxide 

layer for each crystal orientation. These Cr+/Fe+ ratio profiles are shown in 

Fig. 6.14. The outer layer of the surface consists of mainly iron oxide, resulting in 

a ratio of almost zero for 125 frames. Thereafter the enrichment of chromium is 

reached, giving a notable increase in the ratio. This increase however is different 

for the three distinct grain crystal orientations. Clearly the {001} orientation has 

the highest ratio peaking at Cr+/Fe+ = 3.5, followed by {111} (Cr+/Fe+ = 2) and 

{110} (Cr+/Fe+ = 1.5) as last.  

 



Steel surface passivity and local corrosion behaviour 

 136 

 

Figure 6.14. Cr+/Fe+ ratio throughout the oxide layer for the three main crystal 

orientations after a thermal treatment at 450 °C in air. The data points are obtained 

by applying a moving average of 6 frames for the counts of Cr+ and Fe+ respectively 

before calculation of the ratio. The solid lines are an average of this ratio 

constructed from points in the graph, applying a moving average of 10 for the three 

series. 

 

The Cr/Fe ratio is an important parameter for the corrosion resistance of 

the passive or oxide layer, where a higher Cr content indicates a better corrosion 

resistance. It has to be noted that the calculated ratio here does not represent the 

absolute ratio. The relative sensitivity of each element is inversely proportional to 

the sputtering yield. For more details see e.g. [39]. The yield for Cr+ is lower than 

for Fe+. Initial there might be a preferential sputtering of Fe+. However, as there is 

a chemical mixture in the matrix, the ratio will balance due to an equal sputter 

removal of the remaining (slightly abundant) Cr+ ions and (preferential) Fe+ 

removal.  

The ratio for the FeO2
- and CrO2

- ions, characteristic for the oxide species, 

has been determined in a similar way as for the Cr+/Fe+ ratio. However, the profiles 

have been extracted from an area mapped in negative mode and are shown in 
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Fig. 6.15 The same distinction is noticed as for the Cr+/Fe+ ratio: the {001} 

orientation has the highest ratio, followed by {111} and {110}. 

 

 

Figure 6.15. CrO2
- / FeO2

-ratio throughout the oxide layer for the three main 

crystal orientations after a thermal treatment at 450 °C in air. The data points are 

obtained by applying a moving average of 6 frames for the counts of CrO2
- and 

FeO2
- respectively before calculation of the ratio. The solid lines are an average of 

this ratio constructed from points in the graph, applying a moving average of 5 for 

the three series. 

6.3.3 Non-oxidized reference surface 

The previous results are compared with a non-oxidized reference specimen. 

This surface was two times mirror polished; including a final step with ¼ micron 

particles with an alcohol based lubricant to avoid etching and advanced corrosion 

due to exces water exposure. After polishing the sample was kept at room 

temperature in an environment with air of 50% RH for 48 hours to restore the 

passive layer. After the first polishing sequence indents were made to serve as 

reference point for an EBSD grain-orientation mapping. EBSD mapping requires 

exposure of the surface to the electron beam for several hours, in which processes 

as hydro-carbon deposition are active. The very last polishing and recovery steps 

were repeated to annul any effects which could influence the passive layer. The 
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various grains were not clearly distinguishable in the optical and electron 

microscope, compared to the colour oxidized speciments. After ToF-SIMS 

mapping, the grain boundaries and also contrast differences between the grains 

could be seen. This visual information combined with the known distance from the 

reference markers, made it possible to select areas in grains with the orientations of 

interest. The oxygen depth profile of this reference for three grain orientations is 

shown in Fig. 6.16. However, both {100} and {110} orientations reach the oxygen 

minimum earlier compared to {111} orientation. From this we might conclude that 

the oxide layer is slightly thicker on the {111} oriented grains. 

 

Figure 6.16. Depth profile for O- for the three main crystal orientations of an 

untreated passive layer. 

 

The point where the oxygen signal is close to zero, is reached after about 300 

(purple surface), 100 (yellow surface) and 20 (not oxidized surface) frames. When 

a conservative value of 5 nm for the thickness of passive layer of the not-oxidized 

specimen is taken, a thickness estimation can be made of 25 nm and 75 nm for the 

yellow (300 °C) and purple (450 °C) surface respectively. 

 Considering the specimen with a thermal treatment at 450 ̊C in air, the 

{001} orientated grains reached the end of the oxide layer after 260 frames, versus 

350 frames for the {011} orientated grains. With a difference of 90 frames and an 
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estimated thickness of 75 nm for 300 frames, a rough calculation shows that the 

end of the oxide layer is reached about 22 nm deeper for the {011} orientated grains 

compared to the{001} orientated grains.  

Based on the oxide depth profile of the three grain, it is confirmed that the 

oxidation progresses in two stages with different final oxide layer thicknesses:  

- Stage one, which includes the passive layer and an induced thermal 

oxide layer formed up to 300 °C: {111} > {011} & {001} 

- Stage two with thermal oxidation to 450 °C: {011} > {111} > {001}. 

6.4 Oxygen, does it gamble? 

So far, characterization of the tempered surface is done by means of the 

detectable oxides through XPS, XRD or ToF-SIMS. The generated depth profiles 

sometimes give the impression of a uniform thick oxide layer. However the 

microstructure can have an influence on the local composition of the passive layer, 

as has been concluded in Chapter 4 and Section 6.3. On top of the grains and grain 

boundaries, also chromium carbides are part of the microstructure. The carbide 

oxidation behavior during thermal treatment is therefore investigated. A polished 

specimen was heated to 300 °C in air for 20 minutes. The resulting yellow/gold 

appearing surface was then scanned with AFM. The topography map is seen in 

Fig. 6.17. The carbides with their typical size of ~ 0.5-1 μm are recognized by their 

slightly elongated shape. Their dark color code in the topography maps indicate 

that they are located deeper in the surface. Fig. 6.18 shows a height profile over one 

of the carbides. It clearly shows that the carbide surface is flat, which is the result 

of the surface polish prior to oxidation. The rest of the matrix however is covered 

with round spherical tips which are emerging from the matrix creating a 

cauliflower-like surface. At the top they possess a diameter of about 100 nm. It has 

to be noted that the height differences between the tips are about 15 nm at max (as 

demonstrated at the side of the carbide in Fig. 6.17), where their lateral diameter is 

an order of magnitude higher. At this sub-micron scale, the surface is therefore best 

visualized as an undulating landscape. On Fig. 6.17-left, traces of the spheres can 

be seen forming sub-structures. These structures are more pronounced in the SEM 

image of the surface in Fig. 6.19. These structures form domains in the order of 

500 nm, much smaller than the average bulk grain size of 10-15 μm. Therefore they 

can not be related to microstructural features as grain boundaries. 
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Figure 6.17. AFM topography map of a polished steel surface after a thermal 

treatment at 300 °C in air. The lower areas (dark colour code) are chromium 

carbides. 

 

 

Figure 6.18. AFM height profile over a carbide. 

 

 

Figure 6.19. SEM image of a polished steel surface after a thermal treatment at 

300 °C in air. 
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In Section 6.3 it was concluded that a secondary stage in the oxidation of 

the surface is reached when the specimen is heated to 450 °C in air for 20 minutes. 

A SEM close-up of this purple surface is shown in Fig. 6.20. Also here spheres are 

found at the surface, however with their size of about 400 nm in diameter they are 

4 times larger than the spheres of the specimen heated to 300 °C in air. The area 

was mapped with ToF-SIMS. The superimposed 3D map for iron (Fig. 6.20) shows 

a low intensity of Fe at the chromium carbides. The oxide spheres however match 

with high Fe intensities. Also the map of oxygen shows, high oxygen 

concentrations on the spheres and low values for the carbides. On the other hand 

the stacked frames for Cr show high Cr concentrations at the carbides, but low 

values for the oxide spheres. This chemical analysis makes clear that the carbides 

conist of mainly Cr with a small (thin) chromium oxide layer. The chromium oxide 

on steel is known as a very stable oxide where a thin layer of a few nm already 

gives sufficient protection against further thermal corrosion. The mainly Fe-rich 

matrix is vulnerable to further oxidation. Although Cr enrichment is present at the 

oxide/bulk interface, the top part of the matrix oxide layer consists of mainly iron 

oxides, which tend to emerge in nodular structures. These structures lack in Cr, for 

the bigger spheres the absence of chromium is even further into the oxide. 
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Figure 6.20. Left column: SEM images of a polished steel surface after a thermal 

treatment at 450 °C in air. Clearly visible are the flat carbides laid deeper in the 

surface, and nodules decorating the surface. Right column: corresponding 

ToF-SIMS mappings of the SEM areas displaying the top 12 stacked frames of the 

surface for: Fe+ (top); Cr+ (middle); O- (bottom). 

 

 Instead of tempering in air, a heat treatment can also be applied in a low 

oxygen pressure environment. In the following experiments a Kammrath & Weiss 

heating module (see Fig. 2.7) was used inside an electron microscope, operating 

under a Partial Oxygen pressure (PO2) < 10-4 mbar. The polished specimen was 

heated at 550 ºC for 90 minutes. After this treatment the surface was mapped with 

AFM. The topography maps of an area including multiple grains, and a part of a 

grain boundary are shown in Fig. 6.21. The elevated features correspond to the 

microstructure: the grain boundaries and the carbides are oxidated and expand from 

the surface. A height profile over a grain boundary shows that this local 

microstructure swells 30 nm out of the surface. Here can be seen that the matrix but 

more profound the grain boundaries, are decorated with small spheres, presumably 
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oxides. With an XPS scan on the surface mainly oxidized chromium is detected. 

The Ellingham diagram [40] indicates that chromium oxide is more stable 

compared to the iron oxides. The papers of Hultquist and Leygraf [41,42] on an 

earlier stage of forming an oxide layer on FeCr alloy in slightly elevated 

temperature and low oxygen pressure conditions, report a competition between the 

oxygen supply at the surface and the supply of Fe or Cr at the surface, depending 

on their respective diffusion speeds through the bulk. In the early stage as shown 

in Fig. 6.21, it is clear that the oxidation takes place at mainly chromium rich places 

as carbides and grain boundaries. In fact, this oxidation behavior is completely in 

another way than oxidation in air where mainly the matrix was covered with iron 

oxides. 

 

  

Figure 6.21. AFM topography map of a polished steel surface after heating to 

550 °C in vacuum with PO2 < 10-4 mbar for 90 minutes. The higher areas (brighter 

colour code) are related to chromium carbides and grain boundaries. 

 

 Although the sample shows a uniform oxidation structure in the middle, at the 

edges of the sample a gradient of oxidation could be distinguished. The sample was 

partly clamped and possible at the edges also exposed to slightly more oxygen due 

to degassing of the heating stage. Three oxidation stages are displayed in Fig. 6.22 

and show various degrees in the amount of chromium oxides, which exhibit a bright 

blue colour. In an early stage mainly the carbides oxidize. Later grain boundaries 

are fully covered with these oxides. From the boundaries the oxide grows lateral 

untill almost the whole grain is coverd. The oxide gradient of a sample heated to 

920 ºC is shown in Fig. 6.23. Here we see that the surface is fully covered and as 

the oxide thickness increases, also the perceived colour is changing due to the thin 

film interference, as discussed in Chapter 4.  
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Figure 6.22. Optial images showing three stages of oxidation in a low oxygen 

pressure environment. 

 

 
         

Figure 6.23. Optial images showing surfaces fully covered with chromium oxide, 

changing colour from blue to yellow as the film thickens. 

6.5 Conclusions 

Recovery of the passive layer after removal by argon ions has been followed in-situ 

with AFM. The nescesarry time needed for growth of the passive layer on this 

ferritic steel is about 2 hours. In situ measurement on a hardened specimen with a 

Kelvin Probe, indicated that the oxide layer is stabilized after 3 to 4 hours. 

Chemical analysis with ToF-SIMS on the microscale of FeCr steel revealed 

that the oxide thickness is dependent on the orientation of the bulk grain at the 

surface. Two oxidation stages could be distinguished. The different oxidation 

processes change gradually whereby the first stage is mainly present up to 350 °C; 

the second stage is most pronounced at 450 °C. 

- Stage I is present at the (not oxidized) reference sample, and for heating 

up to 300 °C in air. Here the surface oxide is thicker for grains with the 

{111} crystal planes parallel to the surface. The oxidation layer 

thickness order is: {111} > {110} & {001}. 

- Stage II after heating for heating to 450 °C in air. The oxide thickness 

is not equal on each grain. In fact the order changed as the {011} grains 

are clearly more oxidized, followed by {111} grains. Least oxidized 
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are the grains with {001} orientation. Therefore the oxidation layer 

thickness order is: {011} > {111} > {001}. 

The determined Cr+/Fe+ ratio is significant higher for the {001} grains. 

 

Tempering in air leads to grain orientation dependent oxidation, where the 

mainly the matrix is covered with iron oxide nodules. The nodules are depleted in 

Cr, making them potential weak spots for corrosion attacks.  

Tempering with low partial oxygen pressure induces selective oxidation on 

grain boundaries and carbides, forming predominantly chromium oxides. 
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Summary 

 This work concentrates on the properties and functionality of materials used 

in product manufacturing. Special attention is paid to the relation between the 

material microstructure and its performance. An in-depth understanding of the 

microstructural and surface modifications during processing is acquired, in order to 

reveal their contributions to the final shape change and the surface properties of 

fabricated products. 

 The chain of processing steps for product manufacturing starts with forming. 

Here a piece of stainless steel of grade AISI 420 is shaped into the desired form by 

the process of deep drawing. This cold forming introduces large residual stresses. 

A breakthrough finding in our work is that when the product experiences a thermal 

treatment, these stresses relax due to a creep process and cause a shape change of 

the product. The mechanical behavior during forming and heat treatment is 

scrutinized by experiments and implemented in a Finite Element routine. In this 

way a powerful tool is developed which allows for a detailed study of the 

contribution of individual process parameters to the key shape parameters. 

Investigations of critical parameters indicate that metal forming (flattening) and a 

temperature gradient have a significant impact on the final cup shape change, and 

can either positively or negatively influence the quality of the product.  

 The thermal treatment also involves a phase transformation. The dynamics of 

interphase boundary motion during transformations is studied through in-situ high 

temperature electron-back scatter diffraction (EBSD). A novel method was 

designed to derive the velocity of the interphase boundaries from the EBSD phase 

maps. An important observation is that the interphase boundaries do not move 

continuously in time but in a jerky-type fashion. A new theoretical framework is 

presented to explain these observations. 

 The heat treatment also alters the surface chemical composition. The evolution 

of the oxide layer during a thermal treatment was investigated. The oxide thickness 

and composition of surfaces tempered at a range of temperatures under various 

environments, were characterized with the use of XPS. It was found that the 

substrate crystal orientation has a predominant influence on the composition and 

thickness of the oxide layer. Subsequently, electron microscopy was combined with 

a variety of other surface sensitive techniques to characterize the structure and 
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composition of the oxide film in further detail. In particular we have observed  a 

novel  sequence in oxidation rate of crystal planes parallel to the surface for Fe-Cr 

steel: {001} < {111} & {101}. 

 Finally, in practice the passive layer on steel is subjected during service to 

modifications after exposures to high temperatures or mechanical damage. A 

damaged passive layer is vulnerable for corrosion during its recovery. The surface 

should be kept at optimal conditions while recovering is taking place. The crucial 

question that needs to be addressed is: What is the required time for recovery? The 

answer is found after investigations with Kelvin Probe and AFM on damaged, but 

recovering parts of the surface. It is concluded that the recovering of the surface for 

this particular steel, stabilizes after 3 hours. This is a very relevant outcome for 

product manufacturing.  

 



Samenvatting 

 Dit proefschrift richt zich op de eigenschappen en functionaliteit van 

materialen die worden gebruikt voor de fabricage van metalen componenten. De 

relatie tussen de microstructuur en de prestaties van dit materiaal staat hierbij 

centraal. In het promotietraject is diepgaande kennis van de aanpassingen van de 

microstructuur en oppervlakte verkregen, met als doel het aan het licht brengen van 

de effecten op de vormverandering en oppervlakte eigenschappen van de 

componenten. 

 Het fabricageproces van de metalen componenten begint doorgaans met het 

vormgeven van de componenten. Een stuk roestvast staal uit de klasse AISI 420 

wordt in de gewenste vorm gebracht door middel van dieptrekken. Deze 

koudvormbewerking zorgt voor een aanzienlijke opbouw van restspanningen. 

Tijdens de noodzakelijke warmtebehandeling veranderen de componenten 

bovendien op kritische punten van vorm. Een belangrijke vondst in dit onderzoek 

is dat deze restspanningen afnemen door een thermisch geactiveerd kruipproces. 

Het mechanische gedrag tijdens het vormgeven en de warmtebehandeling is 

gedetailleerd in kaart gebracht door middel van experimenten. Hiermee is een 

materiaalmodel opgesteld, dat vervolgens geïmplementeerd is in een Eindige 

Elementen-rekenmethode. Met deze implementatie is een nieuwe en robuuste 

methode ontwikkeld waarmee de invloed van de afzonderlijke processtappen op de 

vormverandering kan worden berekend. Verder rekenkundig onderzoek van de 

processtappen met deze methode heeft uitgewezen dat zowel het vormgeven 

(dieptrekken), als een ongelijk temperatuurprofiel een significante invloed heeft op 

de uiteindelijke vorm van de componenten. Deze effecten kunnen zowel op een 

positieve als negatieve wijze invloed hebben op de kwaliteit van de componenten. 

 Tijdens de warmtebehandeling treedt er ook een fasetransformatie op. De 

dynamiek van de voortbewegende grens tussen twee fases is onderzocht met 

electron-back scatter diffraction (EBSD) bij hoge temperatuur. In dit werk is een 

nieuwe methode ontwikkeld om de snelheid van de fasegrens uit EBSD-

fasemappen af te leiden. Een belangrijke observatie is dat de fasegrens niet continu 

voortbeweegt in de tijd, maar op een schokkerige wijze. Een nieuw theoretisch 

kader is gepresenteerd om deze observatie te beschrijven.  
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 Door de warmtebehandeling verandert ook de chemische samenstelling van 

het oppervlak. De evolutie van de oxidelaag gedurende de warmtebehandeling is 

onderzocht met XPS. De oppervlaktes zijn blootgesteld aan diverse temperaturen 

en omstandigheden, waardoor de samenstelling en dikte van de oxides variëren. 

Een belangrijke ontdekking is dat de kristalorientatie van de korrels aan de 

oppervlakte een directe en dominante invloed hebben op de samenstelling en dikte 

van de oxidelaag. Een bijzondere vinding hierbij is de nieuwe volgorde in de 

oxidatie snelheid van polykristallijn Fe-Cr staal: de oxidatiesnelheid is afhankelijk 

van de kristalvlakken parrallel aan de oppervlakte in de volgorde {001} < {111} & 

{101}. 

 Afsluitend, in de praktijk is de passieve laag op staal onderhevig aan 

veranderingen door blootstelling aan hoge temperatuur of mechanische belasting. 

Zolang een beschadigde passieve laag herstellende is, is deze kwetsbaarder en 

gevoeliger voor corrosie. Daarom zou het oppervlak tijdens herstel in optimale 

omstandigheden moeten verkeren. Een cruciale vraag hierbij is: Wat is de 

benodigde tijd voor herstel? Deze vraag kon worden beantwoord na onderzoek met 

een Kelving Probe en AFM van beschadigde, maar herstellende delen van het 

oppervlak. Geconcludeerd kan worden dat het herstel van dit specifieke staal 

stabiliseert na drie uren. Deze uitkomsten van het onderzoek kunnen bij juiste 

implementatie bijdragen aan de optimalisatie van de commerciële fabricage van 

metalen componenten. 
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