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On Coherent Arguments
and Their Inferential Roles

BART VERHEIJ
Institute of Arti icial Intelligence, University of Groningen

bart.verheij@rug.nl

In this paper, we address coherent arguments and their
inferential roles, in particular, the explanatory, predictive, and
decisive roles. We take a perspective on the coherence of
arguments grounded in cases. Our cases are a kind of coherent
clusters of information, as they are encountered in the
cognitive sciences (scripts, frames, cases, scenarios). We
explain how cases can provide a semantics for three kinds of
argument validity: coherence, presumptive validity and
conclusiveness, and show how these can be used to distinguish
three versions of the inferential roles explanation, prediction
and decision. The indings are connected to the triplet of
inference types deduction, induction and abduction.

1. INTRODUCTION

In this paper, we address coherent arguments and their inferential roles.
We take a perspective on argument coherence building on the idea in the
cognitive sciences that a part of our cognitive abilities requires coherent
clusters of information.

Such coherent information clusters go by different
names—among them scripts, frames, cases, scenarios. An example is the
restaurant script (Schank & Abelson, 1977), that provides a cluster of
information related to a visit to a restaurant: in a restaurant, there are
tables, other guests, a waiter, there will be food and drinks, and inally a
bill.

Coherent information clusters can be used in different ways—in
particular, they can play a role in explanation, prediction, and decision.
The restaurant script is explanatory as it can be used to make sense of
what is happening in a restaurant (answering a question such as ‘Why is



that person waving his hand to that other person?’); predictive as it can
be used to infer expectations of what will happen in a restaurant
(answering ‘What happens next now we are seated at this table?’); and
decisive in the sense that it can be used to determine whether a certain
place actually is a restaurant (answering the question ‘Is this a restaurant
or an informal dinner?’). In each of these roles, inferences based on them
are defeasible, in the sense that they can have exceptions (Toulmin, 1958;
Pollock, 1995). For instance, there can be another explanation for the
handwaving than asking for the bill in a restaurant; the waiter may not
come after being seated; and a scene that has all requirements of a
restaurant may in fact be a scene in a theatre play.

We use coherent clusters of information as the background of a
notion of coherent arguments. In the formal model associated with the
perspective (of which the main de initions are given in an appendix to
this paper), the coherent clusters of information are referred to as cases.
In combination with an ordering relation, sets of cases form case models,
that provide a formal semantics for coherent arguments. More
speci ically, in the presented notion of argument coherence, the
evaluation of an argument as coherent depends on the set of cases in a
case model. An argument from premises to conclusions is said to be
coherent when the combination of premises and conclusions can occur
together in one of the given cases. For instance, an argument from the
premise ‘We have been seated’ to the conclusion ‘We expect that the
waiter will come soon’ is coherent given the case of a restaurant script.

As kinds of evaluation of coherent arguments, we discuss two
further notions of argument validity: conclusiveness and presumptive
validity. A coherent argument from premises to conclusions is conclusive
when its conclusions hold in all cases in which the argument’s premises
hold. A coherent argument from premises to conclusions is
presumptively valid when there is a case implying the case made by the
argument that is maximal in the ordering relation of the case model. See
the appendix for formal de initions and pointers to relevant sources.

The case model approach to coherent arguments used in this
paper has been developed in connection to work on structured defeasible
argumentation (Pollock, 1987; Simari & Loui, 1992; Vreeswijk, 1997).
Today structured defeasible argumentation is often studied using
abstract argumentation (Dung, 1995) as point of departure. Abstract
argumentation was originally developed in close connection with
nonmonotonic logic (e.g., Makinson, 1994) and logic



programming (Bondarenko, Dung, Kowalski, & Toni, 1997). Some
proposals (notably Prakken, 2010) expand abstract argumentation by
treating the nodes of abstract argumentation as abstractions of
arguments with a stepwise support structure (much like the derivations
in logic). Other approaches expand abstract argumentation by using a
richer language that allows for sentences expressing supporting and
attacking reasons (Verheij, 2005). Yet others are distinct from abstract
argumentation by a central place for classical deduction (Besnard &
Hunter, 2008). For background on this literature, the reader is referred to
Chapter 11 of (van Eemeren, Garssen, Krabbe, Snoeck Henkemans,
Verheij, & Wagemans, 2014a). Like that chapter, the present paper
focuses more on central ideas and less on formal detail.

The case model approach builds on an ongoing discussion on the
rational handling of evidence in courts (Anderson, Schum, & Twining,
2005; Kaptein, Prakken, & Verheij, 2009; Dawid, Twining, & Vasiliki,
2011), where analytic styles using arguments, scenarios and probabilities
have been used separately and in combinations (for references and
recent work, see, e.g., Verheij, Bex, Timmer, Vlek, Meyer, Renooij, &
Prakken, 2016). Of these three analytic styles, scenarios play the role of
coherent clusters of information. In this setting, the explanatory role
becomes apparent in a scenario that helps to make sense of a body of
evidence; the predictive role can be recognized in the use of scenarios as
a source of possible avenues of investigation; and the decisive role is seen
when a scenario is decided to be suf iciently proven on the basis of the
evidence. See also (Verheij, 2017b), where the case model approach is
used in the setting of evidential reasoning in order to connect arguments,
scenarios and probabilities. In the setting of evidential reasoning, the
different inferential roles can be understood as follows. In the
explanatory role, the evidence leads to a scenario as an explanation of the
evidence; in the predictive role, a hypothetical scenario leads to a
prediction about what might follow given the scenario; and in the
decisive role, inferences are constrained to the possible scenarios.

In the following, we introduce the perspective on coherent
arguments in terms of case models, also discussing the other two kinds of
argument validity: conclusiveness and presumptive validity (Section 2).
Then we discuss the three inferential roles explanation, prediction and
decision in terms of coherent arguments (Section 3). In that section, we
use the three kinds of validity to distinguish three kinds of explanation,
prediction and decision. In Section 4, we connect the previous indings to



the notions of deduction, induction and abduction, in order to illustrate
the perspective on coherent arguments in terms of case models, and
perhaps also to shed light on how these notions have been addressed in
the literature.

2. COHERENT ARGUMENTS

Our notion of coherent arguments starts with arguments of an
elementary structure, namely arguments that consist of premises and
conclusions without considering further argumentative structure. An
example is an argument from the premise that a witness testi ied she saw
the suspect at the crime scene to the conclusion that the suspect indeed
was at the crime scene.

The coherence of an argument is connected to what we de ine as
the case made by the argument. For an argument consisting of premises
and conclusions, the case made by the argument is the combination of the
premises and conclusions of the argument; formally as a logical
conjunction. For the example argument, the case made by it is as follows:

The witness testi ied she saw the suspect at the crime
scene;
and the suspect was at the crime scene.

Nowwe come to our concept of coherent arguments. It corresponds to the
coherence of the case made by the argument. We have that an argument is
coherent if and only if the case made by the argument is coherent.

The coherence of the case made by an argument corresponds to a
theory of which clusters of information are coherent. Formally, we have
de ined this concept in terms of case models. A case model speci ies a set
of cases. Each case in the case model expresses a coherent cluster of
information. Formally, cases are expressed by a set of logically consistent
sentences, that are logically different and pairwise incompatible. The
cases in a case model can be thought of as the maximally speci ic clusters
of information that are coherent. More generally, a cluster of
information—expressed by a logical sentence—is coherent when there is
a case in the case model that logically implies the sentence.

For instance, a case model can contain two cases, as follows:

Case 1: The witness testi ied she saw the suspect at the crime scene;
and the suspect was at the crime scene.



Case 2: The witness testi ied she saw the suspect at the crime scene;
and the suspect was not at the crime scene.

The irst of these cases corresponds to the case made by the example
argument we saw above. The case expresses the situation that the
witness testimony is in fact true. The second corresponds to the situation
that the testimony happens to be false. Both are coherent possibilities,
since what is testi ied by a witness may or may not be true. Note that the
two cases as a pair are incompatible. Formally, their conjunction is
logically inconsistent, since the suspect can logically not be both at the
crime scene and also not at the crime scene.

For determining argument coherence, we only need the cases of a
case model. When we discuss different inferential roles, we will also use
the other, second element of case models, namely an ordering relation on
the set of cases. Formally, this ordering is a total preorder of the set of
cases, i.e., a total and transitive relation. Total preorders have the special
property that they are indifferent about a choice between qualitative and
quantitative methods, in the precise sense that they are exactly the
ordering relations that can be represented by a numeric ordering.

For the example case model, there are three different possible
choices of total preorder on the two cases, each expressing a different
ordering of the cases:

Case 1 > Case 2: The irst case is ordered higher than the second. This
ordering can be used to represent that it is more probable or more
believable that the witness testimony is true than not.

Case 1 ∼ Case 2: The irst case is ordered equally high as the second.
This ordering can be used to represent that it is equally probable or
believable that the witness testimony is true or not.

Case 1 < Case 2: The irst case is ordered lower than the second. This
ordering can be used to represent that it is less probable or less
believable that the witness testimony is true than not.

Given a case model consisting of cases and their ordering, we can de ine
the notion of presumptively valid arguments. An argument—as before
consisting of premises and conclusions—is presumptively valid if and
only if two conditions are both ful illed:



1. The argument is coherent, i.e., there is a case C that logically implies
the case made by the argument;

2. The case C is ordered at least as high as all cases that logically imply
the argument’s premises.

For instance, for the irst of the three possible orderings of the two cases
in the example—where Case 1 is ordered higher than Case 2—the
argument from the witness testimony to the suspect being at the crime
scene is presumptively valid, and the argument from the witness
testimony to the suspect not being at the crime scene is not
presumptively valid. Both these arguments are coherent though.

Case models can also be used to de ine the conclusiveness of
arguments. An argument is conclusive if and only if two conditions are
both ful illed:

1. The argument is coherent;

2. All cases that logically imply the argument’s premises imply the
argument’s conclusions.

As for the coherence of arguments, the conclusiveness of arguments is
independent of the ordering relation on the cases. Of the three kinds of
argument validity that we have discussed—coherence, presumptive
validity and conclusiveness—, only presumptive validity depends on the
ordering relation on cases.

3. INFERENTIAL ROLES

In this section, we discuss how the coherent arguments approach can be
used to model inferential roles. In the introduction, we mentioned
explanatory, predictive, and decisive inferential roles. For each, we give a
brief characterization and an example. We show how the examples have
the same formal structure and apply the three kinds of argument validity
to the inferential roles.

1. In the explanatory inferential role of arguments, an argument goes
from premises to an explanation of the premises. The explanatory
role is connected to the task of explaining a situation. For instance,
the occurrence of smoke coming from a house can be explained by
the ireplace having been lit or by a ire.



2. In the predictive inferential role of arguments, an argument goes
from premises to a prediction given the premises. The predictive
role is connected to the task of predicting what comes next. For
instance, given the weather forecast that it will be a pleasant
summer day, we predict that in fact it will be a pleasant summer
day, although perhaps it turns out to be an unpleasant summer day,
e.g., unpleasantly hot and humid.

3. In the decisive inferential role of arguments, an argument goes from
premises to a decision given the premises. For instance, when a
suspect appears in front of a criminal court, and there is no proof of
guilt, it will be decided that he is innocent on the basis of the
presumption of innocence. When proof suf icient for guilt is
provided, the decision will be that he is guilty.

These inferential roles and the examples given can be addressed in terms
of the notion of coherent arguments discussed.

T

Case 1: There is no smoke coming from the house.

Case 2: There is smoke coming from the house. The ire place has been lit.
There is no ire.

Case 3: There is smoke coming from the house. The ire place has not been
lit. There is a ire.

Case 1> Case 2> Case 3

The irst case represents the situation that there is no smoke, and the
other two the situation that there is smoke, with the two different
explanations. The ordering of the cases suggests that smoke situations
are not so common, and that ires are even less so.

The smoke coming from the house can be explained in two ways:
by the lit ire place, or by a ire. The ireplace explanation is preferred to
the ire explanation.

T

Case 1: The weather forecast does not predict that it will be a pleasant
summer day.



Case 2: The weather forecast predicts that it will be a pleasant summer
day. It is a pleasant summer day. It is not very hot and humid.

Case 3: The weather forecast predicts that it will be a pleasant summer
day. It is not a pleasant summer day. It is very hot and humid.

Case 1> Case 2> Case 3

Here the irst case represents that the forecast does not predict a nice
summer day (more common than the opposite according to the
ordering), and the other two the nice summer day prediction with its two
different outcomes. The ordering suggests that the prediction being
correct is what is expected.

The forecast of a pleasant day can lead twooutcomes: it comes true
or it doesn’t. The prediction is that it comes out true.

T

Case 1: There is no proof of guilt.

Case 2: There is proof of guilt. The proof is insuf icient for guilt. The
decision is not for guilt, but for innocence.

Case3: There is proof of guilt. Theproof is suf icient for guilt. Thedecision
is for guilt, not for innocence.

Case 1> Case 2> Case 3

The irst case represents that there is no proof of guilt, which is the normal
situation (according to the case ordering). Theother two cases are theones
where there is proof of guilt, either suf icient or not.

The examples have been designed in such a way that they have
the same formal structure, as follows. ¬ denotes negation (‘not’) and ∧
conjunction (‘and’). The legend that connects the elementary sentences p,
q and r to the three examples is given in Table 1.

F

Case 1: ¬p.

Case 2: p ∧ q ∧ ¬r.

Case 3: p ∧ ¬q ∧ r.



p q r

Explanation There is smoke
coming from the
house.

The ire place
has been lit.

There is a ire.

Prediction The weather
forecast predicts
that it will be a
pleasant
summer day.

It is a pleasant
summer day.

It is very hot and
humid.

Decision There is only
some evidence
for guilt.

The decision is
for innocence,
not for guilt.

The evidence is
suf icient for
guilt.

Table 1 – Legend for the formal structure of the three examples

Case 1> Case 2> Case 3

The three kinds of argument validity—coherence, presumptive validity
and conclusiveness—can each be applied to the three inferential roles,
given three variants of explanatory, predictive and decisive inference.

1. E . In coherent explanation, inference goes from
premises to an explanation that follows coherently, i.e., to any one
of all possible explanations. In the example, both the ire place and
the ire are coherent explanations of the smoke.
In presumptive explanation, inference goes from premises to an
explanation that follows presumptively, i.e., an explanation that is
maximal in the ordering. In the example, the ire place is a
presumptive explanation of the smoke.
In conclusive explanation, inference goes from premises to an
explanation that follows conclusively, i.e., to an explanation that has
no alternatives. In the example, the smoke has no conclusive
explanation. But when there is smoke and there is no ire, the lit ire
place is the conclusive explanation.



2. P . In coherent prediction, inference goes from premises to
a prediction that follows coherently, i.e., to any one of all possible
ones. In the example, both the pleasant summer day and the
unpleasant, very hot and humid day are coherent predictions given
the forecast.
In presumptive prediction, inference goes from premises to a
prediction that follows presumptively, i.e., a prediction that is
maximal in the ordering. In the example, the pleasant summer day
is a presumptive prediction given the forecast.
In conclusive prediction, inference goes from premises to a
prediction that follows conclusively, i.e., to a prediction that has no
alternatives. In the example, the forecast does not give rise to a
conclusive prediction. But given the forecast and the fact that it is
not very hot and humid, it can be conclusively predicted that it is a
pleasant summer day.

3. D . In coherent decision, inference goes from premises to a
decision that follows coherently, i.e., to any one of all possible
decisions. In the example, both innocence and suf iciency for guilt
are coherent decisions given some evidence for guilt.
In presumptive decision, inference goes from premises to a decision
that follows presumptively, i.e., a decision that is maximal in the
ordering. In the example, there is only some evidence for guilt,
which leads to the presumptive decision of innocence (since it is
possible that the proof is not suf icient for guilt).
In conclusive decision, inference goes from premises to a decision
that follows conclusively, i.e., to a decision that has no alternatives.
In the example, there is only some evidence for guilt, which gives no
conclusive decision. But when there is some evidence for guilt and
the evidence is not suf icient, the decision for innocence is
conclusive.

The reader will have noted that—as a consequence of the equal formal
structure of the examples used—the texts follow the same abstract
structure, for explanation, prediction and decision. In fact, formally, the
remarks about coherent, presumptive and conclusive explanation,
prediction and decision can be abstractly phrased as follows. We have
only allowed minor variations in the informal descriptions above.



• The two arguments from p to q and to r are both coherent.

• The argument from p to q is presumptively valid, the argument
from p to r is not. Also the arguments from p to ¬r and to q ∧ ¬r are
presumptively valid.

• The arguments fromp to q and to¬r arenot conclusive, the argument
from p ∧ ¬r to q is.

4. DEDUCTION, ABDUCTION, INDUCTION

In this section, we put our treatment of inferential roles using coherent
arguments grounded in case models in perspective by discussing the
well-known triplet of kinds of logical inference: deduction, abduction,
induction. Terminology is notoriously non-standard in this connection,
with inconsistent positions sometimes iercely defended in different
communities, so we ask the reader for some lenience when reading the
following.

Deduction is by many distinguished from induction and
abduction by deductive inference being necessary, while induction and
abduction are non-necessary. Put otherwise, in deduction, the premises
guarantee the conclusion, whereas in induction and abduction they don’t.
A classic example of deduction is the inference ‘All men are mortal.
Socrates is a man. So, Socrates is mortal’. In this example, the
generalization is universal, but the term deduction has also been used in
connection with the application of non-universal generalizations, as in
‘Students speak English. Mary is a student. So, Mary speaks English’. It is
then accepted that deductive inference can be defeasible, as, in the
example, where Mary may be an exception to the rule that students speak
English.

Induction is typically thought of as being based on data. For
many, induction is inference to a generalization, as in ‘These students all
speak English. So all students speak English’, or, when granting the
existence of non-universal generalizations, ‘90% of these students speak
English. So students generally speak English’. This also shows that
induction can have numeric elements, in particular statistical, but can
also be phrased entirely qualitatively. Sometimes induction is connected
to the application of a pattern grounded in data to a new example, as in
‘90% of students in past university classes speak English. Mary is a
student in the current university class. So, Mary speaks English’. This kind



of inference is closely related to the defeasible kind of deduction based on
the application of a non-universal rule.

Abduction refers to inference to an explanation. Abduction can be
limited to generating any explanation among a number of possibilities, or
canbe thought of as also selecting aparticular choice of explanation. In that
connection, one speaks of abduction as inference to the best explanation.
For instance, ‘Mary speaks English. So, perhaps she is a native speaker of
English’.

How do these remarks about the triplet deduction, abduction,
induction relate to our discussion of the inferential roles explanation,
prediction and decision?

Our inferential role of explanation is directly connected to
abduction. We discussed three kinds of explanation—coherent,
presumptive and conclusive. Coherent explanation is connected to the
idea of abduction as inference to any explanation, and presumptive
explanation to inference to the best explanation. Here it should be borne
in mind that our presumptive explanation allows for more than one best
explanation, namely when there are different cases that follow
presumptively, all equivalent in the ordering relation. Our notion of
conclusive explanation refers to the kind of abduction where there is
exactly one explanation left. Whereas variants of inference to any
explanation/coherent explanation and inference to the best
explanation/presumptive explanation are extensively discussed in the
literature (e.g., Douven, 2017), inference to the only explanation left
seems to have received less attention (but see Dawid, Hartmann, &
Sprenger, 2015). Interestingly, this is the kind of inference that Sherlock
Holmes refers to as deduction, when he says ‘When you have eliminated
the impossible, whatever remains, however improbable, must be the
truth’. It should be noted that our conclusive explanation has the property
that it is defeasible since a unique explanation can become excluded by
further information. Formally, if we look at the example discussed in
Section 3, we have that ¬r follows conclusively from p ∧ q, but it does not
follow conclusively—not even coherently—from p ∧ q ∧ r. This can
happen since conclusive arguments have incoherent premises as
defeating circumstances. Here premises are considered to be incoherent
when the argument from the premises to themselves is not coherent.

The inferential role of prediction is connected to the kind of
induction that uses a generalization that is grounded in data. A case
model can be thought of as providing the data. Arguments consisting of



pairs of premises and conclusions can then be considered as the
generalizations grounded in such data. The three kinds of validity can be
regarded as different strengths of the generalizations, where coherence is
weaker than presumption, which in turn is weaker than conclusiveness.
We mentioned that induction sometimes uses numbers, but also is
treated in qualitative terms. This connects to the fact that the case model
approach has equivalent qualitative and quantitative characterizations,
and was in fact inspired by the puzzle of connecting qualitative and
quantitative reasoning styles. In this connection, the induction of a
coherent generalization can be thought of as corresponding to a positive
conditional probability in the data, and the induction of a conclusive
generalization to a conditional probability of 100%. The induction of a
presumptive generalization corresponds to a maximal conditional
probability. As an example, we can consider the case model discussed in
Section 3. In one quantitative realization of the case model—there are
many—, we have the following:

Case 1: ¬p (90%).

Case 2: p ∧ q ∧ ¬r (9%).

Case 3: p ∧ ¬q ∧ r (1%).

This is a quantitative realization of the case model in Section 3, since the
percentages connected to the cases correspond to the ordering Case 1 >
Case 2> Case 3. We now have the following:

• The two arguments from p to q and to r are both coherent. The irst
corresponds to a conditional probability of 9%/10% = 90%, the
latter to 1%/10% = 10%.

• The argument from p to q is presumptively valid, since 90% is larger
than 10%. The argument from p to r is not presumptively valid, for
the same reason.

• The argument from p to q is not conclusive since 90% is smaller
than 100%. The argument from p ∧ ¬r to q is conclusive, since it
corresponds to a conditional probability of 9%/9% = 100%.

We come to the third inferential role that we distinguished: decision. The
inferential role of decision seems to intuitively be most closely connected



to deduction, in particular when we think of deduction as guaranteeing
its conclusion. However, we saw that in our setting decision has three
variations: coherent decision, presumptive decision and conclusive
decision. Only conclusive decision is connected to the idea of deduction
as guaranteeing a conclusion. In this connection, we already saw that
deduction is sometimes thought of as a defeasible form of inference, in
particular when the generalization used allows for exceptions. Such
defeasible versions of deduction are connected to coherent and
presumptive decision, which have exceptions when there are alternative
coherent or presumptive possibilities. Note however that also conclusive
decision is defeasible, but now not because there is an alternative
possibility, but because the only possibility becomes excluded.

The triplet deduction, abduction, induction can also be discussed
in connection with variations of classical syllogistic reasoning of the kind
‘All men are mortal. Socrates is a man. So, Socrates is mortal’. Each of the
triplet deduction, abduction, induction can thenbe connected to adifferent
ordering of the same three elements, as follows:

• Students speak English.
Mary is a student.
So (deductively), Mary speaks English.

• Students speak English.
Mary speaks English.
So (abductively), Mary is a student.

• Mary is a student.
Mary speaks English.
So (inductively), students speak English.

The irst is deductive in the sense that it is rule-following. If the rule (the
generalization) is universal, the inference is also deductive in the sense of
guaranteeing its conclusion.

The second is abductive in the sense that ‘Mary is a student’ is an
explanation of ‘Mary speaks English’ in light of the rule ‘Students speak
English’. The backward application of a rule points to an explanation. This
kind of inference is connected to reasoning that is fallacious in the sense
of classical logical validity (cf. the fallacy of af irming the consequent). As
there can be many explanations for a phenomenon, such abductive
inference is generally defeasible.



The third can be regarded as inductive in the sense that the
example of the English-speaking student Mary is used to infer a
generalization. Since here the inductive inference is based on a single
example, the inferred generalization does not have a strong empirical
backing. The example can be thought of as being used as a kind of
prototype or examplar with typical properties, much like what we see in
case-based reasoning. It is also noteworthy that, since the single example
does not suggest a direction (there is no distinction between ‘Mary is a
student’ and ‘Mary speaks English’ that suggests directionality), the rule
‘English speakers are students’ could be inductively inferred as well.

Can these three examples be interpreted in the setting of case
models? In the example, the rule-following character of deduction is
emphasized. Each of the three kinds of argument validity can be
interpreted in this way. More precisely, we have the following three
forms of inference:

The argument from p to q is coherent/presumptively
valid/conclusive.
p.
So (deductively), p.

Here the argument is used as a rule that can be applied. The different forms
of argument validity can be thought of as correspond to different levels of
strength of the rule. One could say that because the rule is valid—when
interpreted as an argument—the rule can be applied.

The abductive inference points to the question how the validity of
an argument is related to the validity of the argument in which the
premises and conclusions have been switched. The following hold in the
case model approach:

1. When an argument from premisesφ to conclusionsψ is coherent, its
reverse argument frompremisesψ to conclusionsφ is also coherent.

2. When an argument from premises φ to conclusions ψ is
presumptively valid, its reverse argument from premises ψ to
conclusions φ can be presumptively valid, but maybe is not.

3. When an argument from premises φ to conclusions ψ is conclusive,
its reverse argument from premises ψ to conclusions φ can be
conclusive, but maybe is not.



So of the three kinds of valid arguments, only coherent arguments can be
safely reversed, keeping coherence. But now recall that conclusive and
presumptively valid arguments are coherent. As a result, we also have the
following:

4. When an argument from premises φ to conclusions ψ is
presumptively valid, its reverse argument from premises ψ to
conclusions φ is coherent.

5. When an argument from premises φ to conclusions ψ is conclusive,
its reverse argument from premises ψ to conclusions φ is coherent.

We ind that all three kinds of valid argument can be reversed, at the price
of possiblymoving to theweakest of the three kinds of validity: coherence.

5. CONCLUSION

In this paper, we have used a recently developed perspective on coherent
arguments grounded in cases in order to shed light on three inferential
roles: explanation, prediction and decision. By using the three lavors of
argument validity in the perspective—coherence, presumptive validity
and conclusiveness—, we could distinguish three versions of explanation,
prediction and decision. We connected the approach to the triplet
deduction, abduction and induction, thereby illustrating the perspective
on coherent arguments and inferential roles, and also shedding different
light on the sometimes confusing usage of this terminology.

APPENDIX: FORMAL DEFINITIONS

The case model formal model used here was irst presented in (Verheij,
2016a), formalizing a semi-formal presentation in (Verheij, 2014). The
formalism was inspired by the setting of reasoning with evidence, where
qualitative and quantitative reasoning methods are used. The case model
formalism was applied to the combination of arguments, scenarios and
probabilities as tools in evidential reasoning (Verheij, 2017b), to
value-guided argumentation in the context of ethical systems
design (Verheij, 2016b) and to the modeling of reasoning with
arguments, rules and cases in the law (Verheij, 2017a). Here we repeat
core de initions, referring to the other publications for additional
explanation and context (including connections to related literature).



The formalism uses a classical logical languageL generated from a
set of propositional constants in a standard way. We write ¬ for negation,
∧ for conjunction, ∨ for disjunction,↔ for equivalence, ⊤ for a tautology,
and ⊥ for a contradiction. The associated classical, deductive, monotonic
consequence relation is denoted |=. We assume a language generated by a
inite set of propositional constants.

The central de inition is that of case models. The cases in a case
model must be logically consistent, mutually incompatible and different;
and the comparison relation must be total and transitive (hence is what is
called a total preorder, commonly modeling preference relations; Roberts,
1985).

De inition 1. A case model is a pair (C,≥)with initeC ⊆ L, such that the
following hold, for all φ, ψ and χ ∈ C:

1. ̸|= ¬φ;

2. If ̸|= φ↔ ψ, then |= ¬(φ ∧ ψ);

3. If |= φ↔ ψ, then φ = ψ;

4. φ ≥ ψ or ψ ≥ φ ;

5. If φ ≥ ψ and ψ ≥ χ, then φ ≥ χ.

The strict weak order > standardly associated with a total preorder ≥ is
de ined as φ > ψ if and only if it is not the case that ψ ≥ φ (for φ and ψ ∈
C). When φ > ψ, we say that φ is (strictly) preferred to ψ. The associated
equivalence relation∼ is de ined as φ ∼ ψ if and only if φ ≥ ψ and ψ ≥ φ.

Although the preference relations of case models are qualitative,
they correspond precisely to the relations that can be represented by
real-valued functions, hence provide a formally optimal balance between
a qualitative and quantitative representation. A numeric representing
function can be chosen to formally behave like a probability function.

Next we de ine arguments from premises φ ∈ L to conclusions
ψ ∈ L.

De inition 2. An argument is a pair (φ,ψ)with φ and ψ ∈ L. The sentence
φ expresses the argument’s premises, the sentence ψ its conclusions, and the
sentenceφ∧ψ the casemade by the argument. Generalizing, a sentenceχ ∈
L is a premise of the argument when φ |= χ, a conclusionwhenψ |= χ, and
a position in the case made by the argument when φ∧ψ |= χ. An argument



(φ,ψ) is properly presumptive when φ ̸|= ψ; otherwise non-presumptive.
An argument (φ,ψ) is an presumptionwhen |= φ, i.e., when its premises are
logically tautologous.

Note our use of the plural for an argument’s premises, conclusions and
positions. This terminological convention allows us to speak of the
premises p and ¬q and conclusions r and ¬s of the argument
(p ∧ ¬q, r ∧ ¬s). Also the convention its our non-syntactic de initions,
where for instance an argument with premise χ also has logically
equivalent sentences such as ¬¬χ as a premise.

A coherent argument is de ined as an argument that makes a case
that is logically implied by a case in the case model.

De inition 3. (Coherent arguments) Let (C,≥) be a case model. Then we
de ine, for all φ and ψ ∈ L:

(C,≥) |= (φ,ψ) if and only if ∃ω ∈ C: ω |= φ ∧ ψ.

We then say that the argument from φ to ψ is coherent with respect to the
case model.

A conclusive argument is a coherent argument, for which all cases in the
case model that imply the argument’s premises also imply the argument’s
conclusions.

De inition 4. (Conclusive arguments) Let (C,≥) be a case model. Then we
de ine, for all φ and ψ ∈ L:

(C,≥) |= φ ⇒ ψ if and only if ∃ω ∈ C: ω |= φ ∧ ψ and ∀ω ∈ C: if ω |= φ,
then ω |= φ ∧ ψ.

We then say that the argument from φ to ψ is conclusivewith respect to the
case model.

The notion of presumptive validity considered here is based on the idea
that some arguments make a better case than other arguments from the
samepremises.More precisely, an argument is presumptively valid if there
is a case in the case model implying the case made by the argument that is
at least as preferred as all cases implying the premises.

De inition 5. (Presumptively valid arguments) Let (C,≥) be a case model.
Then we de ine, for all φ and ψ ∈ L:

(C,≥) |= φ ψ if and only if ∃ω ∈ C:



1. ω |= φ ∧ ψ; and
2. ∀ω′ ∈ C : if ω′ |= φ, then ω ≥ ω′.

We then say that the argument from φ to ψ is presumptively valid with
respect to the case model. A presumptively valid argument is properly
defeasible, when it is not conclusive.

The three notions of validity (coherence, conclusiveness, presumptive
validity) are related, as follows. Conclusive arguments are coherent, but
there are case models with a coherent, yet inconclusive argument.
Conclusive arguments are presumptively valid, but there are case models
with a presumptively valid, yet inconclusive argument. Presumptively
valid arguments are coherent, but there are case models with a coherent,
yet presumptively invalid argument.

For presumptively valid arguments, we de ine defeating
circumstances, as follows. We distinguish three kinds: rebutting,
undercutting and excluding circumstances (cf. the distinction of
rebutting and undercutting defeaters; Pollock, 1987, 1995).
De inition 6. (Defeating circumstances) Let (C,≥) be a case model, and
(φ,ψ) a presumptively valid argument. Then circumstances χ are
defeating or successfully attacking when (φ ∧ χ, ψ) is not presumptively
valid. Defeating circumstances are rebutting when (φ ∧ χ,¬ψ) is
presumptively valid; otherwise they are undercutting. Defeating
circumstances are excluding when (φ ∧ χ, ψ) is not coherent.
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