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In this paper we review the basic concepts of integral-geometry-based morphological image

analysis. This approach yields an objective, numerical characterization of two- and three-

dimensional patterns in terms of geometrical and topological descriptors called Minkowski

functionals. We review its mathematical foundation and show that it is easy to put the

theory into practice by presenting simple computer algorithms to perform the analysis.

Illustrative examples are given of applications of this approach to simple lattice structures,

random point sets and minimal surfaces. As a more advanced application we show how the

technique can be used to obtain a morphological characterization of computer tomography

images of metal foams.

Keywords: Morphology, Euler characteristic, integral geometry, Minkowski functionals,

computer tomography images, metal foams.



Content:

1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 2
2. Integral geometry: Theory . . . . . . . . . . . . . . . . . . 4

2.1 Image measurements . . . . . . . . . . . . . . . . . . . 4
2.2 Minkowski addition and subtraction . . . . . . . . . . . . 5
2.3 Parallel sets . . . . . . . . . . . . . . . . . . . . . . 5
2.4 Convex sets and Minkowski functionals . . . . . . . . . . . 7
2.5 Convex rings and additive image functionals . . . . . . . . 9
2.6 Relation to topology and differential geometry . . . . . . . 10
2.7 Application to images . . . . . . . . . . . . . . . . . . 12
2.8 Integral geometry on a hypercubic lattice . . . . . . . . . . 14
2.9 Integral geometry on a lattice: Alternative formulation . . . . 15

3. Integral geometry in practice . . . . . . . . . . . . . . . . . 19
3.1 Minkowski functionals . . . . . . . . . . . . . . . . . . 20
3.2 Computer program . . . . . . . . . . . . . . . . . . . 21
3.3 Analysis of point patterns . . . . . . . . . . . . . . . . 22
3.4 Analysis of digitized and thresholded images . . . . . . . . 22
3.5 What integral geometry cannot do . . . . . . . . . . . . . 23
3.6 Reducing digitization errors . . . . . . . . . . . . . . . . 24
3.7 Normalization of image functionals . . . . . . . . . . . . 24

4. Illustrative examples . . . . . . . . . . . . . . . . . . . . . 24
4.1 Regular lattices . . . . . . . . . . . . . . . . . . . . . 25
4.2 Dislocations . . . . . . . . . . . . . . . . . . . . . . 26
4.3 Random point sets . . . . . . . . . . . . . . . . . . . 29
4.4 Topology of triply periodic minimal surfaces . . . . . . . . 33

5. Computer tomography images of metal foams . . . . . . . . . . 36
5.1 Computation of 3D Minkowski functionals . . . . . . . . . 37
5.2 Aluminium foams with closed-cell and open-cell structure . . 38

6. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . 39
7. Acknowledgements . . . . . . . . . . . . . . . . . . . . . . 40
Appendix A. Algorithm . . . . . . . . . . . . . . . . . . . . . . 40
Appendix B. Programming example (Fortran 90) . . . . . . . . . . . 42
Appendix C. Derivation of Eq.(36) . . . . . . . . . . . . . . . . . 47
Appendix D. Proof of Eq.(56) . . . . . . . . . . . . . . . . . . . 48
Appendix E. Proof of Eq.(57) . . . . . . . . . . . . . . . . . . . 51
1. Figure Captions . . . . . . . . . . . . . . . . . . . . . . . 54
2. References . . . . . . . . . . . . . . . . . . . . . . . . . 57



1. Introduction

Geometrical patterns are encountered in many different fields of science and
technology [1, 2]. Very often these patterns come in the form of photographic im-
ages. In general, the purpose of image analysis is to find out what is in these
images [3− 7]. Describing this information in words is one extreme form of charac-
terizing the image, another extreme form is to assign one or more numbers to the
observation. In this paper we only consider the latter.
In particular we will analyze two-dimensional (2D) and three-dimensional (3D)

patterns by numerical representations of the corresponding images in terms of two-
valued functions. Therefore a numerical characterization of features in the image
requires that the image has been digitized, i.e. that the image has been converted
to numerical form [3 − 6]. This conversion may include additional digital image
processing steps [3− 6] to enhance the quality of the images. If the image contains
color or gray-level information, the digitization process should include the mapping
of the spatial and color/brightness information in the image onto a collection of
black-and-white image elements [3 − 6]. For simplicity we will use the term pixel

to refer to both 2D and 3D image elements.
Morphology is a branch of biology dealing with the form and structure of ani-

mals and plants. The same word is used for the study of the geometry and topology
of patterns. Integral-Geometry Morphological Image Analysis (MIA for short from
now on) employs additive image functionals to assign numbers to the shape and con-
nectivity of patterns formed by the pixels in the image. Integral geometry [8, 9, 10]
provides a rigorous mathematical framework to define these image functionals. A
fundamental theorem (discussed below) of integral geometry [8] states that under
certain conditions, the number of different additive image functionals is equal to
the dimension of the pattern plus one. Thus, in the case of a 2D (3D) image there
are exactly 3 (4) of these functionals, called quermassintegrals or Minkowski func-
tionals. For a given image the first step in MIA is to compute these functionals
themselves. The second step is to study the behavior of the three or four numbers
as a function of some control parameters, such as time, density etc.
A remarkable feature of MIA is the big contrast between the simplicity of imple-

mention and use and the level of sophistication of the mathematical theory. Indeed,
as will be explained below, the calculation of the image functionals merely amounts
to the proper counting of e.g. faces, edges and vertices of pixels. The application of
MIA requires little computational effort. Another appealing feature of MIA is that
the image functionals have a geometrically and topologically clear interpretation:
For 2D images they correspond to the area, boundary length, and connectivity
number. The four functionals for 3D images are the volume, surface area, integral
mean curvature and connectivity number.
This paper gives an overview of the various aspects of MIA, with an emphasis
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on the practical application. MIA has proven to be very useful to describe the mor-
phology of porous media and complex fluids [11−14], the large-scale distribution of
matter in the Universe [14−16], regional seismicity realizations [17], quantum mo-
tion in billiards [18], microemulsions [14, 19], patterns in reaction diffusion systems
[14, 20], spinodal decomposition kinetics [14, 21, 22], and the dewetting structure in
liquid crystal and liquid metal films [23], and in polymer films [24]. In many cases
additional information can be extracted from the pattern by making assumptions
about size, shape and distribution of the objects. Usually this involves making a
probabilistic model of the pattern and comparing the Minkowski functionals of the
model with those of the images. Applications of this stochastic-geometry approach
to model natural phenomena can be found in [10].
In the preceeding discussion we took for granted that the digitized images are

free of noise and other artifacts that may affect the geometry and topology of the
structures of interest. Such perfect images are easily generated by computer and are
very useful for the development of theoretical concepts and models. Unfortunately,
genuine images or patterns obtained from computer simulations are seldom perfect.
Therefore some form of image processing may be necessary before attempting to
make measurements of the features in the image.
Digital image processing is very important for many industrial, medical and

scientific applications. There is a vast amount of literature on this subject so we
can only cite a few books here [3 − 6]. There also is a huge number of different
processing steps and methods. The type of measurements that will be performed
on the image is an important factor in making a selection of the most appropriate
processing steps.
In MIA the geometric and topological content of the image are of prime impor-

tance and this should be reflected in the operations that are used to enhance the
image quality. The morphological image processing (MIP) technique [25 − 28] is
well-adapted for this purpose because MIP and MIA are based on the same mathe-
matical roots. In the present review we will not discuss this very important aspect
of image processing but focus entirely on the problem of pattern characterization
in terms of morphological descriptors.
This review is structured as follows. Section 2 reviews the mathematical con-

cepts of integral geometry as far as they are relevant to MIA. In section 3 we
describe how to use MIA in practice and provide algorithms (including examples of
computer code) to compute the morphological descriptors. In section 4 we apply
MIA to simple point patterns, random point sets and geometrical objects (minimal
surfaces) to illustrate the salient features of MIA. Section 5 discusses the applica-
tion of MIA to computer tomography images of metal foams. Our conclusions are
given in Section 6.
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2. Integral geometry: Theory

In this section we review the theoretical framework that lies at the heart of
integral-geometry-based morphological image analysis. For simplicity we adopt the
following conventions:
• We make no distinction between two and three-dimensional images, e.g. we
always write “pixel”, also if we actually mean voxel. We consider black-and-
white images only, unless mentioned explicitly.

• The background color of an image is white. Pixels that are set are black, others
are white. This corresponds to the way one normally draws and prints black-
and-white images on paper. On a display the roles of black and white are
reversed.

• Definitions are printed slanted.

2.1 Image measurements

The purpose of image analysis is to extract information from the image. Integral
(and differential) geometry provides information on the geometrical and topological
structure of sets of points in Euclidean space. In an image, the presence of a point
in space is represented by a pixel that is black. Thus, objects in Euclidean space
are represented by a collection of black pixels. Empty space corresponds to white
pixels.
A function that assigns a number to a black-and-white image is called an image

functional [27]. An image functional performs a measurement of certain properties
or features in the image, such as the brightness, or location of objects, their surface,
perimeter, size distribution etc. An example of an image functional ϕ is the area
of black pixels on a background of white pixels. If P1 and P2 are two patterns of
black pixels we obviously have

ϕ(P1 ∪ P2) = ϕ(P1) + ϕ(P2)− ϕ(P1 ∩ P2) . (1)

The last term in (1) compensates for the double counting of black pixels that are
common to P1 and P2. Image functionals that share property (1) are called additive.
Intuitively it may seem obvious to require image functionals to be additive. In
general one would like to avoid counting a feature in an image more than once.
Additive image functionals play a central role in integral-geometry but this does

not mean that these are the only useful image functionals. Indeed there are many
image functionals that are not additive but yield valuable information on specific
features of an image [3]. As a prominent example, we mention the two-point cor-
relation function of the positions of the black pixels (i.e. the Fourier transform of
the structure factor). This is a non-additive functional but it certainly yields very
useful information about the spatial distribution of the black pixels.
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Another important property we would like to have is that the value of the image
functional does not depend on the choice of the coordinate system. Formally we say
that an image functional ϕ is motion invariant if ϕ(sA) = ϕ(A) for s ∈ S. Here S
denotes the group of all symmetry operations in the d-dimensional Euclidean space
R
d.
A key point of the theory reviewed in the eight subsections to come is that there

are only d+1 fundamentally different, motion invariant, additive image functionals
that describe the morphological content of a d-dimensional array of pixels. These
functionals are directly related to simple geometrical concepts. The reader who is
not interested in the mathematical aspects of integral geometry can skip the rest
of this section and go directly to section 3.

2.2 Minkowski addition and subtraction

Consider two sets of points in Euclidean space (e.g. two images), specified by
the position vectors A = {a1, . . . , an} and B = {b1, . . . , bm}. Translating every
point of A by bi, for i = 1, . . . ,m and collecting all points yields a new set of points

C = A⊕B = B ⊕A =
⋃

i=1,...,n
j=1,...,m

ai + bj , (2)

which is called the Minkowski sum of the sets A and B. The operation ⊕ is called
Minkowski addition. Similarly Minkowski subtraction 
 is defined by

C = A
B = B 
A =
⋂

i=1,...,n
j=1,...,m

ai + bj , (3)

i.e. we translate every point of A by every element of B and only keep those points
that intersect.
Minkowski addition increases the number of points. Minkowksi subtraction re-

moves points from an image. Unless B contains the origin, image A 
 B is not
necessarily a subset of image A. The operations ⊕ and 
 play a central role in
morphological image processing [27]. In this context the former is often called dila-
tion and has the effect of “inflating” the image A. The latter is called erosion and
results in a “shrinking” of A. For a review of the properties of Minkowski algebra,
see e.g. Ref. [8, 27].
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2.3 Parallel sets

Consider the set of points of a line L of length a embedded in one-dimensional
(1D) Euclidean space. We take a similar segment S(1)

r of length 2r and put the
center of this line at each point of the line L. How does the union of all these
points look like? Obviously it is another line that is longer than L. The sets L
(black line), S(1)

r (gray line) and Lr (union of black and gray lines), the result of
this operation, are shown in Fig.1. In terms of the operations discussed above, it
is clear that Lr = L⊕ S(1)

r . The length l of Lr is given by

l(Lr) = a+ 2r = l(L) + 2r . (4)

The set Lr is called the parallel set of L at a distance r.
The one-dimensional case readily extends to two and three dimensions. In Eu-

clidean space the parallel set Ar of A is defined by

Ar = A⊕ S(d)
r , (5)

where S(d)
r denotes a d-dimensional sphere of radius r. Let us consider some simple

examples, e.g. a circular disk D of radius a, a square Q of edge length a and
an equilateral triangle T of side length a embedded in the two-dimensional (2D)
Euclidean space. Take a disc of radius r and perform the same operation as in the
one dimensional (1D) case. Put the center of the disc of radius r at each point of
D (or Q or T ) and consider the union of all points. The resulting parallel sets Dr,
Qr and Tr are shown in Fig.2. The area U of Dr, Qr and Tr is given by

U(Dr) =πa2 + 2πar + πr2 , (6a)

U(Qr) =a2 + 4ar + πr2 , (6b)

U(Tr) =
√
3
4
a2 + 3ar + πr2 . (6c)

The formulae (6) suggest that there may be a general relationship between the area
of the original set and its parallel set at a distance r. It is not difficult to see that
the areas of the three parallel sets can be written as

U(Kr) = U(K) + P (K)r + πr2 , (7)

where P (K) denotes the boundary length (or perimeter) of the geometrical object
K.
As a last example we consider a cube C of edge length a embedded in three-

dimensional (3D) space. A simple calculation shows that the volume V of the
parallel set Cr can be written as
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V (Cr) = a3 + 6a2r + 3aπr2 +
4π
3
r3 . (8)

Again, (8) suggests the generalization

V (Kr) = V (K) + S(K)r + 2πB(K)r2 +
4π
3
r3 , (9)

where S(K) is the surface area and B(K) is the mean breadth.
The examples presented above suggest that for a sufficiently simple 3D (2D)

geometrical object, the change in the volume (area) can be computed from the
original volume, area, and mean breadth (area and perimeter), as long as we inflate
or deflate the object without changing its topology. In fact these relations only hold
for convex sets. Convex sets play an important role in integral geometry and are
the key to the morphological characterization of sets of points in Euclidean space.
Obviously, sets of pixels can be analyzed using these concepts too. However, to be
useful in practice, there should be no constraints on the shape of the objects. The
purpose of the next two subsections is to discuss the generalization of the above
concept to objects of arbitrary shape.

2.4 Convex sets and Minkowski functionals

A collection of points K in the d-dimensional Euclidean space R
d is called a

convex set if for every pair of points in K, the entire line segment joining them also
lies in K. A convex set with nonempty interior is called a convex body. A single
point x ∈ R

d is also a convex set and convex body. We will only consider convex
sets that are bounded and closed, i.e. that are compact. The class of all compact
convex sets is denoted by K.
The parallel set Kr = K ⊕ S(d)

r of a compact convex set K ∈ K at a distance r
is the union of all closed spheres of radius r, the centers of which are points of K
[9]. The operation of taking a parallel set preserves the properties of convexity and
compactness, i.e. Kr ∈ K [10].
The general expression for the volume v(d) of the parallel body Kr at a distance

r of a convex body K, is given by the Steiner formula [8]

v(d)(Kr) =
d∑
ν=0

(
d

ν

)
W (d)
ν (K)rν , (10)

where the W (d)
ν (K) are called quermassintegrals or Minkowski functionals. Their

relation to the familiar geometrical quantities is given in Table I. Clearly (10) con-
tains the results for the simple examples given in the previous subsection as special
cases.
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Table.I Relation between the Minkowski functionals W (d)
ν (K) of a convex set K

and conventional geometrical quantities.

d = 1 d = 2 d = 3

W
(d)
0 (K) l(K) U(K) V (K)

W
(d)
1 (K) 2 P (K)/2 S(K)/3

W
(d)
2 (K) − π 2πB(K)/3

W
(d)
3 (K) − − 4π/3

It can be shown [8] that the Minkowski functionals are
• Motion invariant: ϕ is motion invariant if ϕ(sK) = ϕ(K) for s ∈ S.
• C-additive: A functional is C-additive if ϕ(K1∪K2) = ϕ(K1)+ϕ(K2)−ϕ(K1∩
K2) for K1,K2 ∈ K and K1∪K2 ∈ K. The notion of C-additive (means additive
on the set K) is not just a technical one because the union of two convex sets is
not necessarily convex, although the intersection is.

• Continuity: ϕ is continuous if liml→∞ ϕ(Kl) = ϕ(K) whenever {Kl} is a se-
quence of compact sets such that liml→∞Kl = K in the Hausdorff metric [27].
Intuitively, this continuity property of ϕ means that whenever the compact con-
vex sets Kl approach the compact convex set K, also ϕ(Kl) approaches ϕ(K).
This is a rather technical condition that is satified when we limit ourselves to
sets of pixels.

• Monotonically increasing: ϕ is monotonically increasing ϕ(A) ≤ ϕ(B) if A ⊆ B.
In simple terms, the value of the Minkowski functionals of a set A will not
decrease if A becomes larger.

A fundamental result in integral geometry is the completeness of the family of
Minkowski functionals. A theorem by Hadwiger [8] states that every motion invari-
ant, C-additive and continuous functional ϕ over K can be written as

ϕ(K) =
d∑
ν=0

aνW
(d)
ν (K) , (11)

with suitable coefficients aν ∈ R. A similar result holds if ϕ(K) is C-additive and
monotonically increasing. Then the numbers aν are non-negative. In other words,
the d+1 Minkowski functionals form a complete system of morphological measures
on the class of convex sets K [8].
MIA uses additive image functionals to characterize images. Of course we prefer

to use motion invariant, additive image functionals. If we could replace “C-additive”
by “additive” then Hadwiger’s theorem would tell us that there are no more, no less
than d + 1 different additive image functionals. This would imply that we would
have to switch to non-additive or coordinate-system-dependent image functionals
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to find additional non-morphological structure in the image. However, in general
an image is not a convex set of points. The extension of Hadwiger’s theorem to
additive instead of C-additive image functionals requires further consideration. On
the positive side, in the end it turns out that Hadwiger’s completeness theorem
holds for arbitrary images as well.

2.5 Convex rings and additive image functionals

The results of the previous subsection can be generalized to a much more general
class of objects by considering the convex ring [8] R, the class of all subsets A of
R
d which can be expressed as finite unions of compact convex sets

A =
l⋃
i=1

Ki ; Ki ∈ K . (12)

If A1 and A2 both belong to R then so do A1 ∪ A2 and A1 ∩ A2. As before, an
additive functional ϕ has the property ϕ(A1 ∪A2) = ϕ(A1) + ϕ(A2)− ϕ(A1 ∩A2).
Motion invariance of ϕ on R is defined as for ϕ on K. Obviously any image is an
instance of the convex ring R, the pixels being the convex sets and elements of K.
Fundamental to the extension from K to R is the Euler characteristic or con-

nectivity number χ defined as [8]

χ(K) =
{
1 K �= ∅
0 K = ∅ , (13)

for all K ∈ K. The Euler characteristic is an additive, motion invariant functional
on R [8]. For an element A of the convex ring R, the use of the property of
additivity of χ yields

χ(A) = χ

(
l⋃
i=1

Ki

)
=
∑
i

χ(Ki)−
∑
i<j

χ(Ki∩Kj)+ . . .+(−1)l+1χ(K1∩ . . .∩Kl) .

(14)
The value of χ(A) is independent of the representation of A as a finite union of
compact convex sets [8]. Note that all sets appearing on the right hand side of
(14) are convex so that we can use (13) to compute the numerical (integer) value
of χ(A).
The Euler characteristic can be used to define the Minkowski functionals for all

elements of the convex ring A ∈ R [8]. Recalling that a single point x ∈ R
d is a

convex set, we can write the characteristic function of the set A as IA(x) = χ(A∩x).
Then the volume of A is given by W (d)

0 (A) =
∫
S IA(sx)ds. Here ds denotes the

motion-invariant kinematical density [8, 9] and the integration is over all elements
of S [8, 9]. The expression of the volume suggests the following definition [8] of the
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Minkowski functionals on R:

W (d)
ν (A) =

∫
S
χ(A ∩ sEν)ds ν = 0, . . . , d− 1,

W
(d)
d (A) =ωdχ(A) ωd = πd/2/Γ(1 + d/2) , (15)

where Eν is a ν-dimensional plane in R
d. The normalization is chosen such that for

a d-dimensional sphere S(d)
r with radius r, W (d)

ν (S(d)
r ) = ωdrd−ν where ωd denotes

the volume of the unit sphere (ω0 = 1, ω1 = 2, ω2 = π, ω3 = 4π/3) [14].
The Minkowski functionals inherit from χ the property of additivity

W (d)
ν (A) =W (d)

ν (
l⋃
i=1

Ki) =
∑
i

W (d)
ν (Ki)−

∑
i<j

W (d)
ν (Ki ∩Kj) + . . .

+(−1)(l+1)W (d)
ν (K1 ∩ . . . ∩Kl) , (16)

and motion invariance.
It is not difficult to see that Hadwiger’s completeness theorem (11) carries over

from the class of convex sets K to the ring R. Replacing K by A =
⋃l
i=1Ki where

Ki ∈ K and using (16) repeatedly one finds that (11) holds for any element of
R [8]. Thus, the d + 1 Minkowski functionals form a complete system of additive
functionals on the set of objects that are unions of a finite number of convex sets
[8].
For completeness and also because we make use of it later, we state one more

important result in integral geometry, the so-called kinematic formulae [8]∫
S
M (d)
µ (A ∩ sB)ds =

µ∑
ν=0

(
µ

ν

)
M (d)
ν (A)M (d)

µ−ν(B) , (17)

where

M (d)
µ (A) =

ωd−µ
ωµωd

W (d)
µ (A) ; µ = 0, . . . , d , (18)

defines the normalized Minkowski functionals. The relation between the normalized
Minkowski functionals M (d)

ν (K) of a convex set K and conventional geometrical
quantities are given in Table II. The kinematic formulae (17) are very useful in
stereology and stochastic geometry [8, 9, 25]. They also play a key role in deriving
configurational averages of Minkowski functionals.
In translating these abstract mathematical concepts to a practical scheme it is

important to keep in mind the conditions under which the above theorems hold.
Fortunately, in practice, this is easy to do. The crucial step is to decompose the
image into a union of convex sets so that we can use the theoretical results that
hold on the convex ring. We address this issue in section 2.7.
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Table.II Relation between the normalized Minkowski functionals M (d)
ν (K) of a

convex set K and conventional geometrical quantities in Euclidean space.
Note that the Euler characteristic of a convex set is equal to one.

d = 1 d = 2 d = 3

M
(d)
0 (K) l(K) U(K) V (k)

M
(d)
1 (K) χ(K)/2 P (K)/2π S(k)/8

M
(d)
2 (K) − χ(K)/π B(K)/π

M
(d)
3 (K) − − 3χ(K)/4π

2.6 Relation to topology and differential geometry

The Euler characteristic χ is identical to the one defined in algebraic topology [8].
For d = 2, χ(A) equals the number of connected components minus the number of
holes. In three dimensions χ(A) is given by the number of connected components
minus the number of tunnels plus the number of cavities. Some examples are
shown in Fig.3. The Euler characteristic describes A in a purely topological way,
i.e. without reference to any kind of metric.
Very often one is interested in the topology of the surface ∂A of A [2, 15]. The

Euler characteristic of ∂A is directly related to that of A, namely

χ(∂A) = χ(A)[1− (−1)n] , (19)

where n is the dimension of the body A (n ≤ d) [19].
The principal curvatures of a surface are useful quantities for the numerical

characterization of the surface of a 3D body. They are defined as follows. Consider
a point on the surface and the vector through this point, normal to the surface.
A plane containing this normal vector intersects the surface. This intersection is a
planar curve with a curvature called the normal curvature. Rotation of the plane
about the normal produces various planar curves with different values of normal
curvature. The extreme values of the normal curvatures are called the principal
curvatures κ1 and κ2 of a surface. These two curvatures can be combined to give
two useful measures of the curvature of a surface, namely the Gaussian and mean
curvature defined as G = κ1κ2 and H = (κ1 + κ2)/2 respectively. The integral
mean curvature H and integral Gaussian curvature G are given by

H(A) =
1
2

∫
∂A

(
1
R1

+
1
R2

)
df , (20)

and
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G(A) =
∫
∂A

1
R1R2

df , (21)

respectively. Here R1 = 1/κ1 and R2 = 1/κ2 are the principal radii of curvature of
A and df is the area element on A. For H and G to be well defined the boundary
∂A should be regular.
The mean breadth is proportional to the integral mean curvature:

H(A) = 2πB(A) . (22)

The Euler characteristic of ∂A is closely related to the integral Gaussian curvature
G and the genus g (number of handles, i.e. number of holes in the closed surface):

G(A) = 2πχ(∂A) , χ(∂A) = 2(1− g) . (23)

Note that integral geometry imposes no regularity conditions on the boundary ∂A
of the objects: H(A) and χ(A) are always well-defined.

2.7 Application to images

Each pixel in a 2D (3D) black-and-white image is a convex set. Therefore such
images may be considered as an element of the convex ring R and we can invoke
integral geometry to build additive image functionals to measure features in the
image. However, as mentioned before, some care has to be taken because the
Minkowski functionals take known values on convex sets only.
The key to the practical application of integral geometry to images is the addi-

tivity of χ (see (14) ): We can compute the Minkowski functionals of an image A by
decomposing A into convex sets Ki. However, if we would take for {Ki} all black
pixels (assuming the background consists of white pixels), then we would have to
compute all the intersections that appear in (14) . Although this can be done, it is
much more expedient to take a slightly different route.
First we write each pixel K as the union of the disjoint collection of its interior

body, interior faces (in 3D only), open edges and vertices [19]. We will denote the
interior of a set A by Ă = A\∂A. The values of the Minkowski functionals of the
open interior of a n-dimensional body A ∈ R embedded in R

d (n ≤ d) are given by
[19]

W (d)
ν (Ă) = (−1)d+n+νW (d)

ν (A) ; ν = 0, . . . , d . (24)

By making use of the additivity of the Minkowski functionals (see (16) ) and the fact
that there is no overlap between open sets on a lattice, the values of the Minkowski
functionals on the whole pattern P may be obtained from
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Table.III Minkowski functionals W (2)
ν (ν = 0, . . . , d = 2) for the open sets N̆m, the

basic building blocks of a square in two-dimensional Euclidean space. Q̆:
open square of edge length a; L̆: open edge of length a; P̆ : vertex.

m N̆m W
(2)
0 W

(2)
1 W

(2)
2

0 P̆ 0 0 π
1 L̆ 0 a −π
2 Q̆ a2 −2a π

Table.IV Minkowski functionals W (3)
ν (ν = 0, . . . , d = 3) for the open sets N̆m, the

basic building blocks of a cube in three-dimensional Euclidean space. C̆:
open cube of edge length a; Q̆: open square of edge length a; L̆: open
edge of length a; P̆ : vertex.

m N̆m W
(3)
0 W

(3)
1 W

(3)
2 W

(3)
3

0 P̆ 0 0 0 4π/3
1 L̆ 0 0 πa/3 −4π/3
2 Q̆ 0 2a2/3 −2πa/3 4π/3
3 C̆ a3 −2a2 πa −4π/3

W (d)
ν (P) =

∑
m

W (d)
ν (N̆m)nm(P) ; ν = 0, . . . , d , (25)

where nm(P) denotes the number open sets N̆m of type m present in P. On a
square and cubic lattice there are d+1 open sets N̆m: N̆0 corresponds to a vertex,
N̆1 to an open line segment, N̆2 to an open square on both the 2D square and the
3D cubic lattice, and N̆3 to an open cube on the 3D cubic lattice. The calculation
of the Minkowski functionals for the building blocks N̆m of a 2D square and a 3D
cubic lattice is given elsewhere [29]. For convenience their values are reproduced
in Tables III and IV, respectively. The procedure to calculate nm(P) for a square
and cubic lattice is given in Appendix A. Note that the value of the Minkowski
functionals depends on the type of lattice, i.e. the shape of the pixels, the pattern
is represented on. An example of a decomposition of a pattern on a hexagonal
lattice is given in Ref.22.
In Fig.4 we show a simple example of the decomposition of the pixels of a two-

dimensional black-and-white pattern (left) into squares, edges and vertices (right).
For this example, the number of squares n2 = 8, number of edges n1 = 24 and
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number of vertices n0 = 16. Hence W0 = U = 8a2, W1 = P/2 = −16a+ 24a = 8a
and W2 = πχ = 8π − 24π + 16π = 0, where a denotes the edge length of the
open square and open edge. We further illustrate the procedure to compute the
Minkowski functionals by considering the 2D checkerboard pattern with an even
number L0 of cells, of edge length one, in each direction. We consider free and
periodic boundary conditions (see Fig.5). The left image in Fig.5 shows the 4× 4
checkerboard lattice with free boundary conditions, i.e. the pattern is completely
surrounded by white pixels. The right image shows the same pattern but with
periodic boundary conditions. For the L0×L0 checkerboard PF with free boundary
conditions we find n0(PF ) = (L0+1)2−2, n1(PF ) = 2L2

0, n2(PF ) = L2
0/2 and hence

U(PF ) = L2
0/2, P (PF ) = 2L2

0 and χ(PF ) = L2
0/2− (L0 − 1)2. Note that this value

of χ corresponds to the value we find if we calculate χ as the number of connected
components minus the number of holes, since the number of connected components
(black structure) equals one and the number of holes equals (L0/2−1)(L0−2). For
the L0 ×L0 checkerboard PP with periodic boundary conditions we find n0(PP ) =
L2

0, n1(PP ) = 2L2
0, n2(PP ) = L2

0/2 which yields U(PP ) = L2
0/2, P (PP ) = 2L2

0 and
χ(PP ) = −L2

0/2. Note that χ(PP )/L2
0 = limL0→∞ χ(PF )/L2

0 = −1/2.
Summarizing: In practice the calculation of the Minkowski functionals of a

black-and-white image amounts to counting vertices, edges, etc.

2.8 Integral geometry on a hypercubic lattice

Most modern image acquisition systems are pixel-based. In many cases the
pixels represent an average of the signal (light, electrons, ...) over some area or
volume of the sample. In other cases, for instance in scanning electron microscope
images taken at low magnification, the dimension of the sampled volume is smaller
than the dimension of the pixel in the image [3]. Then the pixels represent points
that are discrete and well separated and it is no longer evident that the set of pixels
corresponds to an image of an object in Euclidean space. In this case, it is more
appropiate and correct to regard the image as a collection of points on a square or
cubic lattice instead of in continuum space.
Not surprisingly, the concepts of integral-geometry can be used to characterize

structure in these situations as well. In fact, the theory reviewed above directly
applies if we replace the group S of all symmetry operations in R

d by the group S ′

of translations, rotations and reflections that leave the finite d-dimensional, regular
(hypercubic) lattice Z

d invariant [30 − 33]. In the following we closely follow [33].
In analogy with Eq.(15), on the d-dimensional lattice the Minkowski functionals
are defined by

V
(d)
d (A) =χ(A) ,
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Table.V Relation between the Minkowski functionals V (d)
ν (A) on a d-dimensional

hypercubic lattice Z
d and the length l, area U , perimeter P , volume V ,

surface area S, integral mean breadth B and Euler characteristic χ.

d = 1 d = 2 d = 3

V
(d)
0 l U V

V
(d)
1 χ P/4 S/6
V

(d)
2 − χ 2B/3
V

(d)
3 − − χ

V (d)
ν (A) =

(
d

ν

)−1

(2dd!)−1
∑
s∈S′

χ(A ∩ sEν)ds ; ν = 0, . . . , d− 1 , (26)

where Eν is a ν-dimensional plane in Z
d. The sum in (26) denotes the sum over

all translations, rotations and reflections in Z
d. The factor 2dd! reflects the number

of symmetry operations that leave the d-cubic lattice invariant. Fig.6 shows the
basic elements of integral geometry in Z

2: an elementary square (a), two connected
elementary squares (b), two 0-dimensional planes (lattice points) E0 and two 1-
dimensional planes (horizontal and vertical lines through the lattice points) E1.
As in the Euclidean case, the Minkowski functionals (26) also have a intuitively

clear meaning. In Table V we summarize the relationships between the Minkowski
functionals on Z

d and the conventional morphological quantities.
Unlike in the Euclidean case, the Minkowski functionals (26) are no longer ho-

mogenous functions of the length scale (which is fixed to one on Z
d). As a conse-

quence kinematic formulae (17) no longer hold but have to be replaced by [33]

1
2dd!

∑
s∈S′

V (d)
µ (A ∩ sB)ds =

µ∑
ν=0

ν∑
κ=0

(
µ

ν

)(
κ

ν

)
V (d)
ν (A)V (d)

µ−κ(B) . (27)

In section 4.3 we make use of Eq.(27) to compute analytically the configurational
averages of the Minkowski functionals for random distributions of points in Z

d.

2.9 Integral geometry on a lattice: Alternative formulation

On the two-dimensional square lattice Z
2, it is a simple matter to identify the

fundamental geometrical elements. Indeed, any image can be decomposed in ver-
tices (points), line segments (edges) connecting the vertices and the squares enclosed
by vertices and edges. In Euclidean space, these fundamental elements correspond
to the open sets used in section 2.7. Obviously this construction can be made for
any dimension d and any shape of the pixels.
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In terms of these fundamental elements, the basic equations of integral geometry
take a particulary simple form. The basic reason is that the intersection of a set of
e.g. vertices and a set of e.g. edges is empty. We now proceed with this alternative
formulation of integral geometry and obtain the (simple) formulae that will actually
be used in integral-geometry morphological image analysis (MIA).
We consider the d-cubic lattice Z

d. This lattice can be viewed as the union of
the disjoint sets of vertices O0, edges O1, faces O2, cubes O3 etc. Obviously, in
Euclidean space these are the basic open elements (see section 2.7). Any pattern A
on Z

d can be decomposed into the elements Oν , ν = 0, . . . , d. This decomposition
is trivially unique. An example for d = 2 is given in Fig.7.
Let the functional Fν(A) count the number of elements Oν in A. It is easy to

see that the Fν are functionals on Z
d that take positive integer values and are

• additive: Fν(A ∪B) = Fν(A) + Fν(B)− Fν(A ∩B) and Fν(∅) = 0
• motion invariant: Fν(sA) = Fν(A) where s denotes all translations, rotations
and reflections on Z

d

• monotonically increasing: Fν(A) ≤ Fν(B) for A ⊆ B.
Since there are no other type of fundamental elements in Z

d than the Oν ’s (i.e.
there is nothing else to be counted), any additive and motion-invariant functional
ϕ on Z

d must be a linear combination of the form

ϕ(A) =
d∑
ν=0

aνFν(A) , (28)

where aν = ϕ(Oν). In this formulation of integral-geometry on a lattice, Hadwiger’s
representation theorem is almost self-evident. The Fν play the role (but are not
the same as) the Minkowski functionals.
We proceed to write the conventional functionals describing the morphology of

subsets A ⊂ Z
d as a linear combination of the functionals Fν(A). It is expedient

to introduce the notion of a simplex Sν , ν = 0, . . . , d. A vertex (S0), an edge with
a vertex at each end (S1), a square surrounded by four edges and four vertices
(S2), etc. are examples of simplexes (see Fig.7). Clearly, in Euclidean space the
equivalent of a simplex is a closed convex set. Every pattern in Z

d has a unique
decomposition in terms of simplexes Sν , ν = 0, . . . , d. In the case of a d-dimensional
digital image, each pixel is a simplex Sd. Hence the decomposition only contains
simplexes Sd.
The topology of a subset A is characterized by the Euler characteristic. In

analogy with the definition of the Euler characteristic χ of a convex body, we define
the additive and motion invariant functional χ by χ(∅) = 0 and χ(Sν) = 1 for all
ν = 0, . . . , d. By construction, since every pattern A has a unique decomposition
in terms of the simplexes Sν , χ(A) is uniquely determined by χ(Sν), hence χ(A) is
unique.
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Let Ed(L) denote a d-cube of linear size L (see Fig.7 for d = 2). Simple counting
shows that the number of Oν in Ed(L) is given by

Fν(Ed(L)) =
(
d

ν

)
Lν(L+ 1)d−ν . (29)

We now derive the classical alternating formula for the Euler characteristic [34].
Let us define an additive functional Φ by setting Φ(∅) = 0 and Φ(Oν) = (−1)ν .
Then, since Ed(L) is a disjoint union of the Oν ’s, we can use the additivity of Φ to
write

Φ(Ed(L)) =
d∑
ν=0

Φ(Oν)Fν(Ed(L)) , (30a)

=
d∑
ν=0

(−1)νFν(Ed(L)) , (30b)

=
d∑
ν=0

(−1)ν
(
d

ν

)
Lν(L+ 1)d−ν = 1 . (30c)

Note that (30) also holds for simplexes since Sν = Eν(1). Therefore Φ(Sν) = χ(Sν)
for all ν = 0, . . . , d and hence Φ(A) = χ(A) for any A. Invoking the additivity of
Fν , Eq.(30a) implies that

χ(A) =
d∑
ν=0

χ(Oν)Fν(A) =
d∑
ν=0

(−1)νFν(A)

=F0(A)− F1(A) + F2(A)− . . .+ (−1)dFd(A) , (31)

which is the well-known discrete Euler formula [34].
The logic used to derive this formula can also be used to derive the relationships

between the functionals Fν on Z
d and the conventional geometrical quantities. We

illustrate this for the case of d = 2. First of all, it is trivial that the area U(E2(L)) =
F2(E2(L)) and hence U(A) = F2(A). We already found the expression for the Euler
characteristic, namely χ(A) = F2(A)−F1(A)+F0(A). Let us write for the perimeter
P (A) = a2F2(A) + a1F1(A) + a0F0(A). Since we know that P (A = E2(1)) = 4,
P (A = E2(2)) = 8, and P (A = E2(3)) = 12, we can set up a linear set of equations
for the unknowns a0, a1, and a2 and solve it. We find that P (A) = −4F2(A) +
2F1(A).
Repeating this procedure for all other quantities of interest we find for d = 1

l(A) = F1(A) , (32)

for d = 2
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U(A) = F2(A), P (A) = −4F2(A) + 2F1(A) , (33)

and finally for d = 3

V (A) = F3(A), S(A) = −6F3(A)+ 2F2(A), 2B(A) = 3F3(A)− 2F2(A)+F1(A) .
(34)

Expresssions (32)-(34), together with Eq.(31), will be used as the starting point
for the algorithms to compute the morphological descriptors (see section 3). Not
surprisingly these expressions are identical to those obtained by starting from the
Euclidian version of integral geometry, followed by the procedure described in sec-
tion 2.7.
For completeness we also derive the discrete analogue of the kinematic formulae

in terms of the functionals Fµ. As might be anticipated from the discussion above,
they should take a very simple form and indeed they do. In general, for fixed B,∑
s∈S′ Fµ(A ∩ sB) is a motion invariant, addititive functional of A. Likewise for

fixed A,
∑
s∈S′ Fµ(A ∩ sB) = ∑

s∈S′ Fµ(sA ∩ B) is a motion invariant, addititive
functional of B. Hence we have

1
2d2!

∑
s∈S′

Fµ(A ∩ sB) =
d∑

κ,ν=0

cκνFκ(A)Fν(B) ; µ = 0, . . . , d . (35)

Since
∑
s∈S′ Fµ(A ∩ sB) = ∑

s∈S′ Fµ(sA ∩ B) we must have cκν = cνκ. The
remaining constants cκν can be computed by looking at specific examples for A and
B. An example of such a calculation is given in appendix C. In general we find for
the kinematic formulae

1
22d!

∑
s∈S′

Fµ(A ∩ sB) =
(
d

µ

)−1

Fµ(A)Fµ(B) ; µ = 0, . . . , d . (36)

The kinematic formulae Eq.(17) and Eq.(27) have a more complicated structure
than Eq.(36) but this is hardly a surprise: The left-hand side of Eq.(36) only counts
the number of elements of the type µ in A ∩ sB and therefore the right-hand side
cannot depend on the number of elements in A or B that are of a type different
from µ. The Minkowski functionals that enter the kinematic formulae Eq.(17) and
Eq.(27) do not have this property.
The kinematic formulae for the conventional geometrical quantities ϕ follow

from

1
2dd!

∑
s∈S′

ϕ(A ∩ sB) = 1
22d!

∑
s∈S′

d∑
µ=0

ϕ(Oµ)Fµ(A ∩ sB) . (37)
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Table.VI Values for the geometrical quantities ϕ(Oν), ν = 0, . . . d, where ϕ stands
for l, U , P , V , S, B or χ.

l U P V S B χ

O0 0 0 0 0 0 0 1
O1 1 0 2 0 0 1/2 −1
O2 − 1 −4 0 2 −1 1
O3 − − − 1 −6 3/2 −1

The values for ϕ(Oµ) can be derived from Eqs.(28) and Eqs.(31)-(34) and are sum-
marized in Table VI. For instance, the kinematic formula for the Euler characteristic
reads

1
2dd!

∑
s∈S′

χ(A ∩ sB) = 1
22d!

∑
s∈S′

d∑
µ=0

χ(Oµ)Fµ(A ∩ sB)

=
d∑
µ=0

(−1)µ
(
d

µ

)−1

Fµ(A)Fµ(B) ; µ = 0, . . . , d , (38)

which is similar to the expression of Theorem 3.2.5 in [34] and has a much more
simple structure than Eq.(27) .
Summarizing: Given a set of pixels representing a black-and-white image there

are two ways to perform an integral-geometry analysis of the data. If we consider the
pixels as the only information we have, then we use integral geometry on a lattice.
If we know or have good arguments to assume that continuum space is a better
model we adopt the Euclidean formulation. It will be clear from our discussion
below of the practical realization of integral-geometry-based image analysis, one
can switch from one to the other formulation without difficulty.

3. Integral geometry in practice

An appealing feature of the integral-geometry approach is that the complexity of
the mathematical framework is in no way comparable to the simplicity of its practi-
cal application. In this section we focus on the practical aspects. Therefore we will
omit most mathematical justification, references to relevant work, and discussions
of examples. As before we only consider black-and-white images.
From the theory reviewed above, it follows that the d+1 Minkowski functionals

form a complete system of additive image functionals on the set of objects that are
unions of a finite number of convex sets [8]. In ordinary language this implies that
if we restict ourselves to using additive image functionals we only have to compute
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the d+ 1 Minkowski functionals to characterize the morphology of the pattern.
In section 2.7, or equivalently section 2.9, we described the basic ideas behind a

simple and efficient procedure to compute the Minkowski functionals. In the next
two subsections we translate these ideas into a computer program. In subsections
3.3 and 3.4 we focus on the second step of Integral Geometry Morphological Image
Analysis (MIA): The study of the dependence of these functionals on some control
parameters. In the remaining subsections we discuss several technical topics that
are relevant to practical applications.

3.1 Minkowski functionals

Consider a 2D lattice filled with black pixels on a white background (see Fig.4).
For simplicity we will assume that the pixels are squares and that the linear size
of each square has been normalized to one. We want to characterize the geometry
and topology of the pattern formed by the black pixels. According to Hadwiger’s
completeness theorem, there are three additive image functionals, called Minkowski
functionals, that describe the morphological content of this 2D pattern, namely the
area U , the perimeter P and the Euler characteristic χ. The latter describes the
connectivity (topology) of the pattern: In 2D χ equals the number of regions of
connected black pixels minus the number of completely enclosed regions of white
pixels. Two black pixels are “connected” if and only if they are nearest neighbors
or next-nearest neighbors of each other or can be connected by a chain of black
pixels that are nearest and/or next-nearest neighbors. Using this definition we find
that the Euler characteristic of the pattern shown in Fig.4 is zero.
Conceptually the procedure (that easily extends to three dimensions) to compute

these three numbers consists of two steps. First we decompose each black pixel into
4 vertices, 4 edges and the interior of the pixel (see Fig.4). Then we count the total
number of squares n2, edges n1 and vertices n0. By definition we have Fν = nν for
ν = 0, . . . , d. A simple algorithm and computer program to count these numbers
are described in Appendix A and B respectively. Using Eq.(25) and Table IV, or
directly from (33) , it follows that the area U , perimeter P and Euler characteristic
χ are given by

U = n2 , P = −4n2 + 2n1 , χ = n2 − n1 + n0 . (39)

For the example shown in Fig.4, the number of squares n2 = 8, number of edges
n1 = 24 and number of vertices n0 = 16 and we find U = 8, P = 16 and χ = 0.
For a 3D cubic lattice filled with black and white pixels the four Minkowski

functionals are the volume V , the surface area S, the mean breadth B (see section
2.3), and the Euler characteristic χ. In 3D χ equals the number of regions of
connected black pixels plus the number of completely enclosed regions of white
pixels minus the number of tunnels, i.e. regions of white pixels piercing regions of
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Table.VII Normalized Minkowski functionals M (3)
ν (K) for the elementary convex

sets of linear size a in 3D Euclidean space.

vertex line square cube

M
(3)
0 /a3 V/a3 0 0 0 1

8M (3)
1 /a2 S/a2 0 0 2 6

πM
(3)
2 /a B/a 0 1/2 1 3/2

4πM (3)
3 /3 χ 1 1 1 1

connected black pixels. As in the 2D case, the first step in the calculation of these
four numbers is to consider each black pixel as the union of 8 vertices, 12 edges, 6
faces and the interior of the cube. From Eq.(25) and Table IV, or from (34) , it
follows that

V = n3 , S = −6n3+2n2 , 2B = 3n3−2n2+n1 , χ = −n3+n2−n1+n0,
(40)

where n3 is the number of cubes. Thus, as in the 2D case, the morphological char-
acterization of a 3D pattern reduces to the counting of the elementary geometrical
objects (vertices, edges, faces, cubes) that constitute the pattern. For reference, in
Table VII we collect some basic results for the normalized Minkowski functionals
of simple shapes in 3D Euclidean space.

3.2 Computer program

Technically the only real “problem” with the procedure described above is to
avoid counting e.g. a face, an edge or vertex more than once. However this problem
is easily solved, as illustrated by the algorithm we will briefly discuss now.
In appendix B we list a computer program to compute V , S, B and χ for a

3D black-and-white pattern. For an example of a program for 2D images see [29].
For some applications, notably those where the patterns are the result of computer
simulation, it is useful to adopt periodic boundary conditions. Therefore we present
computer code for the case of periodic boundary conditions too. Alternatively one
can embed the original image into a larger one, formed by surrounding the original
image by one extra layer of pixels. The value of these pixels is determined by
making use of the periodic boundary conditions. Then one can use the code that
does not explicitly use the boundary conditions.
Conceptually what this program does is to build up the whole image using

vertices, edges, etc.. In practice this is accomplished by adding active (= black in
the example above) pixels to an initially empty (= white in the example above)
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image (held in array tmp(.)) one by one. Just before adding the active pixel to
the current image (in tmp(.)) subroutine “minko 3D free” determines the change
in V , S, B and χ that would result if this pixel is actually added to the current
image. This change is calculated by first decomposing this cubic pixel as discussed
above and then checking whether e.g. a face overlaps with a face of another active
pixel in the current image. Then the pixel is made active in the current image
and the changes are added to the current values of V , S, B and χ. Inspection of
“minko 3D free” shows that all it does is check to see if the pixel-to-be-added has
active nearest neighbors and/or next-nearest neighbors and count the number of
faces, edges and vertices accordingly. Clearly the number of arithmetic operations
required to compute V , S, B and χ scales linearly with the number of pixels of the
image. Thus, the numerical procedure is efficient.

3.3 Analysis of point patterns

Many systems observed in nature may be modelled by point patterns. For
example, a system of particles may be viewed as a collection of points defined by
the position of the particles. These points are usually called the germs of the model
[10, 35]. In order to study the morphological properties of the set of points (degree
of randomness, clustering, periodic ordering, . . .) it is useful to attach to the points
discs (spheres) of radius r. Those discs (spheres) are called the grains of the model
[10, 35]. The study of the coverage of the image by the grains gives information
about the distribution of the germs.
Mapping the point pattern onto a square (cubic) lattice yields a black-and-white

image. Black pixels represent the germs of the model. On the pixel lattice we can
construct the grains of the model in two different ways. In the first method we
consider the germs to be discs (spheres) of radius r = 0. We enlarge the discs
(spheres) by making black all pixels that are positioned at a distance smaller or
equal to r > 0 from the germs. The grains form discrete approximations to discs
(spheres) in the Euclidean space. An example of this graining procedure in two
dimensions is shown on the left hand side of Fig.8 for grains of radius r = 3. The
right hand side of Fig.8 illustrates the second graining procedure (for d = 2), where
we take the germs to be squares (cubes) of edge length r = 1 and the grains to be
enlarged squares (cubes) of edge length r = 2n+1, n > 0. Note that the growing of
the cubic grains leads to a faster complete coverage of the image than the growing
of the circular grains.
For this category of problems MIA consists of the calculation of the three (four)

numbers U , P , and χ (V , S, B and χ) as a function of the grain size r. A schematic
representation of this procedure for the case of 2D point patterns is shown in Fig.9.
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3.4 Analysis of digitized and thresholded images

In general the intensity (or gray level) in experimental images may be thought
of as a continuous function of the position in the image. In order to analyze such
images by computer we first have to digitize them [3− 6]. The digitization process
requires the mapping of the image on a grid and a quantization of the gray level.
Usually 2D (3D) images are partitioned into square (cubic) regions. Each square
(cube) is centered at a lattice point, corresponding to a pixel. In general the range
of gray levels is divided into intervals and the gray level at any lattice point is
required to take only one of these values.
The output of image analysis should be a description of the given image. Thus

we have to define the various objects building up the image, i.e. we need a method
to distinguish objects from the background [3, 6]. The simplest method of reducing
gray-scale images to two-valued images or black-and-white images is to make use
of a threshold. If the given image P(x) with x ∈ R

d has gray level range [a, b],
and q is any number between a and b, the result of thresholding P(x, q) at q is the
two-valued image P(x, q) defined by [3− 6]

P(x, q) =
{
1 P(x) ≥ q
0 P(x) < q . (41)

By definition if P(x, q) = 0, x is part of the background, and if P(x, q) = 1, x is
part of an object. In practice not all thresholds q yield useful P(x, q). If q is too
large too many objects are classified as background or if q is too small the opposite
happens. Other thresholding operations may also be considered [3− 6].
For this type of image, MIA consists of the calculation of the three (four) num-

bers U , P , and χ (V , S, B and χ) as a function of the threshold q. A schematic
representation of this procedure for the case of 2D gray-scale images is shown in
Fig.10.

3.5 What integral geometry cannot do

Although Hadwiger’s theorem on the completeness of the d+1 Minkowski func-
tionals is rather powerful, the term “completeness” should not be taken too literally.
An almost trivial example may serve to illustrate this point. Consider a triangle in
2D Euclidean space. Can we use the Minkowski functionals to “completely” char-
acterize this triangle? The answer is no. It is not difficult to show that the length
of the edges of the triangle are given by

a =
P

4
+
U

P

1 + cos θ
sin θ

±
√(

P

4
+
U

P

1 + cos θ
sin θ

)2

− 2U
sin θ

, (42a)
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b =
P

4
+
U

P

1 + cos θ
sin θ

∓
√(

P

4
+
U

P

1 + cos θ
sin θ

)2

− 2U
sin θ

, (42b)

c =
P

2
− 2U
P

1 + cos θ
sin θ

, (42c)

where θ denotes the angle between the sides of length a and b and U and P are the
area and perimeter respectively. From (42) it is clear that the Minkowski functionals
U , P and χ = 1 do not specify the triangle completely. Different choices of the
angle θ results in different triangles with the same area U and perimeter P . For
MIA to yield useful information about the morphological content of an image, it
is necessary to study the dependence of the Minkowski functionals on one or more
control parameters (e.g. threshold, grain size, etc.).

3.6 Reducing digitization errors

Often the lattice of pixels represents an image of objects in Euclidean space.
The Minkowski functionals computed using this lattice approximate the Minkowski
functionals in Euclidean space. By digitizing the 2D (3D) image we have introduced
square (cubic) distortions in the objects, causing a directional bias. For example
digitizing a 2D (3D) image transforms a smooth contour (surface) to a more step-
wise contour (surface). The more complicated the image the better the digital
approximations are likely to become since the parts of the stepwise boundary or
surface will exhibit each orientation more often. The most problematic structures
may be isotropic ones.
There are several methods to correct for systematic errors caused by digitiza-

tion of the image [3, 26]. Many of them can be used to improve the accuracy of
the approximations to the area, perimeter, etc. We will not treat problems of dig-
itization here because it is not of fundamental importance for the application of
integral-geometry concepts.

3.7 Normalization of image functionals

For presentation purposes it is convenient to introduce the following normalized
quantities:

Ũ =U/L2 , P̃ = P/LN1/2 , χ̃ = χ/N ; d = 2 , (43a)

and

Ṽ =V/L3 , S̃ = S/L2N1/3 , B̃ = 2B/LN2/3 , χ̃ = χ/N ; d = 3 , (43b)

where L denotes the linear size of the square (cube) and N denotes the number of
germs.
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4. Illustrative examples

In this section we apply MIA to point sets and complicated surfaces. These
examples serve to illustrate the two basic modes of analysis discussed in sections 3.3
and 3.4. We first apply MIA to simple cubic, face-centered cubic and body-centered
cubic lattice structures with and without imperfections. Then we compute the mean
value of the Minkowski functionals of random point sets, i.e. the average over all
configurations, grain sizes and shapes. Finally we compute the Euler characteristic
of a selection of minimal surfaces.

4.1 Regular lattices

The face-centered cubic (FCC) and body-centered cubic (BCC) lattices are of
great importance, since an enormous variety of solids and several complex fluids
[36] crystallize in these forms. The simple cubic (SC) lattice, however, is relatively
rare but is often used in theoretical models.
The SC lattice may be generated from the following set of primitive vectors

a1 = L0[100] , a2 = L0[010] , a3 = L0[001] , (44)

where L0 denotes the lattice constant. A symmetric set of primitive vectors for the
FCC cubic lattice is

a1 =
L0

2
[011] , a2 =

L0

2
[101] , a3 =

L0

2
[110] , (45)

and for the BCC cubic lattice is

a1 =
L0

2
[111̄] , a2 =

L0

2
[11̄1] , a3 =

L0

2
[1̄11] . (46)

To compute the Minkowski functionals for the SC, FCC, and BCC lattices we imbed
these lattices in a cubic lattice with lattice constant one, and make use of (44) -
(46) to determine the position of the black pixels. Then we follow the procedure
described in section 3.3, to transform the resulting point pattern into a pattern of
“spherical” grains of radius r and to study the behavior of the Minkowski functionals
as a function of r. An example of the graining procedure is shown in Fig.11 for
the SC lattice with periodic boundary conditions and L0 = 4. The thick solid line
indicates the dimensions of the conventional unit cell, simply called the unit cell
from now on.
Fig.12 shows the Minkowski functionals Ṽ , S̃, B̃ and χ̃ as a function of r for

the SC (dotted curve), FCC (solid curve) and BCC (dashed curve) lattice without
imperfections. The SC, FCC and BCC lattices with periodic boundaries consist of
one unit cell of linear dimension L0 = 32. Because of the normalization (43) the

—25—



curves for more than one unit cell will be the same as the ones shown in Fig.12.
Fig.12 clearly shows that the behavior of the Minkowski functionals as a function
of r differs for the various lattice types. The area S̃ reaches a maximum if r
equals L0/2, L0

√
2/4, L0

√
3/4, for the SC, FCC and BCC lattice, respectively. At

this value for r the Euler characteristic χ̃ starts to deviate from one because the
“spheres” touch each other. For the SC lattice χ̃ jumps to -2 independent of L0

(result not shown). In the case of the FCC (BCC) lattice and for sufficiently large
L0 (L0 ≥ 16) the Euler characteristic jumps to a large negative (positive) value.
For the SC, FCC and BCC lattice with r = 0 the Euler characteristic per unit cell
equals 1, 4 and 2, respectively. This corresponds to the number of “spheres” per
unit cell.
Crystal structures formed in materials are not perfect. Therefore it is of interest

to study the influence of defects on the curves shown in Fig.12 for the BCC lattice.
Imperfections in the crystal structure may be formed by the absence or by small
displacements of some of the basic lattice points. Also the presence of impurities,
creating extra lattice points, causes an imperfect crystal structure. In Fig.13 we
show the Minkowski functionals as a function of r for perfect and imperfect BCC
lattice structures. The solid curve depicts the data for a perfect BCC lattice con-
taining M = 8 unit cells of linear dimension L0 = 16. The dashed curve shows the
data for the same BCC lattice to which ± 30% of defects have been added at ran-
domly chosen positions. The dotted curve depicts the results of displacing ± 30%
randomly chosen basic lattice points over a random distance 0 or 1. Apart from
some minor changes the three curves behave in the same way. Only if we move all
the lattice points over a random distance 0 or 1 (dash-dotted lines), the curves for
B̃ and χ̃ differ qualitatively from the ones of the perfect BCC lattice. Therefore we
may conclude that the presence of small amounts of defects in the crystal structure
does not alter the characteristic behavior of the Minkowski functionals as a function
of r.
An appealing feature of MIA is that it is capable of distinghuishing different

lattice types even if the amount of lattice points is relatively small. MIA is not very
sensitive to finite size effects [33].

4.2 Dislocations

Dislocations comprise an important class of defects because they are the basic
carriers of plasticity in crystalline material. This is even so, to a rather great extent,
for quasi-crystalline and even non-crystalline solid material that can be described
in terms of a network of disclinations, i.e. groups of dislocations, ordered and
disordered, respectively. In a well-annealed crystal the dislocation density, defined
as the total length of dislocations per unit volume, is usually between 109 and
1012m−2 [37]. Dislocations represent discontinuities in displacements and they can
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also be used to describe, at least in a mathematical sense, a macroscopic static
crack. As such the dislocation can be considered to be the basic building block of
a crack. This idea that a crack can be thought of as an array of discrete coplanar
and parallel dislocations was introduced by Eshelby, Frank and Nabarro [38], and
by Leibfried [39]. For dislocation based fracture mechanics references are made to
Lardner’s book [40] and to the recently published excellent text by Weertman [41].
The two simplest kinds of dislocations are the edge and screw dislocations [42].

An edge dislocation can be considered by inserting an extra half plane of atoms into
the lattice. The edge of the extra half plane of atoms is called the dislocation line.
The presence of a screw dislocation in the crystal transforms the crystal planes into
a helicoidal surface, i.e. the atom planes perpendicular to the dislocation line are
turned into a spiral ramp.
The atoms in a crystal containing a dislocation are displaced from their perfect

lattice positions. If a complete circuit is made around a dislocation line, the dis-
placement of the end point must differ from the displacement of the starting point
by the length of the Burgers vector b. In the case of a screw dislocation the Burgers
vector is parallel to the dislocation line. The Burgers vector of an edge dislocation is
perpendicular to the dislocation line. The slip plane is uniquely defined as the plane
that contains both the dislocation line and the Burgers vector [42]. The glide of an
edge dislocation is therefore limited to a specific plane. However, the dislocation
line and the Burgers vector of a screw dislocation do not define a unique plane and
hence the glide of the dislocation is not restricted to a specific plane. Movement of
the screw dislocation produces a displacement parallel to the dislocation line.
In what follows we orient the coordinate system such that the z-axis coincides

with the dislocation line. The y-axis is chosen to be perpendicular to the slip plane,
the plane on which a dislocation line glides. Hence for a screw dislocation the
Burgers vector determines the position of the z-axis and for an edge dislocation it
fixes the x-axis.
In the case of a screw dislocation there are no displacements in the x- and y-

direction (ux = uy = 0). The dislocation in the z-direction increases uniformly
from zero to b ≡ |b| and for the dislocation in an isotropic linear elastic medium
the displacement reads [42]

uz =
b

2π
tan−1 y

x
, (47)

where b is the magnitude of the Burgers vector of the dislocation.
For an edge dislocation the displacements are given by [42]

ux =
b

2π

[
tan−1 y

x
+

xy

2(1− ν)(x2 + y2)

]
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uy =− b

2π

[
1− 2ν
4(1− ν) ln(x

2 + y2) +
x2 − y2

4(1− ν)(x2 + y2)

]
uz =0 , (48)

where ν denotes Poisson’s ratio. Typical values of ν for metallic and ceramic solids
lie in the range 0.2–0.45 [42]. The displacement fields of Eqs.(47) and (48) describe
the fields of stationary dislocations that are affected by the velocity of a moving
dislocation in a drag-controlled regime [43, 44, 45].
Possible Burgers vectors are determined by the crystallographic structure of the

crystal. A dislocation whose Burgers vector is a lattice translation vector is known
as a perfect dislocation [42]. We only consider Burgers vectors that are the shortest
lattice translation vectors on the characteristic slip planes. For the FCC lattice it is
observed experimentally that slip takes place on the {111} planes along the < 110 >
directions [42]. We choose the Burgers vector to point along the [110] direction.
Thus the smallest possible Burgers vector of a perfect dislocation is b = [110]L0/2
with length b = L0/

√
2. For the BCC lattice the smallest possible Burgers vector of

a perfect dislocation is b = [111]L0/2 with length b =
√
3L0/2 [42]. Experimentally

slip has been observed on the {110}, {112} and {123} planes [42]. We consider as
slip planes the {110} planes, which are the most densily packed.
To compute the Minkowski functionals for the FCC and BCC lattices with a

screw or edge dislocation we first create a perfect FCC and BCC lattice by imbed-
ding these lattices in a cubic lattice with lattice constant one and use (44) - (46) to
determine the positions of the black pixels. For the four different cases we rotate
the coordinate system such that

FCC, screw : z = [100], y = [1̄11], x = y × z = [1̄12̄]
BCC, screw : z = [111], y = [1̄10], x = y × z = [112̄]
FCC, edge : x = [110], y = [1̄11], z = x× y = [11̄2]
BCC, edge : x = [111], y = [1̄10], z = x× y = [1̄1̄2] , (49)

and we compute the atom displacements using Eqs. (47) and (48). Then we rotate
back to the original (x, y, z) coordinate system. Finally we follow the procedure
described in section 3.3 to transform the resulting point pattern into a pattern
of ”spherical” grains of radius r or cubic grains of edge length r, and study the
behavior of the Minkowski functionals as a function of r. For the computation of
the Minkowski functionals we make use of free boundary conditions.
The results for Ṽ , S̃ and B̃ for FCC and BCC crystals containing screw or edge

dislocations only differ very little from the results for the perfect crystal structures.
Therefore we only present the results for χ̃. Fig.14 depicts the Euler characteristic
for a perfect FCC lattice (Fig.14a,d), an FCC lattice with a screw dislocation in
the centre (Fig.14b,e) and an FCC lattice with an edge dislocation located at the
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crystal centre (Fig.14c,f). The FCC lattice contains M = 5 unit cells of linear
dimension L0 = 16. In Fig.14a,b,c the grains are spheres and in Fig.14d,e,f the
grains are cubes. Similar results for the BCC lattice are shown in Fig.15. As seen
from Figs.14,15 the Euler characteristics as a function of r for the FCC and BCC
lattices show a completely different behavior, independent of the choice of the shape
of the grains. This was already concluded from Fig.12 where spherical grains and
periodic boundaries were used. Fig.14 shows that using spherical grains to study
the Euler characteristic as a function of r makes it difficult to detect a dislocation
in an FCC lattice. Only very small changes in the curve for the Euler characteristic
are seen (except for the change in the amplitudes of the peaks). Using cubic grain
instead of spherical grains gives a clear signature of the presence of a dislocation
in χ̃. However, the distinction between a screw and an edge dislocation is not
clear. For the BCC lattice it is better to use spherical than cubic grains to detect
dislocations in the crystal, as seen from Fig.15. Also for the BCC lattice it is not
easy to distinguish between an edge and a screw dislocation.
If we increase the number of unit cells in the crystal the signature of the dislo-

cation in the Euler characteristic weakens (results not shown). This is due to the
large contribution from the perfect lattice part to χ̃ compared to the contribution
from the part of the crystal containing the dislocation. Hence, for large crystal
structures local measurements of the Euler characteristic are necessary to detect
dislocations.

4.3 Random point sets

We consider a collection of N points pi, with positions generated from a uni-
formly uncorrelated random distribution, in a convex domain Ω̃ ⊂ R

d of Euclidean
space. The mean density of points equals ρ = N/Ω, where Ω denotes the volume
of Ω̃. We attach to every point pi (germ) a grain Ai ∈ R, where R denotes the
convex ring, the class of all subsets A of R

d which can be expressed as finite unions
of compact convex sets (see section 2.5). A configuration of the grains Ai gives rise
to a set AN ∈ R

AN =
N⋃
i=1

siAi , (50)

where si ∈ S, under the assumption that the translations are restricted to Ω̃. Here
S denotes the group of all symmetry operations in R

d. This random distribution of
grains includes the Boolean model [35], a basic model in stereology and stochastic
geometry [9, 10]. A nice feature of this model is that the configurational average
of the Minkowski functionals of AN can be calculated analytically [11, 29, 46, 47].
This is useful to assess the validity of numerical calculations.
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We first consider the case of Euclidean space. In the bulk limit N,Ω→ ∞, ρ =
N/Ω fixed, the closed form expressions for the configurational averages 〈Mν/N〉N ,
ν = 0, . . . , d are known exactly [11, 29, 46, 47] and are given by

〈M0/N〉N =
(
1− e−ρm0

)
/ρ , (51a)

〈M1/N〉N =m1e
−ρm0 , (51b)

〈M2/N〉N =
(
m2 −m2

1ρ
)
e−ρm0 , (51c)

〈M3/N〉N =
(
m3 − 3m1m2ρ+m3

1ρ
2
)
e−ρm0 , (51d)

where we introduced the notation Mν ≡ M
(d)
ν , 〈Mν〉N denote the configurational

average of the Minkowski functionals over realisations with density ρ andmν denote
the mean values of the Minkowski functionals of a single grain.
In 2D Euclidean space (51) reduces to

〈Ũ(ρ)〉 = (
1− e−ρu) , (52a)

〈P̃ (ρ)〉 =pρ1/2e−ρu , (52b)

〈χ̃(ρ)〉 =
(
1− 1

4π
p2ρ

)
e−ρu , (52c)

where u and p denote the mean values of the area and perimeter of a single grain.
Note that in 2D (51d) has no meaning. The Euler characteristic of a single grain
equals one.
In 3D Euclidean space we find

〈Ṽ (ρ)〉 = (
1− e−ρv) , (53a)

〈S̃(ρ)〉 =sρ2/3e−ρv , (53b)

〈B̃(ρ)〉 =2bρ1/3
(
1− π

64
s2

b
ρ

)
e−ρv , (53c)

〈χ̃(ρ)〉 =
(
1− 1

2
sbρ+

π

384
s3ρ2

)
e−ρv , (53d)

where the mean values of the volume, area and mean breadth of a single grain are
denoted by v, s and b respectively. The Euler characteristic of a single grain equals
one.
The mean values of the Minkowski functionals depend on the (averaged) shape

of the single grains. For instance, in the 2D case where the (averaged) grains are
circular discs of radius r, u = πr2 and p = 2πr. If the (averaged) grains are spheres
of radius r we employ (53) with v = 4πr3/3, s = 4πr2 and b = 2r. In the latter
case we obtain
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〈Ṽ 〉 =1− e−n , (54a)

〈S̃〉 =4πρ2/3r2e−n , (54b)

〈B̃〉 =4ρ1/3r
(
1− 3π2

32
n

)
e−n , (54c)

〈χ̃〉 =
(
1− 3n+ 3π

2

32
n2

)
e−n , (54d)

with n = 4πr3ρ/3.
We adopt the procedure outlined in section 3.3 to compute the morphological

properties of a uniform random distribution of points in a cube of edge length L,
subject to periodic boundaries. In Fig.16 we depict the Minkowski functionals as
a function of r for two random point sets with L = 128 and different density. The
solid (dashed) lines show the data for N = 1024 (N = 512). For both cases the
behavior of the Minkowski functionals as a function of r is very similar: The curves
show the same qualitative behavior (the grains have the same shape in both cases)
and are only shifted with respect to each other. Results (not shown) for various
other system sizes and densities show similar, minor quantitative differences. For
small r the grains are isolated leading to a small covered volume and surface area
and to a positive Euler characteristic. For large r the grains largely overlap and
cover almost completely the whole cube. Only small cavities remain. This gives rise
to a large covered volume, a small surface area and a positive Euler characteristic
which approaches zero in the case of the completely covered cube. For intermediate
r the coverage has a tunnel-like structure with a negative Euler characteristic and
a large surface area.
The dash-dotted (N = 1024) and dotted (N = 512) lines in Fig.16 are the

results obtained by fitting

〈ṼF 〉 =1− e−n , (55a)

〈S̃F 〉 =sρ2/3e−n , (55b)

〈B̃F 〉 =2
(
b− πρs2

64

)
ρ1/3e−n , (55c)

〈χ̃F 〉 =
(
1− ρsb

2
f4 +

πρ2s3

384
f5

)
e−n , (55d)

to the data with n = 4πρf1r3/3, s = 4πf2r2 and b = 2f3r. The functional behavior
of ṼF , S̃F , B̃F and χ̃F is chosen to be the same as for perfect spherical grains
in the Euclidean space (see (54)). The fitting parameters f1, . . . , f5 have been
introduced to take into account that in practice we are working on a lattice and are
approximating spheres by discrete structures. We find for N = 512 and N = 1024,
f1 = 0.108, f2 = 0.32, f3 = 0.8, f4 = 0.72 and f5 = 0.77 for the dash-dotted
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(dotted) line by fitting the solid (dashed) line. The Minkowski functionals of random
point sets generically display the behavior shown in Fig.16. In general the fitting
parameters fi considerably deviate from their Euclidian value (fi = 1). Clearly the
use of a lattice introduces some artifacts which after all is not unexpected. Recall
that some of these artifacts will remain if we use a finer mesh [29].
On a regular d-dimensional lattice it may be more natural to work with hy-

percubes instead of digital approximations of the corresponding Euclidean shapes.
This suggests the use of integral geometry on a lattice (see Sections 2.8 and 2.9).
Thus, we consider a collection of N pixels pi in a hypercubic domain Z ⊂ Z

d of
volume |Z| = Ld. The positions of the pixels are generated from a uniformly un-
correlated random distribution. The mean density of pixels equals ρ = N/|Z|. As
before we attach to every germ pi a hypercubic grain Ci. In appendices D and E
we give a derivation of the lattice equivalent of (51) by making use of the kinematic
formulae (27) and (36) , respectively. Our derivation differs from the one given in
[11] in the sense that it uses another technique and is valid for small systems too.
In the bulk limit N, |Z| → ∞ with ρ fixed, the averaged Minkowski functionals

Vν ≡ V (d)
ν of random configurations of grains on a lattice are given by

〈V0

N
〉N =(1− e−ρv0)/ρ

〈V1

N
〉N =e−ρv0(1− e−ρv1)/ρ

〈V2

N
〉N =− e−ρv0(1− 2e−ρv1 + e−ρ(2v1+v2))/ρ

〈V3

N
〉N =e−ρv0(1− 3e−ρv1 + 3e−ρ(2v1+v2) − e−ρ(3v1+3v2+v3))/ρ , (56)

where vν denote the mean values of Vν for one single grain. Analogeously, in
the bulk limit N, |Z| → ∞ with ρ fixed, the averaged functionals Fν of random
configurations of grains on a lattice are given by

〈Fν
N

〉N =
(
d

ν

) [
1− exp

(
−ρfν

(
d

ν

)−1
)]/

ρ ; ν = 0, . . . , d , (57)

where fν denote the mean values of Fν for one single grain. Rewriting formulae
(56) and (57) in terms of the morphological functionals U , P , χ for two dimensions
and V , S, B, χ for three dimensions and specializing to (averaged) square and cubic
grains so that vν = rd−ν and fν =

(
d
ν

)
rν(r + 1)d−ν for ν = 0, . . . , d, we have

〈Ũ〉 =1− e−ρr2 , (58a)

〈P̃ 〉 =4e−ρr2(1− e−ρr)/ρ1/2 , (58b)

〈χ̃〉 =e−ρr2(−1 + 2e−ρr − e−ρ(2r+1))/ρ , (58c)
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for the case of a 2D lattice and

〈Ṽ 〉 =1− e−ρr3 , (59a)

〈S̃〉 =6e−ρr3(1− e−ρr2)/ρ1/3 , (59b)

〈B̃〉 =3e−ρr3(−1 + 2e−ρr2 − e−ρ(2r2+r))/ρ2/3 , (59c)

〈χ̃〉 =e−ρr3(1− 3e−ρr2 + 3e−ρ(2r2+r) − e−ρ(3r2+3r+1))/ρ , (59d)

for the 3D lattice. In (58) and (59) the linear size of the (averaged) square and
cubic grain is denoted by r. Note that r is a positive integer.
In Figs.17(18) we show the Minkowski functionals for one realization of a 2D

(3D) random points set. Square (cubic) grains were used to compute the Minkowski
functionals. The linear size of the system L = 128 and the number of points
N = 1024. The solid lines are the results obtained from (58) and (59). There is
excellent agreement between the numerical data and the theoretical results. Note
that there is no need to use adjustable parameters if we adopt the lattice version
of integral geometry.

4.4 Topology of triply periodic minimal surfaces

A minimal surface in R
3 is defined as a surface ∂P for which the mean curvature

H = (1/R1 + 1/R2)/2 is zero at each of its points, where R1 and R2 are the two
principal radii of curvature. Hence the Gaussian curvature G = 1/R1R2 is always
non-positive. For every closed circuit on the surface, the area is a minimum. We
will consider the triply periodic minimal surfaces (TPMS), minimal surfaces that
are periodic in three independent directions. Structures related to TPMS may form
spontaneously in physico-chemical and in biological systems [2, 48]. Examples may
be found in various crystal structures [2, 49−53], lipid-containing systems [54−59],
polymers [60−75], skeletal elements in sea urchins [76, 77] and cell membranes [78].
Recently TPMS became also of interest in the analysis of the relations between the
geometry and topology of the surface and surface diffusion [79− 81].
A TPMS is either free of self-intersections or may intersect itself in a more or

less complicated way. Each TPMS without self-intersections is two-sided and sub-
divides R

3 into two infinite, connected but disjunct regions. These two regions, or
labyrinths, are not simply connected. They interpenetrate each other in a com-
plicated way. The two labyrinths may differ in shape or they may be congruent,
i.e. there exist symmetry operations mapping one labyrinth onto the other. In the
latter case the surface is called a balance surface [82]. Balance surfaces divide space
into two labyrinths with equal volume fractions. The symmetry of a balance surface
is described by a group-subgroup pair H/I of spacegroups, where H contains all
isometries of R

3 which map the surface onto itself. An isometry of H maps each
side of the surface and each labyrinth either onto itself or onto the other side and
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the other labyrinth [82]. I contains only those isometries which map each side of
the surface and each labyrinth onto itself. If the two sides of a balance surface are
“colored” so that they are symmetrically distinct, black-white space groups instead
of the group-subgroup pairs with index 2 may be used to describe its symmetry
[82]. In this case the surface is called oriented. Nonbalance surfaces have I ≡ H
and divide space into two labyrinths with unequal volume fractions.
The topology of a TPMS can be characterized by means of the Euler character-

istic χ which is related to the genus g of the surface by means of g = 1− χ(∂P)/2
(see section 2.6). A finite surface of genus g is the topological equivalent of a sphere
with g handles. In this sense a TPMS has an infinite Euler characteristic and
genus. Therefore, to characterize the topology of a TPMS the genus and Euler
characteristic are calculated per unit cell. There are two common choices of unit
cells, the lattice fundamental region and the crystallographic cell [83]. The lattice
fundamental region contains the smallest region of the surface that reproduces the
complete surface upon translation of this unit cell alone. The crystallographic cell
is the smallest cube generating space by the lattice and can contain many lattice
fundamental regions. We give our data for the crystallographic cell, simply called
the unit cell from now on.
The topology of a TPMS can be determined in different ways: (1) by means of

the genus calculated by making use of the labyrinth graphs [84, 85], (2) by means of
the Euler characteristic determined with the aid of any tiling on the surface [86], (3)
by means of the genus computed making use of the flat points of the surface [85],
(4) by means of the simplex decomposition method [87], (5) by means of the Euler
characteristic obtained with MIA. In previous work we analyzed the topology (via
the computation of the Euler characteristic) and the geometry of the P (primitive),
the D (double diamond) and the G (gyroid) surfaces [84, 88] by means of integral-
geometry-based MIA [29, 89].
Here we use the same method to characterize in addition the topology of the

minimal balance surfaces S [82], C(P) [90], C(Y) [82], ±Y [82], C(±Y) [91] and the
minimal nonbalance surfaces I-WP [84] and F-RD [84]. These structures serve as a
good test case for integral-geometry-based MIA because compared to the P, D and
G surfaces these minimal surfaces typically have a more complicated structure per
unit cell.
TPMS, as well as other periodic surfaces, such as equipotential (and zero poten-

tial) and Fermi surfaces, can be approximated by periodic nodal surfaces [49, 52, 92−
94]. These can be obtained from the roots of the series∑

hkl

|F (hkl)| cos(2π(hx+ ky + lz)− αhkl) = 0 , (60)

where αhkl and F (hkl) denote a phase shift and the structure factor, respectively.
Truncating the series to the leading term determines the principal nodal surfaces
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of a given symmetry [94]. The nodal P surface is given by

cosX + cosY + cosZ = 0 , (61)

where X = 2πx/L0, Y = 2πy/L0, Z = 2πz/L0 and L0 denotes the length of the
crystallographic unit cell. The nodal primitive P surface is shown in Fig.19 together
with the nodal double diamond D surface. The latter is defined by

sinX sinY sinZ + sinX cosY cosZ + cosX sinY cosZ + cosX cosY sinZ = 0 .

(62)
The nodal gyroid surface is shown in Fig.20 and is defined by

sinX cosY + sinY cosZ + cosX sinZ = 0 . (63)

Fig.20 also shows the nodal S surface given by

cos 2X sinY cosZ + cosX cos 2Y sinZ + sinX cosY cos 2Z = 0 . (64)

The nodal Neovius surface C(P) and the nodal C(Y) surface are depicted in Fig.21.
Their representations read

cosX + cosY + cosZ + 4 cosX cosY cosZ = 0 , (65)

and

− sinX sinY sinZ + sin 2X sinY + sin 2Y sinZ + sinX sin 2Z
− cosX cosY cosZ + sin 2X cosZ + cosX sin 2Y + cosY sin 2Z = 0 , (66)

respectively. The nodal ±Y surface is given by

2 cosX cosY cosZ + sin 2X sinY + sinX sin 2Z + sin 2Y sinZ = 0 , (67)

and is shown in Fig.22 together with the nodal surface for its complementary surface
C(±Y ) which is given by

−2 cosX cosY cosZ + sin 2X sinY + sinX sin 2Z + sin 2Y sinZ = 0 . (68)

Finally, the minimal nonbalance surfaces I-WP and F-RD are depicted in Fig.23.
They are represented by

2(cosX cosY + cosY cosZ + cosX cosZ)− cos 2X − cos 2Y − cos 2Z = 0 , (69)

and

4 cosX cosY cosZ − cos 2X cos 2Y − cos 2Y cos 2Z − cos 2X cos 2Z = 0 , (70)
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respectively.
It is known that the properties of the nodal approximations can differ consider-

ably from those of real TPMS [53]. The quality of the nodal approximation depends
on the number of terms in the Fourier series and varies considerably for different
structures [95, 96].

Table.VIII Minimal surfaces, group-subgroup pairs H-I and the Euler character-
istic. χ(a)(∂P) denotes the Euler characteristic per lattice fundamental
region of the minimal surfaces obtained by means of labyrinth graphs
and surface tilings [86], χ(b)(∂P) denotes the Euler characteristic per
unit cell of the nodal approximations calculated by triangulating the
surface with the marching cube algorithm [95], χMIA(∂P) = 2χMIA(P)
denotes the Euler characteristic per unit cell of the nodal approxima-
tions as obtained by means of the integral-geometry-based MIA.

Minimal surface H I χ(a)(∂P) χ(b)(∂P) χMIA(∂P)
P Im3̄m Pm3̄m −4 −4 −4
D Pn3̄m Fd3̄m −4 −16 −16
G Ia3̄d I4132 −4 −8 −8
S Ia3̄d I 4̄3d −20 −40 −40

C(P) Im3̄m Pm3̄m −16 −16 −16
C(Y) I4132 P4332 −24 −24 −24
±Y Ia3̄ Pa3̄ −40 − −40
C(±Y) Ia3̄ Pa3̄ −24 − −24
I-WP Im3̄m Im3̄m −6 −12 −12
F-RD Fm3̄m Fm3̄m −10 −40 −40

Table VIII gives our results for the Euler characteristic of the nodal surfaces
for one unit cell of length L0 = 128 together with the numbers found in literature
[86, 95]. As seen from Table VIII the values calculated using the integral-geometry
approach are in good agreement with the numbers found in literature.
In conclusion, integral-geometry-based MIA is a convenient tool to study the

topology of challenging surfaces such as some TPMS. In particular, to study the
topology of the TPMS, MIA does not require the use of labyrinth graphs or surface
tilings [86].

5. Computer tomography images of metal foams

Metal foams have recently become a popular topic of research interest in the
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materials science community although these materials have existed for over almost
fifty years [97]. At present metal foams containing up to 95% porosity are being
explored for applications that require a high specific stiffness and strength, high
mechanical energy absorption and for heat exchangers [98]. Various studies on
open-cell foams have shown that both the stiffness and the strength are dominated
by bending, the former of which scales with ρ2 and the latter with ρ3/2 (with ρ the
relative density) [99]. In Fig.24 the bending of a strut in an open-cell foam (Duocel)
at an early and a later stage is shown as observed by in-situ tensile experiments in
a Philips-XL30-FEG-ESEM. The mechanical response of closed-cell foams is more
complicated because the deformation of the cell faces, as well as the edges must be
included to give a complete description. In metallic foams both size effects [100]
and topology play a crucial role. However, only a few studies are devoted to in-
vestigate topological criteria that control the deformation mechanism by analyzing
the rigidity of frameworks comprising of inextensional struts [101]. The commer-
cially available metal foams have random microstructures but also microstructures
of periodic architectures can be constructed with topologies that lead to properties
superior to their stochastic analogues [102].
For materials scientists it is of interest to investigate the topology of the metal

foams without destroying the sample. Using a computer tomograph (CT) scanner
makes it possible to visualize the interior of a foam in a non-destructive manner
and to produce a 3D image of the sample.
Information about the morphological properties of the foams can be obtained

from the computation of the Minkowski functionals for the 3D CT images. In this
section we first explain how we calculate the 3D Minkowski functionals from the CT
images. Then we apply the technique to two aluminium foam samples of a different
type. We demonstrate that using the morphological image analysis technique to
analyse the 3D CT images gives information about the morphological properties of
the foam and might be used to classify the metal foams.

5.1 Computation of 3D Minkowski functionals

High resolution CT scanners can produce huge data sets of 2D slices (of typically
1Mb each). These 2D slices are used to reconstruct the 3D image [3]. Our 3D images
are cubes cut out from the complete CT image. Before we compute the Minkowski
functionals we first set a threshold to the 3D image. The program to calculate the
Minkowski functionals for the 3D images always holds four slices in memory at a
time. Basically we use the same method and program as discussed in section 3.2
and appendix B, i.e. we add active (black) pixels to an initially empty (white)
image one by one. Before we add the pixel we check if the pixel-to-be-added has
active nearest neighbors and/or next-nearest neighbors and count the number of
faces, edges and vertices accordingly. At the onset of the computation the first
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three slices are completely empty (all pixels are white) and the fourth slice contains
the pixels of the first slice of the CT scan. We remove the pixels from the fourth
slice (one by one, from left to right and from front to back) and add them to the
second slice after checking its nearest neighbors and/or next nearest neighbors in
all directions (bottom direction is first slice and top direction is third slice) and
counting the number of faces, edges and vertices. We calculate the changes to
V , S, B and χ and proceed. If the fourth slice is emptied we make a copy of
the second slice in the first slice and load the second CT slice in the fourth slice.
We now proceed in the same way as for the first step. We continue until all CT
slices are processed. The number of arithmetic operations required to calculate the
Minkowski functionals scales linearly with the number of active pixels in the image.
The memory needed equals four times the memory required to store one CT slice.
The computational and memory demands can be slightly reduced. The method

described above uses the program given in appendix B. This program is written
for more general applications than the one we need here. The program can handle
the situation in which we remove one pixel from an image of which we already
calculated the Minkowski functionals and compute the change in the Minkowski
functionals. This requires the check of all nearest and next-nearest neighbors (26 in
total). In the CT case we build up the image by adding pixel by pixel. Then only
half of the neighbors need to be checked. Moreover, only storage for three slices is
required.
The procedure to calculate the Minkowski functionals in this more economic

way is as follows. At startup of the computation the first two slices are completely
empty (all pixels are white) and the third slice contains the pixels of the first slice
of the CT scan. We remove the pixels from the third slice (one by one, from left
to right and from front to back) and add them to the second slice after checking
its nearest neighbors and/or next nearest neighbors to the left, front and bottom
(first slice) and counting the number of faces, edges and vertices. We calculate the
changes to V , S, B and χ and proceed. If the third slice is emptied we make a
copy of the second slice in the first slice and load the second CT slice in the third
slice. We now proceed in the same way as for the first step. We continue until all
CT slices are processed.
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5.2 Aluminium foams with closed-cell and open-cell structure

An example of a 2D CT image of a closed-cell (left) and open-cell (right) alu-
minium foam is shown in Fig.25. We used hundreds of these 2D slices to reconstruct
the 3D image of a closed-cell and open-cell aluminium foam. Fig.26 shows the 3D
images of the two different aluminium foam samples. The image on the left corre-
sponds to a closed-cell foam and the one on the right to a foam with a more open
structure. In order to study the Minkowski functionals for these aluminium foams
we first put a threshold to the cubic image. For the given images only very small
thresholds are relevant. Considering medium to large thresholds (q > 50) leads to
loose parts and completely disconnected structures in the image. For these large
thresholds the resulting image no longer resembles the real foam structure.
In Fig.27 and Fig.28 we depict the Minkowski functionals as a function of the

threshold q for the closed-cell and open-cell structure, respectively. For the anal-
ysis of the foam structures we only consider 0 < q < 50 because for larger q the
image is almost completely empty. The covered volume for the closed-cell foam is
much larger (four times) than the covered volume for the foam with the more open
structure. The surface areas of the coverages show a similar feature. This suggests
that in the aluminium foam with open structure, large open structures (cavities
and tunnels) filled with air are present and that the closed-cell aluminium foam
contains many small cavities and tunnels filled with air. This can also be seen from
the structure images in Fig.26. For the open-cell aluminium foam the mean breadth
is positive and rather constant for 0 < q < 50. In the case of the closed-cell foam
the mean breadth changes from negative to positive values for 0 < q < 50. This
indicates that in the closed-cell foam more tunnels are present. For both foams the
Euler characteristic is negative which means that on the average the surface is hy-
perbolic and contains a lot of tunnels. For the foam with the closed-cell structure
the Euler characteristic is much more negative than the Euler characteristic for
the foam with the more open structure. The more negative χ becomes, the more
tunnels in the structure and the more complex the structure is [103].
The analysis of the 3D Minkowski functionals clearly indicates that the two alu-

minium foams have a different internal structure. A more detailed morphological
characterization of the foams can be made by investigating local instead of aver-
aged Minkowski functionals. Additional information can also be obtained from the
computation of the 2D Minkowski functionals of various slices.
We have demonstrated that the morphological image analysis technique is useful

in giving information of the 3D morphological properties of metal foams. Although
the amount of data obtained by CT scans is huge, the memory and computation
time requirements for the calculation of the Minkowski functionals are low. In
order to study the morphological properties of various metal foams in more detail
more samples need to be analysed and compared with each other. This challenging
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problem is left for future research.

6. Summary

Integral-geometry morphological image analysis characterizes patterns in terms
of numerical quantities, called Minkowski functionals. These morphological descrip-
tors have an intuitively clear geometrical and topological interpretation. Integral-
geometry morphological image analysis yields information on structure in patterns.
In most cases this information is complementary to the one obtained from two-point
correlation functions.
A remarkable feature of MIA is the big contrast between the level of sophisti-

cation of the underlying mathematics and the ease with which MIA can be imple-
mented and used. MIA does not require the surface to be regular, nor is there any
need to introduce labyrinth graphs or surface tilings to compute derivatives. MIA
is applied directly to the digitized representation of the patterns, it can be imple-
mented with a few lines of computer code, is computationally inexpensive and is
easy to use in practice. Therefore we believe it should be part of everyone’s toolbox
for analyzing geometrical objects and patterns.
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Appendix A: Algorithm

We describe a procedure to determine how the number of open bodies of each
type changes when one adds (removes) one black pixel to (from) a given pattern.
Using this procedure it is easy to compute the Minkowski functionals for a given
pattern, namely by adding the black pixels one-by-one to an initially empty (white)
image.
In 2D, the number n2(P) of open squares building up the objects in the Lx×Ly

image P(x, q) = P(i, j, q); (i = 1, . . . , Lx, j = 1, . . . , Ly ) increases (decreases) with
one if one adds (removes) one black pixel at the position x = (i, j) to (from) the
image. Therefore, if we add an black pixel,

∆n2(P) = 1 , (A.1)
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where we introduce the symbol ∆ to indicate that we compute the difference. Sim-
ilarly the change in the number of open edges, ∆n1(P) is given by

∆n1(P) =
∑
α=±1

[Q(i+ α, j, q) +Q(i, j + α, q)] , (A.2)

where Q(x, q) = 1 − P(x, q). For the change in the number of vertices, n0(P), we
find

∆n0(P) =
∑
α,β=±1

Q(i+ α, j, q)Q(i+ α, j + β, q)Q(i, j + β, q) . (A.3)

In 3D, the number n3(P) of open cubes building up the objects in the Lx×Ly×Lz
image P(x, q) = P(i, j, k, q); (i = 1, . . . , Lx, j = 1, . . . , Ly, k = 1, . . . , Lz ) increases
(decreases) with one if one adds (removes) one black pixel to (from) the image at
the position x = (i, j, k), i.e ∆n3(P) = 1. The change in n2(P), the number of
open faces, may be computed from

∆n2(P) =
∑
α=±1

[Q(i+ α, j, k, q) +Q(i, j + α, k, q) +Q(i, j, k + α, q)] . (A.4)

The change in n1(P), the number of open edges, reads

∆n1(P) =
∑
α,β=±1

[Q(i+ α, j, k, q)Q(i+ α, j + β, k, q)Q(i, j + β, k, q)

+Q(i, j + α, k, q)Q(i, j + α, k + β, q)Q(i, j, k + β, q)
+ Q(i+ α, j, k, q)Q(i+ α, j, k + β, q)Q(i, j, k + β, q)] .(A.5)

For the change in n0(P), the number of vertices, we find

∆n0(P) =
∑

α,β,γ=±1

Q(i+ α, j, k, q)Q(i+ α, j + β, k, q)Q(i, j + β, k, q)

Q(i+ α, j, k + γ, q)Q(i+ α, j + β, k + γ, q)
Q(i, j + β, k + γ, q)Q(i, j, k + γ, q) . (A.6)
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Appendix B: Programming example (Fortran 90)

!

! Minkowski functionals 3D computes the Minkowski functionals

! (volume,surface,integral mean curvature,euler) for a 3D image,

! represented by the 1D array LATTICE(.). A pixel at (jx,jy,jz) is

! black if LATTICE(jx+Lx*(jy+Ly*jz))=1, otherwise LATTICE(jx+Lx*(jy+Ly*jz))=0.

! Here 0 < jx < Lx, 0 < jy < Ly, and 0 < jz < Lz. The array TMP(.)

! is used as work space.

! Putting FREE BOUNDARIES = 0 returns Minkowski functionals for

! periodic boundary conditions, other values return Minkowski functionals

! for the image on in a infinitely large empty background.

subroutine minkowski functionals(Lx,Ly,Lz,free boundaries,tmp, &

lattice,volume,surface,curvature,euler)

implicit integer (a-z)

integer lattice(0:*),tmp(0:*)

vol=0

sur=0

cur=0

eul=0

if(free boundaries.eq.0) then ! periodic boundary conditions

tmp(0:Lx*Ly*Lz-1)=0

else

tmp(0:(Lx+2)*(Ly+2)*(Lz+2)-1)=0

endif

do jz=0,Lz-1

do jy=0,Ly-1

do jx=0,Lx-1

i=jx+Lx*(jy+Ly*jz)

if( lattice(i) > 0 ) then ! black pixel

if(free boundaries.eq.0) then ! periodic boundary conditions

call minko 3D periodic(Lx,Ly,Lz,jx,jy,jz,tmp,v,s,c,e)

tmp(i)=1 ! can only be 0 or 1 in minko 3D periodic

else

call minko 3D free(Lx+2,Ly+2,Lz+2,jx+1,jy+1,jz+1,tmp,v,s,c,e)

tmp(jx+1+(Lx+2)*(jy+1+(Ly+2)*(jz+1)))=1

endif

vol=vol+v
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sur=sur+s

cur=cur+c

eul=eul+e

endif

enddo

enddo

enddo

volume=vol

surface=sur

curvature=cur

euler=eul

end

subroutine minko 3D periodic(Lx,Ly,Lz,jx,jy,jz,lattice, &

volume,surface,curv,euler3D)

implicit integer (a-z)

integer lattice(0:LX*LY*Lz-1)

parameter( &

volume body=1 , & !(a*a*a, where a is lattice displacement)

surface body=-6 , & !(-6*a*a, open body)

surface face=2 , & !(2*a*a, open face)

curv body=3 , & !(3*a, open body)

curv face=-2 , & !(-2*a, open face)

curv edge=1 , & !(a, open line)

euler3D body=-1 , & !(open body)

euler3D face=1 , & !(open face)

euler3D edge=-1 , & !(open line)

euler3D vertex=1) !(vertices)

nfaces=0

nedges=0

nvert=0

do i0=-1,1,2

jxi=jx+i0

if(jxi.lt.0) then

jxi=Lx+jxi

else if(jxi.ge.Lx) then

jxi=jxi-Lx

endif
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jyi=jy+i0

if(jyi.lt.0) then

jyi=Ly+jyi

else if(jyi.ge.Ly) then

jyi=jyi-Ly

endif

jzi=jz+i0

if(jzi.lt.0) then

jzi=Lz+jzi

else if(jzi.ge.Lz) then

jzi=jzi-Lz

endif

kc1=1-lattice(jxi+Lx*(jy+Ly*jz))

kc2=1-lattice(jx+Lx*(jyi+Ly*jz))

kc3=1-lattice(jx+Lx*(jy+Ly*jzi))

nfaces=nfaces+kc1+kc2+kc3

do j0=-1,1,2

jyj=jy+j0

if(jyj.lt.0) then

jyj=Ly+jyj

else if(jyj.ge.Ly) then

jyj=jyj-Ly

endif

jzj=jz+j0

if(jzj.lt.0) then

jzj=Lz+jzj

else if(jzj.ge.Lz) then

jzj=jzj-Lz

endif

k4=Lx*(jyj+Ly*jz)

k7=Lx*(jy+Ly*jzj)

kc7=1-lattice(jx+k7)

kc1kc4kc5=kc1*(1-lattice(jxi+k4))*(1-lattice(jx+k4))

nedges=nedges+kc1kc4kc5+kc2*(1-lattice(jx+Lx*(jyi+Ly*jzj)))*kc7 &

+kc1*(1-lattice(jxi+k7))*kc7

if(kc1kc4kc5.ne.0) then

do k0=-1,1,2

jzk=jz+k0

if(jzk.lt.0) then

jzk=Lz+jzk

else if(jzk.ge.Lz) then

jzk=jzk-Lz

endif
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k9=Lx*(jy+Ly*jzk)

k10=Lx*(jyj+Ly*jzk)

nvert=nvert+(1-lattice(jxi+k9))*(1-lattice(jxi+k10)) &

*(1-lattice(jx+k10))*(1-lattice(jx+k9))

enddo ! k0

endif ! kc1kc4kc5

enddo ! j0

enddo ! i0

volume=volume body

surface=surface body+surface face*nfaces

curv=curv body+curv face*nfaces+curv edge*nedges

euler3D=euler3D body+euler3D face*nfaces &

+euler3D edge*nedges+euler3D vertex*nvert

return

end

subroutine minko 3D free(Lx,Ly,Lz,jx,jy,jz,lattice, &

volume,surface,curvature,euler3D)

implicit integer (a-z)

integer lattice(0:LX*LY*Lz-1)

parameter( &

volume body=1 , & !(a*a*a, where a is lattice displacement)

surface body=-6 , & !(-6*a*a, open body)

surface face=2 , & !(2*a*a, open face)

curv body=3 , & !(3*a, open body)

curv face=-2 , & !(-2*a, open face)

curv edge=1 , & !(a, open line)

euler3D body=-1 , & !(open body)

euler3D face=1 , & !(open face)

euler3D edge=-1 , & !(open line)

euler3D vertex=1) !(vertices)

nfaces=0

nedges=0

nvert=0

do i0=-1,1,2

jxi=jx+i0

jyi=jy+i0

jzi=jz+i0
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kc1=1-lattice(jxi+Lx*(jy+Ly*jz))

kc2=1-lattice(jx+Lx*(jyi+Ly*jz))

kc3=1-lattice(jx+Lx*(jy+Ly*jzi))

nfaces=nfaces+kc1+kc2+kc3

do j0=-1,1,2

jyj=jy+j0

jzj=jz+j0

k4=Lx*(jyj+Ly*jz)

k7=Lx*(jy+Ly*jzj)

kc7=1-lattice(jx+k7)

kc1kc4kc5=kc1*(1-lattice(jxi+k4))*(1-lattice(jx+k4))

nedges=nedges+kc1kc4kc5+kc2*(1-lattice(jx+Lx*(jyi+Ly*jzj)))*kc7 &

+kc1*(1-lattice(jxi+k7))*kc7

if(kc1kc4kc5.ne.0) then

do k0=-1,1,2

jzk=jz+k0

k9=Lx*(jy+Ly*jzk)

k10=Lx*(jyj+Ly*jzk)

nvert=nvert+(1-lattice(jxi+k9))*(1-lattice(jxi+k10)) &

*(1-lattice(jx+k10))*(1-lattice(jx+k9))

enddo ! k0

endif ! kc1kc4kc5

enddo ! j0

enddo ! i0

volume=volume body

surface=surface body+surface face*nfaces

curvature=curv body+curv face*nfaces+curv edge*nedges

euler3D=euler3D body+euler3D face*nfaces &

+euler3D edge*nedges+euler3D vertex*nvert

end
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Table.IX Quantities used to determine the coefficients cµν in Eq.(C.1).

A B F0(A) F0(B) F1(A) F1(B) F2(A) F2(B)
∑
s∈S′(A ∩ sB)

S2 S2 4 4 4 4 1 1 8{4{S0}, 4{S1}, {S2}}
S2 S1 4 2 4 1 1 0 16{2{S0}, {S1}}
S2 S0 4 1 4 0 1 0 32{S0}
S1 S1 2 2 1 1 0 0 4{6{S0}, {S1}}
S1 S0 2 1 1 0 0 0 16{S0}
S0 S0 1 1 0 0 0 0 8{S0}

Appendix C: Derivation of Eq.(36)

We sketch the procedure to compute the coefficients cµν by considering the case
d = 2. From Eq.(35) it follows that

1
8

∑
s∈S′

Fµ(A ∩ sB) =c00F0(A)F0(B) + c11F1(A)F1(B) + c22F2(A)F2(B)

+ c01 (F0(A)F1(B) + F1(A)F0(B))

+ c02 (F0(A)F2(B) + F2(A)F0(B))

+ c12 (F1(A)F2(B) + F2(A)F1(B)) . (C.1)

In order to obtain values for the constants cκν (κ = 0, 1, 2 ; ν = κ, 2) we take
for A and/or B the simplexes Sν for ν = 0, 1, 2. For all cases the values for
Fµ(A) and Fµ(B) are given in Table IX. Computation of the left hand side of (C.1)
requires an evaluation of all possible intersections of A and B. Fig.29 and Fig.30
show schematically how the intersections (in grey) may be obtained for the cases
A = B = S1 and A = B = S2, respectively. The nineth column of Table IX
summarizes the results for

∑
s∈S′(A ∩ sB) for all possible combinations of A and

B.
Once all the elements of the intersection are obtained it is straightforward to

compute the left hand side of (C.1) for µ = 0, 1, 2. From (C.1) and the entries in
Table IX we obtain for µ = 0 the following set of equations

16 = 16c00+16c11+c22+32c01+8c02+8c12
8 = 8c00+4c11+12c01+2c02+c12
4 = 4c00+4c01+c02
4 = 4c00+c11+4c01
2 = 2c00+c01
1 = c00

. (C.2)

Straightforward algebra then shows that
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1
8

∑
s∈S′

F0(A ∩ sB) = F0(A)F0(B) . (C.3)

Similarly, for µ = 1 and µ = 2 we obtain

1
8

∑
s∈S′

F1(A ∩ sB) = 1
2
F1(A)F1(B) , (C.4)

and

1
8

∑
s∈S′

F2(A ∩ sB) = F2(A)F2(B) , (C.5)

in agreement with Eq.(36) .

Appendix D: Proof of Eq.(56)

We will use the kinematic formulae (27) to compute the configurational average
of the Minkowski functionals V (d)

ν for a system of grains that are distributed ran-
domly (and uniformly) in a hypercubic domain Z ⊂ Z

d of volume |Z|. The grains
are assumed to be either identical or, in the case that they have random shapes
and size, have the same shape-and-size probability distribution. In this appendix
we will adopt the lattice version of integral geometry. Results for Euclidean space
can be found elsewhere [29, 33].
First, the aim is to compute the mean value of V (d)

ν (AN ), i.e. the average over
all configurations, grain sizes and shapes. We first consider the configurational
average of a single grain. Let us write the image AN formed by all grains as

AN = AN−1 ∪ sNAN . (D.1)

We will sum over all possible symmetry operations sN of the grain AN on the
cubic lattice. With some misuse of notation we will write

∫
for this sum and

define
∫
dsi = 2dd!|Z| ≡ Ω. Making use of the properties of additivity and motion

invariance of the Minkowski functionals, application of kinematic formulae (27)
yields∫

V (d)
µ (AN )dsNΩ = V (d)

µ (AN−1) + V (d)
µ (AN )−

∫
V (d)
µ (AN−1 ∩ sNAN )dsNΩ

= V (d)
µ (AN−1) + V (d)

µ (AN )

− 1
|Z|

µ∑
ν=0

ν∑
κ=0

(
µ

ν

)(
ν

κ

)
V (d)
ν (AN−1)V

(d)
µ−κ(AN ) , (D.2)
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for the configurational average over the single grain AN . It is clear that we can
repeat this procedure, i.e. sum over all translations, rotations and reflections of
grain AN−1 and so on. The mathematical structure of this recursive procedure
is most easily seen by introducing a matrix notation. With the shorthand Vµ ≡
V

(d=3)
µ , (D.2) reads ∫

VN
dsN
Ω

= QNVN−1 +RN , (D.3)

where the matrices VN , QN and RN are given by

VN =


V0(AN )
V1(AN )
V2(AN )
V3(AN )

 , RN =


V0(AN )
V1(AN )
V2(AN )
V3(AN )

 , (D.4a)

QN =


αN 0 0 0
aN βN 0 0
bN cN γN 0
dN 3eN fN δN

 , (D.4b)

with

αN =1− V0(AN )
|Z| , βN = 1− V0(AN ) + V1(AN )

|Z| ,

γN =1− V0(AN ) + 2V1(AN ) + V2(AN )
|Z| ,

δN =1− V0(AN ) + 3V1(AN ) + 3V2(AN ) + V3(AN )
|Z| ,

aN =βN − αN , bN = αN − 2βN + γN ,
cN =2(γN − βN ) , dN = αN − 3βN + 3γN − δN ,
eN =3(βN − 2γN − δN ) , fN = 3(αN − 2γN + δN ) . (D.5)

Repeating the steps that lead to (D.3) the configurational average over two grains
AN and AN−1 reads∫ ∫

VN
dsNdsN−1

Ω2
=
∫

QNVN−1
dsN−1

Ω
+RN

=QNQN−1VN−2 +VNRN−1 +RN , (D.6)

and the average over all possible configurations can be written as∫
. . .

∫
VN

dsN . . . ds1
ΩN

= QN . . .Q2R1 +QN . . .Q3R2 + . . .+QNRN−1 +RN .

(D.7)
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We now use the assumptions about the properties of the individual grains. If all
grains are identical we have Q = Qi and R = Ri for i = 1, . . . , N . Likewise if
the distribution of size and shape of the grains is the same for all grains, averaging
(D.7) over this distribution also yields Q = Qi and R = Ri for all i. Evidently the
latter case contains the former. Thus, we can simplify the notation by dropping the
subscript of αN etc. Averaging (D.7) over the size and shape of the grains yields

〈V〉N ≡
∫
. . .

∫
VN

dsN . . . ds1
ΩN

= (1+Q+ . . .+QN−1)R . (D.8)

By mathematical induction it can be shown that

Qn =


αn 0 0 0

aUn(α, β) βn 0 0
Q

(n)
1,3 cUn(β, γ) γn 0

Q
(n)
1,4 Q

(n)
2,4 fUn(γ, δ) δn

 , (D.9)

where
Q

(n)
1,3 =bUn(α, γ) + acVn−1(α, β, γ),

Q
(n)
1,4 =dUn(α, δ) + aeVn−1(α, β, δ) + bfVn−1(α, γ, δ) + acfWn−2(α, β, γ, δ),

Q
(n)
2,4 =eUn(β, δ) + cfVn−1(β, γ, δ) , (D.10)

and

Un(x, y) =xUn−1 + yn =
xn − yn
x− y ,

Vn(x, y, z) =xVn−1(x, y, z) + Un(y, z) =
Un+1(x, y)− Un+1(x, z)

y − z ,

Wn(x, y, z, t) =xWn−1(x, y, z, t) + Vn(y, z, t) . (D.11)

Let us write vν ≡ Vν(Ai) for the average over size and shape of the Minkowski
functionals for each single grain Ai. We have

α =1− v0
|Z| ,

β =1− v0 + v1
|Z| ,

γ =1− v0 + 2v1 + v2
|Z| ,

δ =1− v0 + 3v1 + 3v2 + v3
|Z| , (D.12)

and somewhat tedious but straightforward algebra yields
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〈V〉N = |Z|


1− αN
αN − βN

−αN + 2βN − γN
αN − 3βN + 3γN − δN

 . (D.13)

In the bulk limit (N, |Z|) → ∞ with the density of particles ρ = N/|Z| fixed, we
have

lim
N→∞

αN = lim
N→∞

(
1− v0

|Z|
)N

= lim
N→∞

(
1− v0ρ

N

)N
= e−ρv0 , (D.14)

and

lim
N→∞

〈V〉N
N

=


(1− e−ρv0)/ρ

e−ρv0(1− e−ρv1)/ρ
−e−ρv0(1− 2e−ρv1 + e−ρ(2v1+v2))/ρ

e−ρv0(1− 3e−ρv1 + 3e−ρ(2v1+v2) − e−ρ(3v1+3v2+v3))/ρ

 .

(D.15)
Expressions (D.15) agree with those of Ref. [33].

Appendix E: Proof of Eq.(57)

Here we start from the alternative formulation of integral geometry on a lattice
(see section 2.9) and use kinematic formulae (36) to compute the configurational
average of the functionals Fν . We adopt the same strategy as in appendix D to
compute the mean value of Fν(AN ). Making use of the properties of additivity
and motion invariance of the functionals Fν , application of kinematic formulae (36)
yields for the configurational average over the single grain AN

1
Ω

∑
sN∈S′

Fµ(AN ) =Fµ(AN−1) + Fµ(AN )− 1
Ω

∑
sN

Fµ(AN−1 ∩ sNAN )

=Fµ(AN−1) + Fµ(AN )− 1
|Z|

(
d

µ

)−1

Fµ(AN−1)Fµ(AN ) ,(E.1)

where Ω ≡ ∑
s∈S′ 1 = 2dd!|Z| and |Z| denotes the number of lattice points of

the finite lattice Z
d. As in appendix D, it is convenient to write (E.1) in matrix

notation. We have

1
Ω

∑
sN∈S′

FN = QNFN−1 +RN , (E.2)

where, for d = 3, the matrices FN , QN and RN are given by
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FN =


F0(AN )
F1(AN )
F2(AN )
F3(AN )

 , RN =


F0(AN )
F1(AN )
F2(AN )
F3(AN )

 , (E.3a)

QN =


1− F0(AN )

|Z| 0 0 0

0 1− F1(AN )
3|Z| 0 0

0 0 1− F2(AN )
3|Z| 0

0 0 0 1− F3(AN )
|Z|

 .(E.3b)

Note that in constrast to Eq.(D.4b), (E.3b) is a diagonal matrix, leading to consid-
erable simplification of the subsequent algebra.
Repeated use of recursion (E.2) and averaging over all configurations, grain sizes

and shapes yields

〈F〉N ≡ 1
ΩN

∑
s1,...,sN∈S′

FN
dsN . . . ds1

ΩN
= (1+Q+ . . .+QN−1)R . (E.4)

It is easy to show that

1+Q+ . . .+QN−1 =


1−αN

1−α 0 0 0

0 1−βN

1−β 0 0

0 0 1−γN

1−γ 0

0 0 0 1−δN
1−δ

 , (E.5)

where

α =1− f0/|Z|, β = 1− f1/3|Z|, γ = 1− f2/3|Z|, δ = 1− f3/|Z| ,(E.6)

and fν ≡ Fν(Ai) denotes the average over size and shape of the functional Fν for a
single grain Ai. Straightforward algebra yields

〈F〉N = |Z|


1− αN
3(1− βN )
3(1− γN )
1− δN

 . (E.7)

In the bulk limit (N, |Z|) → ∞ with the density of particles ρ = N/|Z| fixed, we
have

lim
N→∞

αN = lim
N→∞

(
1− f0

|Z|
)N

= lim
N→∞

(
1− f0ρ

N

)N
= e−ρf0 , (E.8)
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and

lim
N→∞

〈F〉N
N

=


(1− e−ρf0)/ρ
3(1− e−ρf1/3)/ρ
3(1− e−ρf2/3)/ρ
(1− e−ρf3)/ρ

 . (E.9)

In general, for any d > 0 we find

lim
N→∞

〈Fν〉N
N

=
(
d

ν

) [
1− exp

(
−ρfν

(
d

ν

)−1
)]/

ρ ; ν = 0, . . . , d . (E.10)
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1. Figure Captions

Fig.1 Minkowski sum of a line segment L (black area) of length a and a line
segment S(1)

r of length 2r yields the parallel set Lr (black and grey area) at
a distance r.

Fig.2 Minkowski sum of a disc S(2)
r of radius r and a circular disk D of radius a,

a square Q of edge length a and an equilateral triangle T of side length a
yields the parallel sets (union of the black and grey area) Dr, Qr and Tr
respectively.

Fig.3 Two- and three-dimensional figures with various connectivity numbers (Euler
characteristics) χ.

Fig.4 Decomposition of the pixels of a two-dimensional black-and-white pattern
(left) into squares, edges and vertices (right).

Fig.5 4×4 checkerboard pattern. The black line denotes the boundary. Left: Free
boundaries; right: Periodic boundaries.

Fig.6 Basic elements of integral geometry in Z
2: An elementary square (a), two

connected elementary squares (b), two 0-dimensional planes (lattice points)
E0 and two 1-dimensional planes (horizontal and vertical lines through the
lattice points) E1.

Fig.7 A two-dimensional lattice Z
2 decomposed into disjoint sets of vertices O0,

edges O1, and faces O2 (black objects). The simplexes S0, S1 and S2 and
2-cubes E2(1) and E2(3) are shown in gray.

Fig.8 Graining procedure of a point pattern in two dimensions. Left: The grains
are discrete approximations to a sphere with radius three in the Euclidean
space. Right: The grains are squares of edge length seven. The light grey
pixels indicate the positions of the germs.

Fig.9 Schematic representation of how to use MIA to analyze the morphological
properties of (patterns that can be interpreted in terms of) 2D point pat-
terns.

Fig.10 Schematic representation of how to use MIA to analyze the morphological
properties of 2D digitized images.

Fig.11 Graining procedure for the SC lattice with periodic boundary conditions and
L0 = 4. The thick solid line indicates the dimensions of the unit cell.

Fig.12 Minkowski functionals as a function of r for the perfect SC (dotted curve),
FCC (solid curve) and BCC (dashed curve) lattice with M = 1 and L0 = 32
with periodic boundary conditions.
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Fig.13 Minkowski functionals as a function of r for BCC lattice structures with
M = 8 and L0 = 16 with periodic boundary conditions. Solid line: Perfect
BCC lattice; dashed line: BCC lattice to which ± 30% of impurities have
been added at randomly chosen positions; dotted line: BCC lattice of which
± 30% of randomly chosen basic lattice points have been moved over a
randomly chosen distance 0 or 1; dash-dotted line: BCC lattice of which all
the basic lattice points have been moved over a randomly chosen distance 0
or 1.

Fig.14 Euler characteristic as a function of r for FCC lattice structures withM = 5
and L0 = 16 with free boundary conditions. (a): Perfect FCC lattice, grains
are spheres; (b): FCC lattice with screw dislocation at the centre, grains
are spheres; (c): FCC lattice with edge dislocation at the centre, grains are
spheres; (d): Perfect FCC lattice, grains are cubes; (e): FCC lattice with
screw dislocation at the centre; grains are cubes; (f): FCC lattice with edge
dislocation at the centre; grains are cubes.

Fig.15 Euler characteristic as a function of r for BCC lattice structures withM = 5
and L0 = 16 with free boundary conditions. (a): Perfect BCC lattice, grains
are spheres; (b): BCC lattice with screw dislocation at the centre, grains
are spheres; (c): BCC lattice with edge dislocation at the centre, grains are
spheres; (d): Perfect BCC lattice, grains are cubes; (e): BCC lattice with
screw dislocation at the centre; grains are cubes; (f): BCC lattice with edge
dislocation at the centre; grains are cubes.

Fig.16 Minkowski functionals for random point sets as a function of the radius r of
the “spherical” grains. Periodic boundary conditions have been employed.
Solid lines: 1024 points in a cubic box of edge length 128; dash-dotted lines:
Fit to this data, using the expressions given by Eq. (55) . Dashed lines: 512
points in a cubic box of edge length 128; dotted lines: Fit to this data, using
the expressions given by Eq. (55) .

Fig.17 Minkowski functionals for random point sets on a square lattice subject
to periodic boundary conditions. The grains are squares of linear size r.
Markers: N = 10240 points in a square of edge length L = 1024; solid
lines: Analytical result for the infinite system, as obtained from the lattice
formulation of integral geometry.

Fig.18 Minkowski functionals for random point sets on a cubic lattice subject to
periodic boundary conditions. The grains are cubes of linear size r. Markers:
N = 1024 points in a cube of size L = 128; solid lines: Analytical result
for the infinite system, as obtained from the lattice formulation of integral
geometry.
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Fig.19 Unit cube for the nodal primitive P surface (a) and the nodal double dia-
mond D surface (b). The surfaces are generated from Eqs. (61) and (62)
respectively.

Fig.20 Unit cube for the nodal gyroid G surface (a) and the nodal S surface (b).
The surfaces are generated from Eqs. (63) and (64) respectively.

Fig.21 Unit cube for the nodal Neovius C(P) surface (a) and the nodal C(Y) surface
(b). The surfaces are generated from Eqs. (65) and (66) respectively.

Fig.22 Unit cube for the nodal ±Y surface (a) and the nodal C(±Y) surface (b).
The surfaces are generated from Eqs. (67) and (68) respectively.

Fig.23 Unit cube for the nodal I-WP surface (a) and the nodal F-RD surface (b).
The surfaces are generated from Eqs. (69) and (70) respectively.

Fig.24 In-situ deformation in a Philips XL30-FEG-ESEM of Duocel 40 PPI foam
with a relative density of approximately 7%. The alloy composition is A6101.

Fig.25 2D computer tomography image of a closed-cell (left) and open-cell (right)
aluminium foam.

Fig.26 3D computer tomography images of two aluminium foams of different type.
Left: Closed-cell aluminium foam; right: Open-cell aluminium foam.

Fig.27 Minkowski functionals as a function of the threshold q as obtained from a
3D CT image of a dense aluminium foam.

Fig.28 Minkowski functionals as a function of the threshold q as obtained from a
3D CT image of an open aluminium foam.

Fig.29 Intersections (in gray) of the simplexes A = S1 and B = S1 that appear in
the expression of the kinematic formula Eq.(36) . Because of the rotational
and reflection symmetry of B, each intersection contributes to Eq.(36) with
a weight of four.

Fig.30 Intersections (in gray) of the simplexes A = S2 and B = S2 that appear in
the expression of the kinematic formula Eq.(36) . Because of the rotational
and reflection symmetry of B, each intersection contributes to Eq.(36) with
a weight of eight.
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