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Abstract: This paper studies the problem of maximizing the social welfare while stabilizing
both the physical power network as well as the market dynamics. For the physical power grid a
third-order structure-preserving model is considered involving both frequency and voltage dy-
namics. By applying the primal-dual gradient method to the social welfare problem, a distributed
dynamic pricing algorithm in port-Hamiltonian form is obtained. After interconnection with
the physical system a closed-loop port-Hamiltonian system of differential-algebraic equations
is obtained, whose properties are exploited to prove local asymptotic stability of the optimal
point.

Keywords: electric power systems, Lyapunov stability, distributed control, nonlinear systems,
optimal power flow, gradient method, frequency regulation, passivity, dynamic pricing.

1. INTRODUCTION

The future power network needs to operate reliably in
the face of fluctuations resulting from distributed energy
resources and the increased variability in both supply and
demand. One of the feedback mechanisms that have been
identified for managing this challenge is the use of real-
time dynamic pricing. This feedback mechanism encour-
ages consumers to modify their demand when it is difficult
for system operator to achieve a balance between supply
and demand (Borenstein et al., 2002). In addition, real-
time dynamic pricing allows to maximize the total social
welfare by fairly sharing utilities and costs associated with
the generation and consumption of energy among the
different control areas (Kiani and Annaswamy, 2010).

Many of the existing dynamic pricing algorithms focus on
the economic part of optimal supply-demand matching
(Kiani and Annaswamy, 2010; Roozbehani et al., 2010).
However, if market mechanisms are used to determine the
optimal power dispatch (with near real-time updates of the
dispatch commands) dynamic coupling occurs between the
market update process and the physical response of the
power network dynamics (Alvarado et al., 2001).

Consequently, under the assumption of market-based dis-
patch, it is essential to consider the stability of the coupled
system incorporating both market operation and elec-
tromechanical power system dynamics simultaneously.

� This work is supported by the NWO (Netherlands Organisation for
Scientific Research) programme Uncertainty Reduction in Smart En-
ergy Systems (URSES) under the auspices of the project ENBARK.

While on this subject a vast literature is already available,
we focus on a more accurate and higher order model for
the physical power network than conventionally used in
the literature. In particular, a structure-preserving model
for the power network with a third-order order model for
the synchronous generators including voltage dynamics is
used. As a result, market dynamics, frequency dynamics
and voltage dynamics are considered simultaneously.

1.1 Literature review

The coupling between a high-order dynamic structure-
preserving power network and market dynamics has been
studied before in Alvarado et al. (2001). Here a fourth-
order model of the synchronous generator is used in
conjunction with turbine and exciter dynamics, which is
coupled to a simple model describing the market dynamics.
The results established in Alvarado et al. (2001) are based
on an eigenvalue analysis of the linearized system.

It is shown in Trip et al. (2016) that the third-order (flux-
decay) model for the synchronous generator, as used in
the present paper, admits a useful passivity property that
allows for a rigorous stability analysis of the interconnec-
tion with optimal power dispatch controllers, even in the
presence of time-varying demand. In Trip and De Persis
(2015) a structure-preserving power network model is con-
sidered with turbine dynamics where a similar internal-
model controller is applied, which also has applications in
microgrids, see De Persis et al. (2016).

Another commonly used approach to design optimal dis-
tributed controllers in power grids is the use of the primal-
dual gradient algorithm (Arrow et al., 1958), which has
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been proven useful in network flow theory (Feijer and Pa-
ganini, 2010). The problem formulation varies throughout
the literature on power systems, with the focus being on
either the generation side (Li et al., 2014; Seungil and
Lijun, 2014), the load side (Mallada and Low, 2014; Zhao
et al., 2015; Mallada et al., 2014) or both (Zhang et al.,
2015; Zhang and Papachristodoulou, 2015).

Many of these references focus on linear power system
models coupled with gradient-method-based controllers
(Li et al., 2014; Seungil and Lijun, 2014; Mallada and
Low, 2014; Mallada et al., 2014; Zhang et al., 2015; Zhao
et al., 2014). In these references the property that the
linear power system dynamics can be formulated as a
gradient method applied to a certain optimization problem
is exploited. This is commonly referred to as reverse-
engineering of the power system dynamics (Zhang et al.,
2015; Li et al., 2014; Seungil and Lijun, 2014). However,
this approach falls short in dealing with models involving
nonlinear power flows.

Nevertheless, Zhang and Papachristodoulou (2015); Zhao
et al. (2015) show the possibility to achieve optimal
power dispatch in structure-preserving power networks
with nonlinear power flows using gradient-method-based
controllers. On the other hand, the controllers proposed in
Zhang and Papachristodoulou (2015) have restrictions in
assigning the controller parameters and in addition require
that the topology of the physical network is a tree.

1.2 Main contributions

The contribution of this paper is to propose a novel energy-
based approach to the problem that differs substantially
from the aforementioned works. We proceed along the lines
of Stegink et al. (2015, 2016), where a port-Hamiltonian
approach to the design of gradient-method-based con-
trollers in power networks is proposed. In those papers it
is shown that both the power network as well as the con-
troller designs admit a port-Hamiltonian representation
which are then interconnected to obtain a closed-loop port-
Hamiltonian system. In the present paper we extend some
of these results to structure-preserving power networks.

First it is shown that the dynamical model describing the
power network as well as the market dynamics admit a
port-Hamiltonian representation. Then, following Stegink
et al. (2015, 2016), it is proven that all the trajectories of
the coupled system converge to the desired synchronous
solution and to optimal power dispatch.

Since our approach is based on passivity and does not
require to reverse-engineer the power system dynamics as a
primal-dual gradient dynamics, it allows to deal with more
complex nonlinear models of the power network. More
specifically, the physical model for describing the power
network in this paper admits nonlinear power flows and
time-varying voltages, and is more accurate and reliable
than the classical second-order model (Machowski et al.,
2008; Kundur, 1993; Sauer and Pai, 1998; Bergen and Hill,
1981). In addition, a distinction is made between generator
nodes and loads nodes, resulting in a system of differential-
algebraic equations.

The results that are established in the present paper are
valid for the case of nonlinear power flows and cyclic

networks, in contrast to Zhang et al. (2015); Li et al.
(2014); Seungil and Lijun (2014); Zhao et al. (2014),
where the power flows are linearized and Zhang and Pa-
pachristodoulou (2015) where the physical network topol-
ogy is a tree. Moreover, in the aforementioned references
the voltages are assumed to be constant.

While the third-order model for the synchronous gener-
ators has been studied before using passivity based tech-
niques (Trip et al., 2016; Stegink et al., 2016), the combina-
tion of gradient method based controllers with structure-
preserving power network models is novel. In addition,
the stability analysis does not rely on linearization and
is based on energy functions which allow us to establish
rigorous stability results. Moreover, we do not impose any
restrictive condition on controller design parameters for
guaranteeing asymptotic stability, contrary to Zhang and
Papachristodoulou (2015).

The remainder of this paper is organized as follows. In Sec-
tion 2 the preliminaries are stated. Thereafter, the power
system dynamics is introduced in Section 3 and a port-
Hamiltonian representation of the system of differential-
algebraic equations is given as well in this section. Then
the dynamic pricing algorithm in port-Hamiltonian form is
presented in Section 4. The closed-loop system is analyzed
in Section 5 and local asymptotic stability of the optimal
points is proven. Finally, the conclusions and the future
research directions are discussed in Section 6.

2. PRELIMINARIES

2.1 Notation

Given a symmetric matrix A ∈ Rn×n, we write A >
0 (A ≥ 0) to indicate that A is a positive (semi-)definite
matrix. The set of positive real numbers is denoted by
R>0 and likewise the set of nonnegative real numbers
is denoted by R≥0. The notation 1n ∈ Rn is used
for the vector whose elements are equal to 1. The n ×
n identity matrix is denoted by In. Given an ordered
set I = {i1, i2, . . . , ik} and a vector v ∈ Rn, k ≤ n,
then coli∈I{vi}, diagi∈I{vi} denotes the k-column vector,
respectively k × k diagonal matrix whose entries are
given by vi1 , vi2 , . . . , vik . Likewise, given vectors v1, v2 then
col(v1, v2) := [ v1v2 ]. Let f(x, y) be a differentiable function

of x ∈ Rn, y ∈ Rm, then∇f := col(∂f∂x ,
∂f
∂y ) and∇xf := ∂f

∂x

denotes the gradient of f with respect to x. Given a twice-
differentiable function f : Rn → Rn then the Hessian of f
evaluated at x is denoted by ∇2f(x).

2.2 Differential algebraic equations

Let us consider a system of differential-algebraic equations
(DAE’s) of the form

ẋ = f(x, y), (1a)

0 = g(x, y), (1b)

where x ∈ Rn and y ∈ Rm.

Definition 1. (De Persis et al. (2016)). Let D ⊂ Rn × Rm

be an open connected set. The algebraic equation 0 =
g(x, y) is regular if the Jacobian of g w.r.t. y has constant
full rank on D, that is,

rank(∇yg(x, y)) = m ∀(x, y) ∈ D.
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If the DAE-system (1) is regular on D then by Hill
and Mareels. (1993) the existence and uniqueness of so-
lutions of (1) in D over an interval I ⊆ R≥0 for any
(x(x0, y0, t), y(x0, y0, t)) is guaranteed.

By extending the usual LaSalle’s invariance principle for
ordinary differential equations, we obtain an invariance
principle that can be used for the stability analysis of
DAE’s, see De Persis et al. (2016).

Theorem 2. Suppose the DAE (1) is regular on D and f, g
are continuous differentiable functions. Let (x, y) = (x̄, ȳ)
be an equilibrium of (1). Let V (x, y) : DV → R≥0 be
a smooth positive definite function on a neighborhood
DV ⊂ D of (x, y) = (x̄, ȳ), such that V̇ (x, y) ≤ 0. Let

S = {(x, y) ∈ DV | V̇ = 0}, and suppose that no solution
can stay forever in S, other than the trivial solution (x̄, ȳ).
Then (x̄, ȳ) is locally asymptotically stable.

3. POWER NETWORK MODEL

Consider a power grid consisting of n buses. The network
is represented by a connected and undirected graph G =
(V, E). Its associated node set, V = {1, ..., n} = Vg ∪
Vl, is partitioned in the set of generator nodes Vg with
cardinality ng, and the set of load nodes Vl with cardinality
nl. The set of edges, E = {1, . . . ,m} ⊂ V ×V, corresponds
to the set of transmission lines connecting the buses.
Each bus represents either a synchronous generator or a
frequency-dependent load (Bergen and Hill, 1981). It is
assumed that the synchronous generators are governed by
the flux-decay model (Kundur, 1993) with a controllable
mechanical power injection Pgi. By Alvarado et al. (2001),
the loads are assumed to have a time-varying active power
demand Pli and a constant reactive power demand Qli =
Q̄li. As a result, the dynamics at each bus is given by
(Machowski et al., 2008; Trip et al., 2016)

δ̇i = ωi, i ∈ V (2a)

Miω̇i = −Pi −Aiωi + Pgi, i ∈ Vg (2b)

TiĖi = Efi − Ei − (Xdi −X ′
di)E

−1
i Qi, i ∈ Vg (2c)

Pi = −Aiωi − Pli, i ∈ Vl, (2d)

Qi = Q̄li, i ∈ Vl. (2e)

Here the active and reactive power injections are given by

Pi =
∑
j∈Ni

BijEiEj sin δij i ∈ V

Qi = BiiE
2
i −

∑
j∈Ni

BijEiEj cos δij , i ∈ V

with Bii =
∑

j∈Ni
Bij + B̂ii and where B̂ii ≥ 0 is the

negative of the shunt susceptance at node i. See Table 1
for a list of symbols used in the model (2) and throughout
the paper.

Assumption 3. By using the power network model (2) the
following assumptions are made, where most of them are
standard in a broad range of literature on power network
dynamics (Machowski et al., 2008).

• Lines are purely inductive, i.e., the conductance is
zero. This assumption is generally valid for the case of
high voltage lines connecting different control areas.

• The grid is operating around the synchronous fre-
quency, say 50Hz or 60Hz.

δi voltage angle
ωi frequency deviation w.r.t. nominal frequency
Ei transient internal voltage
Efi excitation voltage
Pgi, Pli active power generation and demand
Qgi, Qli reactive power generation and demand
Mi moment of inertia
Ni set of buses connected to bus i
Ai asynchronous damping constant
Bij negative of the susceptance of transmission line (i, j)
Bii negative of the self-susceptance
Xdi d-axis synchronous reactance of generator i
X′

di d-axis transient reactance of generator i
Ti open-circuit transient time constant

Table 1. Parameters and state variables of
model (2).

• The voltages satisfy Ei > 0, i ∈ V for all time t ≥ 0
and the reactive powers at the loads Q∗

li ≥ 0, i ∈ Vl

are constant.
• The excitation voltage Efi is constant for all i ∈ V.

Define the angular momenta pi = Miωi, i ∈ Vg. Based on
the energy stored in the generators and the transmission
network, the Hamiltonian is defined by

Hp =
1

2

∑
i∈Vg

(
M−1

i p2i +
(Ei − Efi)

2

Xdi −X ′
di

)

+
1

2

∑
i∈V

BiiE
2
i −

∑
(i,j)∈E

BijEiEj cos δij .

(3)

The algebraic constraint (2e) corresponding to the reactive
power of the load can then be written as

0 = −[El]∇El
Hp + Q̄l, (4)

where [El] := diagi∈Vl
{Ei}, El := coli∈Vl

{Ei}.

As the system (2) admits a rotational symmetry with
respect to the voltage angles (Dörfler et al., 2014), it is
convenient to consider a different set of coordinates. To
this end, define without loss of generality the coordinates
ϕ = D̂T δ, δ = coli∈V{δi}, where D̂ ∈ Rn×(n−1) has full

column rank and satisfies ker D̂T = span{1n}.
Remark 4. In particular, D̂ could be defined as the inci-
dence matrix of a tree graph with n nodes and n−1 edges.
In that case, ϕ represents the angle differences δi − δj
along the edges of this tree graph. Another possibility
is to choose node n as the reference node, resulting in
D̂T = [In−1 − 1n−1], see also De Persis et al. (2016);
Willems (1971).

Using this modified set of coordinates, and defining the
state variable xp := col(ϕ, pg, Eg, El), the system (2) can
be written in the form


ϕ̇
ṗg
Ėg

0
0


 =




0 D̂T
g 0 0 D̂T

l

−D̂g −Ag 0 0 0
0 0 −Rg 0 0
0 0 0 −[El] 0

−D̂l 0 0 0 −Al



∇Wp +




0
Pg

0
Q̄l

−Pl


 ,

Wp(xp, ωl) = Hp(xp) + Up(ωl), Up(ωl) =
1

2
ωT
l ωl.

(5)

Here D̂T =
[
D̂T

g D̂T
l

]
, Al = diagi∈Vl

{Ai} > 0, Ag =

diagi∈Vg
{Ai} > 0, Rg = diagi∈Vg

{Xdi−X′
di

Ti
} > 0, ωl =
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If the DAE-system (1) is regular on D then by Hill
and Mareels. (1993) the existence and uniqueness of so-
lutions of (1) in D over an interval I ⊆ R≥0 for any
(x(x0, y0, t), y(x0, y0, t)) is guaranteed.

By extending the usual LaSalle’s invariance principle for
ordinary differential equations, we obtain an invariance
principle that can be used for the stability analysis of
DAE’s, see De Persis et al. (2016).

Theorem 2. Suppose the DAE (1) is regular on D and f, g
are continuous differentiable functions. Let (x, y) = (x̄, ȳ)
be an equilibrium of (1). Let V (x, y) : DV → R≥0 be
a smooth positive definite function on a neighborhood
DV ⊂ D of (x, y) = (x̄, ȳ), such that V̇ (x, y) ≤ 0. Let

S = {(x, y) ∈ DV | V̇ = 0}, and suppose that no solution
can stay forever in S, other than the trivial solution (x̄, ȳ).
Then (x̄, ȳ) is locally asymptotically stable.

3. POWER NETWORK MODEL

Consider a power grid consisting of n buses. The network
is represented by a connected and undirected graph G =
(V, E). Its associated node set, V = {1, ..., n} = Vg ∪
Vl, is partitioned in the set of generator nodes Vg with
cardinality ng, and the set of load nodes Vl with cardinality
nl. The set of edges, E = {1, . . . ,m} ⊂ V ×V, corresponds
to the set of transmission lines connecting the buses.
Each bus represents either a synchronous generator or a
frequency-dependent load (Bergen and Hill, 1981). It is
assumed that the synchronous generators are governed by
the flux-decay model (Kundur, 1993) with a controllable
mechanical power injection Pgi. By Alvarado et al. (2001),
the loads are assumed to have a time-varying active power
demand Pli and a constant reactive power demand Qli =
Q̄li. As a result, the dynamics at each bus is given by
(Machowski et al., 2008; Trip et al., 2016)

δ̇i = ωi, i ∈ V (2a)

Miω̇i = −Pi −Aiωi + Pgi, i ∈ Vg (2b)

TiĖi = Efi − Ei − (Xdi −X ′
di)E

−1
i Qi, i ∈ Vg (2c)

Pi = −Aiωi − Pli, i ∈ Vl, (2d)

Qi = Q̄li, i ∈ Vl. (2e)

Here the active and reactive power injections are given by

Pi =
∑
j∈Ni

BijEiEj sin δij i ∈ V

Qi = BiiE
2
i −

∑
j∈Ni

BijEiEj cos δij , i ∈ V

with Bii =
∑

j∈Ni
Bij + B̂ii and where B̂ii ≥ 0 is the

negative of the shunt susceptance at node i. See Table 1
for a list of symbols used in the model (2) and throughout
the paper.

Assumption 3. By using the power network model (2) the
following assumptions are made, where most of them are
standard in a broad range of literature on power network
dynamics (Machowski et al., 2008).

• Lines are purely inductive, i.e., the conductance is
zero. This assumption is generally valid for the case of
high voltage lines connecting different control areas.

• The grid is operating around the synchronous fre-
quency, say 50Hz or 60Hz.

δi voltage angle
ωi frequency deviation w.r.t. nominal frequency
Ei transient internal voltage
Efi excitation voltage
Pgi, Pli active power generation and demand
Qgi, Qli reactive power generation and demand
Mi moment of inertia
Ni set of buses connected to bus i
Ai asynchronous damping constant
Bij negative of the susceptance of transmission line (i, j)
Bii negative of the self-susceptance
Xdi d-axis synchronous reactance of generator i
X′

di d-axis transient reactance of generator i
Ti open-circuit transient time constant

Table 1. Parameters and state variables of
model (2).

• The voltages satisfy Ei > 0, i ∈ V for all time t ≥ 0
and the reactive powers at the loads Q∗

li ≥ 0, i ∈ Vl

are constant.
• The excitation voltage Efi is constant for all i ∈ V.

Define the angular momenta pi = Miωi, i ∈ Vg. Based on
the energy stored in the generators and the transmission
network, the Hamiltonian is defined by

Hp =
1

2

∑
i∈Vg

(
M−1

i p2i +
(Ei − Efi)

2

Xdi −X ′
di

)

+
1

2

∑
i∈V

BiiE
2
i −

∑
(i,j)∈E

BijEiEj cos δij .

(3)

The algebraic constraint (2e) corresponding to the reactive
power of the load can then be written as

0 = −[El]∇El
Hp + Q̄l, (4)

where [El] := diagi∈Vl
{Ei}, El := coli∈Vl

{Ei}.

As the system (2) admits a rotational symmetry with
respect to the voltage angles (Dörfler et al., 2014), it is
convenient to consider a different set of coordinates. To
this end, define without loss of generality the coordinates
ϕ = D̂T δ, δ = coli∈V{δi}, where D̂ ∈ Rn×(n−1) has full

column rank and satisfies ker D̂T = span{1n}.
Remark 4. In particular, D̂ could be defined as the inci-
dence matrix of a tree graph with n nodes and n−1 edges.
In that case, ϕ represents the angle differences δi − δj
along the edges of this tree graph. Another possibility
is to choose node n as the reference node, resulting in
D̂T = [In−1 − 1n−1], see also De Persis et al. (2016);
Willems (1971).

Using this modified set of coordinates, and defining the
state variable xp := col(ϕ, pg, Eg, El), the system (2) can
be written in the form


ϕ̇
ṗg
Ėg

0
0


 =




0 D̂T
g 0 0 D̂T

l

−D̂g −Ag 0 0 0
0 0 −Rg 0 0
0 0 0 −[El] 0

−D̂l 0 0 0 −Al



∇Wp +




0
Pg

0
Q̄l

−Pl


 ,

Wp(xp, ωl) = Hp(xp) + Up(ωl), Up(ωl) =
1

2
ωT
l ωl.

(5)

Here D̂T =
[
D̂T

g D̂T
l

]
, Al = diagi∈Vl

{Ai} > 0, Ag =

diagi∈Vg
{Ai} > 0, Rg = diagi∈Vg

{Xdi−X′
di

Ti
} > 0, ωl =
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coli∈Vl
{ωi} and Eg, Pg, Pl, pg are defined likewise. The

system (5) has external ports (Pg, ωg), (Pl, ωl) which will
be interconnected to the dynamic pricing algorithm intro-
duced in the following section.

Remark 5. The system (5) has a slightly different form
compared to conventional port-Hamiltonian DAE-systems,
see van der Schaft and Jeltsema (2014). In particular,Hp is
the Hamiltonian of the system while Up can be interpreted
as an auxiliary energy function which is not used as part of
the (shifted) storage function to prove passivity. However,
by exploiting the special structure of the system (5), the
stability analysis becomes convenient as we will show in
Section 5.

4. DYNAMIC PRICING ALGORITHM

The social welfare is defined as S(Pg, Pl) := U(Pl)−C(Pg),
which consists of a utility function U(Pl) of the power con-
sumption Pl and the cost C(Pg) associated to the power
production Pg. We assume that C(Pg), U(Pl) are strictly
convex and strictly concave functions respectively. The
objective is to maximize the social welfare while achieving
zero frequency deviation. By analyzing the equilibria of
(2), it follows that a necessary condition for zero frequency
deviation is 1T

ng
Pg = 1T

nl
Pl. In other words, the total

supply must match the total demand. It can be noted that
Pg, Pl satisfy this power balance if and only if there exists
a vector v ∈ Rmc such that

−
[
Dcg

Dcl

]

︸ ︷︷ ︸
Dc

v +

[
Pg

−Pl

]
= 0

where Dc ∈ Rn×mc is the incidence matrix of some
connected communication graph with mc edges.

max
Pg,Pl,v

U(Pl)− C(Pg)

s.t.

[
Dcg

Dcl

]
v +

[
Pg

−Pl

]
= 0.

(6)

The corresponding KKT optimality conditions amount to

∇C(P̄g)− λ̄g = 0

−∇U(P̄l) + λ̄l = 0

[
DT

cg DT
cl

] [λ̄g

λ̄l

]
= 0

−
[
Dcg

Dcl

]
v̄ +

[
P̄g

−P̄l

]
= 0

(7)

with λg ∈ Rng , λl ∈ Rnl . Inspired by our previous work
(Stegink et al., 2016, 2015) and based on the primal-dual
gradient method (Zhang et al., 2015; Li et al., 2014; Arrow
et al., 1958), the following distributed dynamic pricing
algorithm is proposed:

τgṖg = −∇C(Pg) + λg − ωg (8a)

τlṖl = ∇U(Pl)− λl + ωl (8b)

τv v̇ = −DT
cgλg −DT

clλl (8c)

τλg λ̇g = Dcgv − Pg (8d)

τλl
λ̇l = Dclv + Pl (8e)

where τg, τd, τv, τλg , τλl
> 0 are (controller design) param-

eters. Observe that the dynamics (8) has a clear economic
interpretation (Kiani and Annaswamy, 2010; Alvarado

et al., 2001): each power producer aims at maximizing
their own profit which, under the assumption of perfect
competition, occurs whenever their individual marginal
cost equals the local price λgi − ωgi, which depends on
the local frequency ωgi of the physical network. At the
same time, each consumer maximizes its own utility but is
penalized by the local price λli − ωli.

Remark 6. The idea to use the frequency deviation in the
pricing mechanism stems from our previous work (Stegink
et al., 2016), and helps to compensate for the power
supply-demand imbalance. Moreover, it allows for a power-
preserving interconnection with the physical model (2).

The equations (8c), (8d), (8e) represent the distributed
dynamic pricing algorithm where the quantity v represents
a virtual power flow along the edges of the communication
graph with incidence matrix Dc. We emphasize virtual,
since v may not correspond to the real physical power
flow as the communication graph (which can be designed
as desired) may be different than the physical network
topology. By (8c) the flow v increases from areas with a
lower price to areas with a relatively higher price and vice
versa. Equation (8d) shows that the local price λi rises if
the power outflow at node i ∈ V is greater than the local
power supply plus power inflow of power at node i and
vice versa. A similar statement holds for (8e).

An important observation is that the dynamic pricing
algorithm (8) can be written in port-Hamiltonian form as

xc =




0 0 0 Ing
0

0 0 0 0 −Inl

0 0 0 −DT
cg −DT

cl
−Ing 0 Dcg 0 0
0 Inl

Dcl 0 0




︸ ︷︷ ︸
Jc

∇Hc +




−ωg

ωl

0
0
0




+∇S(τ−1
c xc)), Hc =

1

2
xT
c τ

−1
c xc

(9)

with 


xg

xl

xv

xλg

xλl




︸ ︷︷ ︸
xc

=




τg 0 0 0 0
0 τl 0 0 0
0 0 τv 0 0
0 0 0 τλg

0
0 0 0 0 τλl




︸ ︷︷ ︸
τc




Pg

Pl

v
λg

λl




︸ ︷︷ ︸
zc

.

Since S is a concave function it satisfies the following
dissipation inequality

(zc − z̄c)
T (∇S(zc)−∇S(z̄c)) ≤ 0

for all zc, z̄c ∈ R2n+mc . This property implies that the
system (9) is passive with respect to its steady states, see
also Stegink et al. (2016).

5. STABILITY OF THE CLOSED-LOOP SYSTEM

It is observed that, by construction of the dynamic pricing
algorithm, there is two-way coupling between the physical
power network (2) and the market dynamics (8) through
the ports (Pg, ωg), (Pl, ωl). In fact, the interconnection
between (2) and (8) is power-preserving. As a result, the
closed-loop system, obtained by combining the systems (5)
and (9), takes the form
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ẋc

ϕ̇
ṗg
Ėg

0
0



=




Jc 0 −GT
1 0 0 GT

2

0 0 D̂T
g 0 0 D̂T

l

G1 −D̂g −Ag 0 0 0
0 0 0 −Rg 0 0
0 0 0 0 −[El] 0

−G2 −D̂l 0 0 0 −Al



∇W

+
[
(∇S(τ−1

c xc))
T 0 0 0 Q̄T

l 0
]T

,

(10)

where W (x, ωl) = Hp(xp) + Up(ωl) + Hc(xc), with x =
col(xc, xp) and

G1 =
[
Ing

0 0 0 0
]
, G2 = [0 Inl

0 0 0] .

Next, we examine the equilibria of the coupled system (10).
From it follows from (8c) that λ̄g = 1ng λ̄∗, λl = 1nl

λ∗ for
some λ∗ ∈ R. Hence, the prices λgi ∈ Vg, λli ∈ Vl are
identical at each node. From (8d), (8e) follows the power
balance 1T

ng
P̄g = 1T

nl
P̄l. Finally, from (2b) and (2d) we

have that ω̄i = 0, i ∈ V. This implies that at steady state
the KKT optimality conditions (7) are satisfied. Hence, the
equilibrium points of the combined system (2), (8) satisfy
the optimality conditions of the social welfare problem (6)
and, moreover, the frequency deviations are zero at steady
state.

Suppose now that there exists an equilibrium (x̄c, x̄p, ω̄l)
of (10). Then we define the shifted Hamiltonian (van der
Schaft and Jeltsema, 2014) by

H̄p(xp) = Hp(xp)− (xp − x̄p)
T∇Hp(x̄p)−Hp(x̄p),

and similarly Ūp(ωl), H̄c(xc) are defined. As a result, the
algebraic equation (4) can be rewritten as

0 = −[El]
(
∇El

H̄p(xp) +∇El
H̄a(xp)

)

where

H̄a(xp) = ET
l ∇El

H̄p(x̄p)− Q̄T
l logEl.

with log(·) being the element-wise natural logarithm. Ob-
serve that H̄a is a convex function since, by Assumption 3,
Q̄l ≥ 0. Since the term H̄a only depends on El, the system
(10) takes the equivalent form



ẋc

ϕ̇
ṗg
Ėg

0
0



=




Jc 0 −G1 0 0 G2

0 0 D̂T
g 0 0 D̂T

l

GT
1 −D̂g −Ag 0 0 0
0 0 0 −Rg 0 0
0 0 0 0 −[El] 0

−GT
2 −D̂l 0 0 0 −Al



∇W̄

+
[
∇S(τ−1

c xc)
T −∇S(τ−1

c x̄c)
T 0 0 0 0 0

]T

(11)

where W̄ := H̄ + Ūp, H̄ := H̄p + H̄a + H̄c.

After elimination of the algebraic variable ωl, the closed-
loop system (11) can in turn equivalently be written as
(12), see next page.

We are now ready to present the main convergence result.

Theorem 7. Consider system (12) and suppose that Dc ∈
Rn×(n−1) is the incidence matrix of a tree graph. Further-
more assume that the system (12) admits an equilibrium
x̄ satisfying ∇2H̄(x̄) > 0. Then x̄ is locally asymptotically
stable.

Proof. The shifted Hamiltonian H̄ satisfies

˙̄H = −ωT
g Agωg − ωT

l Alωl − (∇EgH̄)TRg∇EgH̄

− (Pg − P̄g)
T (∇C(Pg)−∇C(P̄g))

+ (Pl − P̄l)
T (∇U(Pl)−∇U(P̄l)) ≤ 0

(13)

where ωl satisfies the algebraic constraint (2d). Observe

that ˙̄H = 0 if and only if ωg = 0, ωl = 0,∇EgH̄(x) =

0, Pg = P̄g, Pl = P̄l since C,U are strictly convex/concave
functions respectively. On the largest invariant set Ω where
˙̄H = 0 we have

ϕ̇ = 0 λg = λ̄g

0 = D̂∇ϕH̄ λl = λ̄l

0 = ∇EgH̄ τλg λ̇g = Dcg(v − v̄)

0 = [El]∇El
H̄ τλl

λ̇l = Dcl(v − v̄)

τv v̇ = −DT
cg(λg − λ̄g)−DT

cl(λl − λ̄l)

Hence, λg = λ̄g, λl = λ̄l are constant and since Dc, D̂
have full column rank it follows that v = v̄,∇ϕH̄(x) = 0
respectively. Hence, each element x ∈ Ω satisfies ∇H̄(x) =
0. By (13) and since ∇H̄(x̄) = 0,∇2H̄(x̄) > 0, there exists
a compact level set D of H̄ around x̄ which is forward
invariant and satisfies D ∩ Ω = {x̄}. Hence, by Theorem
2, x̄ is locally asymptotically stable. �

Remark 8. While the communication graph is assumed
to be a tree in Theorem 7, the convergence result can
be extended to the case of general (cyclic) connected
communication graphs. However, due to space constraints,
this is beyond the scope of the paper.

In De Persis and Monshizadeh (2015) a sufficient condi-
tion is given which guarantees that the Hessian ∇2H̄(x̄)
evaluated at the equilibrium x̄ is positive definite, which
is required in Theorem 7. Adapted for the model (2), the
following distributed condition should be verified.

Proposition 9. Suppose that x̄ satisfies

1

Xdi −X ′
di

+Bii −
∑
j∈Ni

Bij
Ēi + Ēj sin

2 δ̄ij
Ēi cos δ̄ij

> 0, i ∈ Vg

Bii −
∑
j∈Ni

Bij
Ēi + Ēj sin

2 δ̄ij
Ēi cos δ̄ij

> 0, i ∈ Vl

with δ̄ij ∈ (−π/2, π/2), ∀(i, j) ∈ E , and Ēi > 0, ∀i ∈ V.
Then ∇2H̄(x̄) > 0.

Remarkably, the above conditions are satisfied if the volt-
age (angle) differences and generator reactances are suffi-
ciently small and the shunt susceptances (at the loads) are
sufficiently large.

6. CONCLUSIONS

In this paper an energy-based approach to the model-
ing and stability analysis of structure-preserving power
networks with markets dynamics has been established.
In particular, local convergence of the coupled system of
differential-algebraic equations to the set of optimal points
of the social welfare problem have been proven using a
suitable Lyapunov function.

A possible extension to the established results is to con-
sider the more complex case that the loads are not fre-
quency dependent. Another direction for future research is
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ẋc

ϕ̇
ṗg
Ėg

0
0



=




Jc 0 −GT
1 0 0 GT

2

0 0 D̂T
g 0 0 D̂T

l

G1 −D̂g −Ag 0 0 0
0 0 0 −Rg 0 0
0 0 0 0 −[El] 0

−G2 −D̂l 0 0 0 −Al



∇W

+
[
(∇S(τ−1

c xc))
T 0 0 0 Q̄T

l 0
]T

,

(10)

where W (x, ωl) = Hp(xp) + Up(ωl) + Hc(xc), with x =
col(xc, xp) and

G1 =
[
Ing

0 0 0 0
]
, G2 = [0 Inl

0 0 0] .

Next, we examine the equilibria of the coupled system (10).
From it follows from (8c) that λ̄g = 1ng λ̄∗, λl = 1nl

λ∗ for
some λ∗ ∈ R. Hence, the prices λgi ∈ Vg, λli ∈ Vl are
identical at each node. From (8d), (8e) follows the power
balance 1T

ng
P̄g = 1T

nl
P̄l. Finally, from (2b) and (2d) we

have that ω̄i = 0, i ∈ V. This implies that at steady state
the KKT optimality conditions (7) are satisfied. Hence, the
equilibrium points of the combined system (2), (8) satisfy
the optimality conditions of the social welfare problem (6)
and, moreover, the frequency deviations are zero at steady
state.

Suppose now that there exists an equilibrium (x̄c, x̄p, ω̄l)
of (10). Then we define the shifted Hamiltonian (van der
Schaft and Jeltsema, 2014) by

H̄p(xp) = Hp(xp)− (xp − x̄p)
T∇Hp(x̄p)−Hp(x̄p),

and similarly Ūp(ωl), H̄c(xc) are defined. As a result, the
algebraic equation (4) can be rewritten as

0 = −[El]
(
∇El

H̄p(xp) +∇El
H̄a(xp)

)

where

H̄a(xp) = ET
l ∇El

H̄p(x̄p)− Q̄T
l logEl.

with log(·) being the element-wise natural logarithm. Ob-
serve that H̄a is a convex function since, by Assumption 3,
Q̄l ≥ 0. Since the term H̄a only depends on El, the system
(10) takes the equivalent form



ẋc

ϕ̇
ṗg
Ėg

0
0



=




Jc 0 −G1 0 0 G2

0 0 D̂T
g 0 0 D̂T

l

GT
1 −D̂g −Ag 0 0 0
0 0 0 −Rg 0 0
0 0 0 0 −[El] 0

−GT
2 −D̂l 0 0 0 −Al



∇W̄

+
[
∇S(τ−1

c xc)
T −∇S(τ−1

c x̄c)
T 0 0 0 0 0

]T

(11)

where W̄ := H̄ + Ūp, H̄ := H̄p + H̄a + H̄c.

After elimination of the algebraic variable ωl, the closed-
loop system (11) can in turn equivalently be written as
(12), see next page.

We are now ready to present the main convergence result.

Theorem 7. Consider system (12) and suppose that Dc ∈
Rn×(n−1) is the incidence matrix of a tree graph. Further-
more assume that the system (12) admits an equilibrium
x̄ satisfying ∇2H̄(x̄) > 0. Then x̄ is locally asymptotically
stable.

Proof. The shifted Hamiltonian H̄ satisfies

˙̄H = −ωT
g Agωg − ωT

l Alωl − (∇EgH̄)TRg∇EgH̄

− (Pg − P̄g)
T (∇C(Pg)−∇C(P̄g))

+ (Pl − P̄l)
T (∇U(Pl)−∇U(P̄l)) ≤ 0

(13)

where ωl satisfies the algebraic constraint (2d). Observe

that ˙̄H = 0 if and only if ωg = 0, ωl = 0,∇EgH̄(x) =

0, Pg = P̄g, Pl = P̄l since C,U are strictly convex/concave
functions respectively. On the largest invariant set Ω where
˙̄H = 0 we have

ϕ̇ = 0 λg = λ̄g

0 = D̂∇ϕH̄ λl = λ̄l

0 = ∇EgH̄ τλg λ̇g = Dcg(v − v̄)

0 = [El]∇El
H̄ τλl

λ̇l = Dcl(v − v̄)

τv v̇ = −DT
cg(λg − λ̄g)−DT

cl(λl − λ̄l)

Hence, λg = λ̄g, λl = λ̄l are constant and since Dc, D̂
have full column rank it follows that v = v̄,∇ϕH̄(x) = 0
respectively. Hence, each element x ∈ Ω satisfies ∇H̄(x) =
0. By (13) and since ∇H̄(x̄) = 0,∇2H̄(x̄) > 0, there exists
a compact level set D of H̄ around x̄ which is forward
invariant and satisfies D ∩ Ω = {x̄}. Hence, by Theorem
2, x̄ is locally asymptotically stable. �

Remark 8. While the communication graph is assumed
to be a tree in Theorem 7, the convergence result can
be extended to the case of general (cyclic) connected
communication graphs. However, due to space constraints,
this is beyond the scope of the paper.

In De Persis and Monshizadeh (2015) a sufficient condi-
tion is given which guarantees that the Hessian ∇2H̄(x̄)
evaluated at the equilibrium x̄ is positive definite, which
is required in Theorem 7. Adapted for the model (2), the
following distributed condition should be verified.

Proposition 9. Suppose that x̄ satisfies

1

Xdi −X ′
di

+Bii −
∑
j∈Ni

Bij
Ēi + Ēj sin

2 δ̄ij
Ēi cos δ̄ij

> 0, i ∈ Vg

Bii −
∑
j∈Ni

Bij
Ēi + Ēj sin

2 δ̄ij
Ēi cos δ̄ij

> 0, i ∈ Vl

with δ̄ij ∈ (−π/2, π/2), ∀(i, j) ∈ E , and Ēi > 0, ∀i ∈ V.
Then ∇2H̄(x̄) > 0.

Remarkably, the above conditions are satisfied if the volt-
age (angle) differences and generator reactances are suffi-
ciently small and the shunt susceptances (at the loads) are
sufficiently large.

6. CONCLUSIONS

In this paper an energy-based approach to the model-
ing and stability analysis of structure-preserving power
networks with markets dynamics has been established.
In particular, local convergence of the coupled system of
differential-algebraic equations to the set of optimal points
of the social welfare problem have been proven using a
suitable Lyapunov function.

A possible extension to the established results is to con-
sider the more complex case that the loads are not fre-
quency dependent. Another direction for future research is
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ẋc

ϕ̇
ṗg
Ėg

0


 =




Jc −G2A
−1
l GT

2 −G2A
−1
l D̂l −G1 0 0

−D̂T
l A

−1
l GT

2 −D̂T
l A

−1
l D̂l D̂T

g 0 0

GT
1 −D̂g −Ag 0 0
0 0 0 −Rg 0
0 0 0 0 −[El]



∇H̄ +




∇S(τ−1
c xc)−∇S(τ−1

c x̄c)
0
0
0
0


 (12)

to design additional controllers for the physical power net-
work that achieve optimal reactive power sharing and/or
voltage regulation. In addition, an extension can be made
to include generator limits and line congestion. Finally, the
influence of a possible delay in the communication of the
dynamic pricing algorithm on the stability of the closed-
loop has to be investigated.
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