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Methods & Measures

Capturing moment-to-moment changes
in multivariate human experience

Naomi M. P. De Ruiter,* Steffie Van Der Steen,*

Ruud J. R. Den Hartigh, and Paul L. C. Van Geert

Abstract
In this article, we aim to shed light on a technique to study intra-individual variability that spans the time frame of seconds and minutes, i.e.,
micro-level development. This form of variability is omnipresent in behavioural development and processes of human experience, yet is
often ignored in empirical studies, given a lack of proper analysis tools. The current article illustrates that a clustering technique called
Kohonen’s Self-Organizing Maps (SOM), which is widely used in fields outside of psychology, is an accessible technique that can be used to
capture intra-individual variability of multivariate data. We illustrate this technique with a case study involving self-experience in the
context of a parent–adolescent interaction. We show that, with techniques such as SOM, it is possible to reveal how multiple components
of an intra-individual process (the adolescent’s self-affect and autonomy) are non-linearly connected across time, and how these
relationships transition in accordance with a changing contextual factor (parental connectedness) during a single interaction. We aim
to inspire researchers to adopt this technique and explore the intra-individual variability of more developmental processes, across a variety
of domains, as deciphering such micro-level processes is crucial for understanding the nature of psychological and behavioural
development.

Keywords
cluster analysis, intra-individual variability, Kohonen’s Self-Organizing Maps, micro-level development, person-oriented approach, process
approach, self-experience

Behavioural and psychological changes occur on various time

scales (Ram & Gerstorf, 2009; Siegler & Crowley, 1991; Van

Geert, 2011). At the macro level, structured and recurring patterns

are revealed, such as skills or trait-like properties, that develop

across a relatively large time scale, ranging from weeks to years

(Lewis, 2002). Alongside the macro level, behavioural and psycho-

logical changes occur on the micro level, in the form of sequences

of actions and experiences (Fischer & Bidell, 2006; Lichtwarck-

Aschoff, Van Geert, Bosma, & Kunnen, 2008). These micro-

genetic processes refer to the moment-to-moment changes in

human experience, and the moment-to-moment changes in factors

that influence these experiences (Granic & Patterson, 2006; Lewis,

2002; Siegler & Crowley, 1991), reflected by a variable real-time

developmental trajectory (Lewis, 2002; Lichtwarck-Aschoff et al.,

2008). These processes are by definition intra-individual processes,

involving intra-individual variability (Van Dijk & van Geert, 2007).

While researchers often (implicitly) assume that information

regarding intra-individual processes can be deduced from analyses

of inter-individual variability (Van Geert, 2011), this is not justi-

fied, unless the ergodicity principle holds (Molenaar, 2004; Mole-

naar & Campbell, 2009; Salvatore & Valsiner, 2008). A process is

‘‘ergodic’’ when a structural analysis of inter-individual variability

yields the same results as a structural analysis of intra-individual

variability, and when the process is stationary (Flyvbjerg, 2006;

Molenaar, 2004; Molenaar & Campbell, 2009). Strikingly, it has

been found that most psychological processes are not ergodic

(Denissen, Penke, Schmitt, & Van Aken, 2008; Molenaar, 2004;

Tennen, Affleck, Armeli, & Carney, 2000). As a result, methodo-

logical tools that are capable of capturing intra-individual

variability should be used when studying intra-individual pro-

cesses. However, in the domain of psychology, such tools are not

common (Ram & Gerstorf, 2009; Van Geert & Van Dijk, 2002).

In the current article, we describe a dynamic clustering tech-

nique that can be used to understand micro-level intra-individual

processes: Kohonen’s Self-Organizing Maps (SOM; Kohonen,

1982). We illustrate the utility of this technique with a case study

involving an adolescent’s expression of self-directed emotions and

autonomous actions during a parent–child interaction. While

macro-level parental connectedness positively influences the devel-

opment of adolescent emotional functioning (e.g., across 5 years;

Boutelle, Eisenberg, Gregory, & Neumark-Sztainer, 2009), it is, as

yet, unknown how this relationship unfolds during parent–child

interactions.

It can be expected that the relationship between variables on the

micro-level will be non-linear (Nowak & Vallacher, 1998), such

that the relationships between parental connectedness and adoles-

cent expressions of self-affect and autonomy (and between these

expressions themselves) may change across the interaction.
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Moreover, these variables likely develop in a non-linear fashion

across real-time, such that the shape of change itself may change

across time, from monotonic change, to variable periods of conti-

nuities and discontinuities, for example (Van Dijk & Van Geert,

2007). Such information regarding possible non-linear relation-

ships between these micro-level variables and their non-linear
changes across time is necessary, firstly, in order to understand the

real-time building blocks for macro-level findings. Indeed, studies

have shown that long-term patterns of change between parent and

child are grounded in real-time interactions (Hollenstein, Granic,

Stoolmiller, & Snyder, 2004; Lichtwarck-Aschoff, Hasselman,

Cox, Pepler, & Granic, 2012), making it necessary to accompany

macro-level developmental studies with micro-level studies. Sec-

ondly, information regarding micro-level processes is valuable for

theoretical purposes. An in-depth understanding of the nature of

adolescent self-expression and parental connectedness during inter-

actions can only be achieved by empirically investigating idiosyn-

cratic cases of this relationship. Hence, with intra-individual data, it

is possible to generalize from empirical measurements to meta-

theories or to more specific theory development (Flyvbjerg, 2006;

Ruddin, 2006), rather than generalizing from empirical data to a

description of the population (Lee & Baskerville, 2003).

Although dynamical time-series techniques exist that allow for

either the study of intra-individual variability over time (Ram &

Gerstorf, 2009; Tan, Shiyko, Li, Li, & Dierker, 2012), or for the

study of the relationship between intra-individual variability and

external variables (Shiyko & Ram, 2011), the technique that we will

demonstrate (SOM) allows for the investigation of both of these

characteristics simultaneously: non-linear development of relations

between multivariate data. As such, SOM offers opportunities for

studying intra-individual variability of multiple components

embedded in a constantly changing context.

Capturing the structure of intra-individual
micro-level data: Kohonen’s
self-organizing maps

Kohonen’s Self-Organizing Maps is commonly used as a powerful

tool for the visualization of complex data (Kamimura, 2012) in

fields such as engineering, medicine, and economics, but not in

psychology. Due to its ability to capture non-linear temporal

changes within multiple variables across time (i.e., not just mono-

tonic increases or decreases), as well as changes in the relationship

between these variables across time (i.e., not just linear associations

between variables), this technique is suitable for the study of psy-

chological processes typically characterized by these features.

The SOM does not predict (patterns in) a dependent variable

based on a combination of independent variables. Rather, the SOM

maps the spatial and temporal emergence of (unknown) structure in

multivariate time-serial data by means of an ‘‘unsupervised learn-

ing algorithm.’’ This means that the target output is discovered in a

recursive process by means of the input data, and hence not spec-

ified by the researcher beforehand. The SOM learning process

works by recursively comparing pairs of vectors: An empirical

vector that represents the input data and a model vector (from the

developing map). The model vector is continuously calculated and

updated based on the value of the empirical vector and its position

on the time series. If the vectors differ, the model vector is altered

slightly so that dissimilarity is reduced. This is repeated multiple

times, where at each step an empirical vector is presented to a new

model vector, until the map fully represents the structure of the

empirical data. Through this process, the accuracy of the map con-

tinuously improves with each iteration as it ‘‘learns’’ to represent

the structure of the data. When the learning process is finished, the

final map optimally represents the organization of the data across

time (Kohonen, 1982; Lagus et al., 1996). For more specifics

regarding the SOM algorithm and the specific learning rules, see

Kohonen (1982).

The resulting map reveals the organization of the data as a new

higher-order dimension, represented by a number of clusters.

Importantly, the SOM keeps track of the time point that each data

point falls into the various clusters (Ultsch, 1999). Therefore, the

resulting clusters are able to keep the ‘‘topological structure’’ (i.e.,

the relationship between data points over time) intact, which is

vital for capturing the non-linear temporal patterning of intra-

individual data (De Ruiter, Den Hartigh, Cox, Van Geert, & Kun-

nen, 2015; Ram & Gerstorf, 2009; Tan, Shiyko, Li, Li, & Dierker,

2012). The map is expressed as a small set of qualitatively differ-

ent clusters that emphasize the salient features of variables and

their relationships (Table 1), as well how these features show

temporal recurrence (see Figure 1). This means that each variable

can contribute to multiple clusters, that is, each cluster represents

a different relationship between the same variables. Thus, rather

than collapsing the ‘‘time’’ component of the data and determining

the statistical similarity between the various variables, the SOM

determines the dynamic correspondence between variables (Skific

& Francis, 2012).

There are other dynamic methods available that also consider

dynamical aspects of (usually longitudinal) data, such as variability

and the temporal organization of the behavioural process at the long

term (e.g., Boker & Nesselroade, 2002; Hu, Boker, Neale, &

Klump, 2014; Molenaar, 1985; Oravecz, Tuerlinckx, & Vandekerc-

khove, 2011), and which are also often applied to within-person

constructs varying from day to day, such as affective processes or

(emotion) regulation (Boker & Nesselroade, 2002; Oravecz et al.,

2011). These techniques are based on specific theories that specify

the relations between variables, expressed in the form of differential

Table 1. Characterization of four clusters of self-experience during the

parent–adolescent interaction.

Component Test value

A (20% window)

Cluster 1

(12.0%)

Cluster 2

(39.0%)

Cluster 3

(34.1%)

Cluster 4

(14.9%)

Self-affect 25.69 �5.14 �5.18 �9.52

Autonomy 18.91 �12.35 11.68 �15.95

B (30% window)

Cluster 1

(13.2%)

Cluster 2

(53.4%)

Cluster 3

(27.7%)

Cluster 4

(5.7%)

Self-affect 26.16 �12.39 �2.42 �6.79

Autonomy 20.64 �13.84 8.11 �15.94

Note. The percentages indicate the percentage of temporal data characterized by
each cluster. For more information about the content and interpretation of this
table, see Results section. For comparison, this table shows two outcomes, one
with smoothed data using a window of 20% (A), and one with a window of 30%
(B). The test values (indicating the weight of the variable in each cluster) change
slightly when using a different smoothing window, but the relative changes (pos-
itive/negative) remain the same.
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equations. These equations are then fitted to the data by means of

parameter estimation. Kohonen’s SOM, however, enables

researchers to explore structure in intra-individual variability

when there is no theory about the specific relations between vari-

ables (e.g., parent and child variables). In this sense, SOM is data-

driven, and can be used for exploratory analyses. Its results can be

interpreted from the perspective of complex dynamic systems

(CDS), which is a meta-theory that assumes that phenomena of

all kinds (such as dyadic interactions, or self-experiential patterns)

can best be conceptualized as higher-order structures that self-

organize out of non-linear interactions between lower-level com-

ponents across time. The SOM is thus particularly useful when

researchers are interested in studying the (unknown) dynamics

and underlying structure of their data, and when there is no theory

available that is specific enough to imply differential equations or

formal decision rules to their data (which is often the case for

micro-level data).

The SOM also differs from other clustering techniques that are

used for time-serial data, such as hierarchical agglomerative clus-

tering (Borgen & Barnett, 1987), which tend to identify groups of

similar time series. In contrast to this, the SOM identifies groups of

interactions between the time series that occur across time. Hence,

the clusters acquired by SOM form their own (higher-order) time

series (this is further described in the case-study example in what

follows). Furthermore, the SOM has been found to be superior to

clustering techniques such hierarchical clustering in its ability to

classify datasets correctly and without previous information on the

data (Ultsch & Vetter, 1994), as well as for being robust against

noise (Zhang & Fang, 2012).

Data requirements for SOM

Time-serial input data for Kohonen’s SOM can be either discrete or

continuous (Allende, Moreno, Rogel, & Salas, 2004). When a

researcher wishes to conduct the SOM on multivariate data, a value

is required for all variables for each measurement point (Germano,

1999). This can be achieved in two ways, either by measuring the

variables across the same time-interval so that all time series are

parallel, or, if there is a difference in time-intervals, by conducting a

smoothing technique on the various time series, so that a score is

created for all measures at each measurement point (Fu, Chung, Ng

& Luk, 2001; for an example see our case study). Furthermore, all

variables from the dataset should either be on the same scale, or

normalized so that no variables artificially dominate the clustering

process (Taner, 1997), where the z-score normalization is recom-

mended (Parshutin, 2007).

Finally, time series must contain enough units so that the essen-

tial characteristics of the process can be captured. Relatively long

time series will allow for a more specific and detailed picture of the

temporal structure, while relatively short time series will result in a

more global picture. To date, the range with respect to the length of

Figure 1. Temporal emergence of clusters based on multivariate time series. For more information about the content and interpretation of this figure, see

Results section. The Y-axis represents the connectedness of the parent toward the adolescent (higher numbers correspond to more connectedness), and

the X-axis represents the time (seconds). The legend indicates the four different clusters that describe the intra-individual Self-affect and Autonomy data of

the adolescent over time (see Table 1).
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time series used for SOM is notably large, ranging from 9 or 15

points to hundreds of data points (Fu et al., 2001; Parshutin, 2007).

Conducting the SOM analysis

The SOM technique is an accessible and user-friendly technique

that can be conducted using statistical packages in, for example,

Matlab (Vesanto, Himberg, Alhoniemi, & Parhankangas, 2000), R

(Wehrens & Buydens, 2007), Orange (Demšar et al., 2013) or

Tanagra (Rakotomalala, 2003). We will proceed with the case-

study in which we demonstrate the SOM technique, using Tanagra

software.1

For a SOM analysis, the number of clusters is established by the

researcher. While some researchers may consider this a limitation,

it is important to note that the original patterns found in the data are

not affected by the number of clusters chosen, as the topological

structure will always be maintained (Kohonen, 1982). Moreover,

small differences in the chosen number of clusters do not influence

the results of subsequent analyses (Skific, Francis, & Cassano,

2009). Although there are no strict guidelines for the number of

clusters, an advantage of using the SOM technique is that multi-

variate data can be portrayed in a low-dimensional space, that is,

characterized by a small number of clusters. The exact amount of

clusters chosen ultimately depends on the dataset and research aim.

For datasets that contain a small number of variables, the number of

clusters should not far exceed the number of variables (Ultsch,

1999). Regarding the aim, a smaller number of clusters provides

a more global picture, and a larger number of clusters provides a

more specific description (Skific & Francis, 2012).

Additionally, a number of steps can be followed to determine

the ideal number of clusters and their validity (see Results):

(1) Kohonen’s SOM indicates the amount of data that each cluster

characterizes (e.g., see Table 1). This is useful for identifying the

presence of redundant clusters (indicating the need for a smaller

number of clusters), which can be seen if a cluster is characterized

by a disproportionately small amount of the data. (2) We advise

researchers to assess whether each variable contributes sufficiently

to each cluster. This can be done by calculating the Test Values

(TV, see Table 1), which can be obtained in Tanagra (see Supple-

mentary material for instructions). The TV compares the mean of

the variable across the whole dataset (e.g., the mean level of the

adolescent’s self-affect) to the mean of that variable in this specific

cluster (e.g., the mean level of the adolescent’s self-affect within a

particular cluster). The TV criterion asymptotically follows a Gaus-

sian distribution. Absolute values greater than 2 signal a probable

significant effect (p < .05), which means that the value of the vari-

able in a specific cluster would be significantly different from its

value during the rest of the interaction, and that the variable has

sufficient weight in each cluster (Rakotomalala, 2003). Moreover, a

TV with a higher absolute value indicates a higher weight in the

respective cluster, and the sign of the TV indicates whether the

variable is characterized as positive or negative in each specific

cluster. The TV thereby also characterizes the nature of the cluster.

Given that the above two criteria are met, the quality of the cluster

map can then be assessed by (3) the amount of explained variance

provided by the clusters. Next, in order to determine whether the

clusters provide meaningful information regarding the underlying

variability across time, a number of measures can be taken. (4) A

visual analysis of the temporal structure of the clusters provides

information on whether the clusters seem to be randomly scattered

across the time series, or if they seem to indicate a pattern.

(5) Researchers can then check whether the resulting pattern is not

based on chance, by conducting the same SOM analysis on the

same time series after it has been shuffled, and visually comparing

the two. Finally, (6) the above assessments should be made for

multiple numbers of clusters, to determine which number best

meets the above criteria.

Case-study example: Mapping intra-individual
changes in self-experience

In this case study, SOM is used to understand the temporal structure

of an adolescent’s micro-level expressions of self-directed emo-

tions and autonomous actions across a parent–adolescent interac-

tion, as well as how this structure is interconnected with micro-level

changes of parental expression of connectedness. Data for this case

study is part of a larger research project (De Ruiter, 2015). Specif-

ically, we use the moment-to-moment changes in the adolescent’s

self-expressions as input data for the SOM, and examine the simul-

taneous changes that occur in the parents’ expression of connected-

ness toward the adolescent.2

Method

Participants

We used observational data for one parent–adolescent dyad (female

parent, aged: 49.5 years; male child, aged 12.3 years) from a larger

sample (De Ruiter, 2015). The parent–adolescent dyads responded

to recruitment flyers handed out in local community centres and

schools. The participants are Dutch, have no indication of clinical

diagnoses, and are of average socioeconomic status. Participation

was rewarded with a €5 gift voucher. The study was approved by

the Ethics Committee of the authors’ university.

Procedure

The parent–adolescent interaction was captured on film in the par-

ticipants’ home environment and coded in a time-serial manner

afterward, based on an a priori coding system (see Supplementary

material). The researcher gave the dyad two slightly positive topics

to discuss (e.g., ‘‘If you could travel through time, to which time

period would you travel?’’), and participants chose a relevant con-

flict topic (‘‘cleaning up your room’’). Topics were followed in a

positive-conflict-positive order, meant to elicit a wide range of self-

and other-directed experiences. The interaction lasted 14.6 minutes

in total.

Measures

The observational videos were coded with The Observer XT 10.5.

The coding system allows for the measurement of affect and

autonomy-related behaviour of parents and children during inter-

actions. In the current case study, measures of parental connected-

ness, adolescent self-affect (Epstein & Morling, 1995; Scheff &

Fearon, 2004), and adolescent autonomy (Allen, Hauser, Bell, &

O’Connor, 1994; Deci & Ryan, 1991) were included. The coding

scheme was previously used in (De Ruiter, Den Hartigh, Cox, Van

Geert, & Kunnen, 2015), where further theoretical description

regarding the measurement of these variables can be found. Coding
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was event-based, such that a score was given for each relevant

verbal/non-verbal expression across the interaction. Observers were

extensively trained until at least 75% agreement was reached before

coding commenced. Average between-observer agreement for

coders who independently coded 10% of the total data was 85.5%
(k ¼ 0.77).

Adolescent self-affect was scored on an ordinal scale of �3 to 3

(where �3 ¼ shame, �2 ¼ sadness, �1 embarrassment, 1 ¼ self-

interest, 2 ¼ self-humour, 3 ¼ pride). A score was given for each

moment that self-affect was expressed, based on the adolescent’s

facial expressions (e.g., eyes cast down), body posture (e.g.,

shoulder and head down), intonation (e.g., quiet voice), and verba-

lizations (e.g., ‘‘I’ll never learn’’).

Adolescent autonomy was scored on an ordinal scale of�2 to 33

(where �2 ¼ submission, �1 ¼ dependence, 1 ¼ expression of

attitude/idea, 2¼ agency, 3¼ self-assertion). A score was given for

each moment that autonomy-related behaviour was expressed,

based on the adolescent’s actions (e.g., interrupts parent) and ver-

balizations (e.g., ‘‘no, you’re wrong’’).

Parental connectedness was scored on an ordinal scale of �3 to

3 (where �3 ¼ contempt, �2 ¼ anger, �1 ¼ disinterest,

1 ¼ interest, 2 ¼ joy, 3 ¼ affection). A score was given for each

moment that connectedness was expressed, based on facial expres-

sions (e.g., eye contact and warm smile), movements (e.g., hugging

adolescent), intonation (e.g., raised voice), and verbalizations (e.g.,

‘‘I like that we have this time together’’).

Analyses

The time series of Self-affect, Autonomy and Connectedness (875

data points) were smoothed using a LOESS technique in prepara-

tion for Kohonen’s SOM. LOESS is a local-regression technique

that smooths time-serial data in a non-linear manner within a

small window (e.g., 20% of the total data), which then continu-

ously moves from one point to the following. The values within

the moving window are weighted (least squares) on the measure at

the centre of the window, in such a way that observations closer to

the centre of the window have more impact on the shape of the

curve at that particular point. This is helpful for time series that

contain missing data or unequal intervals, since a new score is

estimated for each particular moment based on the neighbouring

scores. The Loess curve is fitted to follow the general trends of the

data, which ensures that the temporal structure is protected.

Jacoby (2000) notes that the window should be selected on a

case-by-case basis (see Cleveland & Devlin, 1988, for a forma-

lized account). In the current case study, a window of 20% was

chosen. This choice reflects our view of what the essential varia-

bility in our specific dataset is and what variability can be safely

disregarded (Van Dijk & van Geert, 2007). In our dataset, a score

of zero was given as default when no meaningful expressions of

self-experience and connectedness were detected, resulting in

some second-to-second variability that does not reflect a true

‘‘drop’’ in the participants’ experience. A window of 20% was

sufficient to filter out this artefact of the coding process. The data

was then normalized using z scores.

The SOM technique was then conducted. The resulting map

consists of clusters identified by the SOM (Table 1). Because the

relationships between the variables are tracked across time, the map

can be expressed as a new higher-order time series, revealing which

cluster is expressed at each moment across the original time series

(e.g., ti to tiþn ¼ Cluster 1; tiþn to t(iþn)þn ¼ Cluster 2, etc.). To see

how the variability in Autonomy and Self-affect corresponded to

temporal changes in the external variable parental Connectedness,

the higher-order time series was projected as various colours/

shapes onto the time series of parental Connectedness in a scatter

plot (Figure 1). The clusters are characterized in terms of how

dominant each variable was in the formation of that cluster, based

on the Test Values (TV) obtained in Tanagra (see Conducting the

SOM analysis, above).

Results

The SOM analysis was conducted for four clusters. These clusters

explained 80% of the variance in the smoothed intra-individual

data.4 The characteristics of the four clusters are presented in Table

1, which includes the percentage of time that each cluster was

active during the interaction, and the TVs for each input variable.

Table 1 shows that the data is sufficiently distributed across the four

clusters, and that all contributing variables have a TV� 2. Figure 1

(shown as originally depicted by the analysis output in Tanagra)

shows the temporal relationship between the time series of the

adolescent’s self-experiential clusters (transitions between the var-

ious colours/shapes) and the changing level of parental Connected-

ness (values on the y-axis).

Defining the ideal number of clusters and their validity

While more clusters explained more variance (e.g., five clusters

explained 84% of the variance), the Test Value (TV) for Self-

affect was �0.09 for one of the clusters, indicating an insufficient

contribution to that cluster. Moreover, the temporal pattern of five

clusters was comparable to that of four clusters, but with one of

the clusters from the four-solution outcome being roughly differ-

entiated into two separate clusters. While smaller numbers of

clusters fit the data based on the criteria of data distribution and

TVs, fewer than four clusters resulted in a relatively large drop in

explained variance (three clusters explained 73% of the variance,

and two clusters explained 51% of the variance). A four-cluster

solution was therefore deemed to best represent the data.

In order to test the validity of the resulting clusters, the SOM

analysis was conducted with, firstly, a different level of smoothing

(i.e., 30% window). The results remained largely similar (83%
explained variance), shown in Table 1. This indicates that the SOM

analysis is not overly sensitive to changes in the amount of temporal

variability. While some changes are to be expected, as increasing

the window size for smoothing means that the temporal variability

is slightly dampened, the general characterization of the clusters

and the relative differences remain similar. This corresponds with

the general finding that SOM is relatively robust against noise

(Zhang & Fang, 2012).

The SOM analysis was, secondly, conducted multiple times

after 15 permutations of the raw data, where blocks of 10–20 data

points (i.e., seconds) were shuffled randomly across the time

series. This simulated a time series without any meaningful under-

lying temporal structure, but where measurement points within

windows of 10–20s are potentially related (as might be possible

in psychological data). Four clusters (the number used for

the original analysis) proved to be a poor fit for the shuffled time

series. This can be seen based on the first two criteria mentioned in

the section Capturing the structure of intra-individual micro-level
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data: Kohonen’s Self-Organizing Maps, where we discussed how

to choose the optimal number of clusters. Firstly, the mean distri-

bution of data points across the four clusters was highly uneven:

Cluster 1: 7.4% (SD ¼ 0.00), Cluster 2: 74.11% (SD ¼ 0.49),

Cluster 3: 18.88% (SD ¼ 1.91), Cluster 4: 0.06% (SD ¼ 0.23),

with Cluster 4 proving to be completely redundant. Secondly, the

TVs were lower than 2 for one or more variables in Cluster 1 and

Cluster 4, which signals a statistically insignificant contribution of

a specific variable to the cluster. Thus, while the four clusters

explained a large amount of the variance in the data (average

explained variance ¼ 87.07%, SD ¼ 3.33), this value is not valid,

given that the cluster-choice of four failed to meet the above

criteria. This illustrates why it is important to consider other cri-

teria than just the explained variance. Similar results (i.e., an

uneven distribution of data points across the clusters, and insig-

nificant TVs) were also found for a solution with three clusters on

the shuffled data.

Based on the distribution of data points and the TVs, the SOM

revealed that a map of two clusters best fit the shuffled data, with a

much lower average explained variance of 42% (SD ¼ 1.00).

Importantly, while the SOM analysis with two clusters meets the

above criteria for fitting the data, the temporal portrayal of the

clusters across the shuffled time series showed a lack of structure

(see Figure 2), demonstrating that meaningful temporal structure of

the current data is only found by SOM when it is indeed present,

and not when it is absent.

Interpreting the clusters

With regard to the clusters that were revealed based on the observed

data, Cluster 1 characterized 105 data points (12.0% of the inter-

action). This cluster only occurred at one point during the time

series, specifically, during the largest peak in parental Connected-

ness (see Figure 1). Table 1 shows that Cluster 1 is characterized by

the most positive adolescent self-experience compared to the other

clusters, with TV ¼ 25.69 for Self-affect and TV ¼ 18.91 for

Autonomy.

Cluster 2 was the most dominant cluster, characterizing 341 data

points (39.0% of the total interaction). Figure 1 shows that this

cluster repeatedly occurred during the time series, and that it often

corresponded with a temporal increase in parental connectedness.

Table 1 reveals that Cluster 2 is characterized by a moderately

negative level of Self-affect (TV ¼ �5.14) and a highly negative

level of Autonomy (TV ¼ �12.35).

Cluster 3 characterizes 298 data points (34.1% of the total inter-

action). Figure 1 shows that Cluster 3 also repeatedly occurred, and

that it often co-occurred with a temporal drop in parental connect-

edness. Table 1 shows that this cluster is characterized by moder-

ately negative Self-affect (TV ¼ �5.18), in combination with

highly positive Autonomy (TV ¼ 11.68).

Finally, Cluster 4 characterizes 130 data points (14.9% of the

total interaction). This cluster tended to occur for shorter periods,

namely, when parental connectedness dipped (see Figure 1).

Figure 2. Temporal emergence of clusters based on shuffled multivariate time series. The Y-axis represents the connectedness of the parent toward the

adolescent (higher numbers correspond to more connectedness), and the X-axis represents the time (seconds). The legend indicates the two different

clusters that describe the shuffled intra-individual Self-affect and Autonomy data of the adolescent. The temporal portrayal of the clusters based on the

shuffled time series shows a lack of structure.
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Table 1 reveals that self-experience was the most negative in this

cluster compared to the others (TV ¼ �9.52 for Self-affect and

TV ¼ �15.95 for Autonomy).

Discussion

In this article, we illustrated the utility of a technique that can be

used to understand micro-level intra-individual processes: Koho-

nen’s Self-Organizing Maps (SOM; Kohonen, 1982). We applied

this technique to the study of an adolescent’s expression of self-

directed affect and autonomous actions during a parent–child inter-

action. Results based on the SOM analysis showed that there are

distinct ways (i.e., clusters) in which the adolescent experienced

himself emotionally (Self-affect) and behaviourally (Autonomy)

across the parent–child interaction. Thus, the relationship between

these variables demonstrated non-stationarity across the interac-

tion. Note that although Kohonen’s SOM does not assume that the

relationships between the variables remain constant during the

interaction (indicated by the interchanging clusters), the relation-

ship between the input variables is assumed to be constant within a

specific cluster.

Two of these clusters were the most characteristic forms of self-

experience for this adolescent (as indicated by a relatively high

percentage of occurrence), namely moderately negative self-

affect combined with either highly autonomous behaviour (Cluster

3), or highly heteronomous behaviour (Cluster 2), experienced

interchangeably over time. Whereas an analysis of the linear rela-

tionship between the adolescent’s expressions of self-affect and his

autonomous actions would reveal a positive correlation (r ¼ 0.63,

based on the case-study data), the SOM analysis revealed that there

is a non-linear relationship between the adolescent’s self-

experiential measures, where the relationship between the two

changed systematically across the time span of an interaction.

As studies tend to focus on between-individual relationships at

the trait level, these results can be used for theory-development at

the within-individual level. This case study illustrates that individ-

uals can be characterized by multiple, seemingly contradictory,

ways of experiencing the self across a single interaction (Cluster

1 was ‘‘positive’’ and Cluster 4 was ‘‘negative’’) and at the same

time (Cluster 3 was characterized by negative Self-affect as well as

positive Autonomy). This is in contrast with findings that point

toward a simple positive within-individual relationship between

these processes in daily life (e.g., Heppner et al., 2008).

In addition, the SOM analysis revealed that the temporal rela-

tionship between parental Connectedness and the child’s emotional

and behavioural self-experiences is not linear. While a positive

relationship was seen for Clusters 1 and 4 (a large peak in Con-

nectedness corresponded with ‘‘positive’’ self-experience, and clear

dips in Connectedness corresponded to ‘‘negative’’ self-experi-

ence), a negative relationship occurred for Cluster 3 (a temporal

drop in parental Connectedness corresponded with ‘‘mixed’’

adolescent self-experiences), and a temporal increase in parental

Connectedness corresponded with relatively negative adolescent

self-experience (Cluster 2).5 This illustrates a more complex picture

of parent–child interaction than the linear relationship that is

reported in the literature (higher parental connectedness tradition-

ally corresponds with more positive self-affect and autonomy in

children, e.g., Ryan & Deci, 2000), and which is found for the

present data when a linear method is applied (the correlation

between parental Connectedness and child Autonomy is r ¼ .53,

and r ¼ .67 for Self-affect). The flexible transitioning between

patterns seen in the current case study is relevant in light of similar

micro-studies on parent–child conflicts in adolescence, where

rigid patterns (and especially a lack of variability) in interactions

(clearly not the case in the present case study) are associated with

problematic parent–child relationships (e.g., Hollenstein et al.,

2004).

The utility of this case study’s results lies, first, in its use for

hypothesis-building regarding within-individual processes of self-

experience in the context of parent–child interaction. Second, the

strength of our n ¼ 1 idiosyncratic results is in their generalization

and contribution to theory development regarding the nature of

micro-level processes in general. Our findings show that parent–

child interactions reveal more than simple cause–effect relation-

ships. Firstly, patterns of self-experience emerged (i.e., self-affect

and autonomy clusters), evidenced by the fact that specific self-

affect–autonomy associations re-occurred across the interaction.

This is in accordance with the complex dynamic systems perspec-

tive (i.e., a meta-theory) of a system (i.e., the child’s self-experi-

ence) consisting of interconnected elements that iteratively interact,

producing higher-order properties that can demonstrate multi-

stability (Van Geert & Fischer, 2009). Second, the results reveal

that the temporal structure of the child’s self-experience is also

continuously interacting with the immediate environment—here,

the parent’s expression of connectedness. The adolescent’s real-

time process of self-experience depends on his own intrinsic

dynamic of self-experiential elements, as well as the interaction

between this process and his experience of the parent’s emotional

expression toward him (Vallacher, Van Geert, & Nowak, 2015).

Limitations and future perspectives

While the current analysis focuses on conducting the SOM for

n ¼ 1 in order to illustrate how intra-individual temporal structure

can be captured, the SOM can be applied to a larger sample. This

can be done by clustering across the larger sample, where multiple

individual time series are treated as if they are one-time series for

each measure. This would result in one set of clusters that repre-

sent the entire sample’s collective temporal structure. This

approach, while possible, would assume that all individuals within

the sample have a homogenous temporal structure. Alternatively,

the idiosyncratic nature of the time series can be preserved if the

SOM analysis is conducted on an intra-individual basis, but for

multiple participants. This would result in a separate set of clus-

ters for each individual, upon which follow-up analyses can be

done to determine similarities or differences across the

individuals.

While demonstrations of these follow-up analyses (for both case

studies and larger samples) goes beyond the scope of the current

article, in brief, the new higher-order time series of the SOM can be

used as input data for subsequent analyses. With a Markov Chain

method (Kapland, 2008), it would be possible to predict the tem-

poral ordering of the intra-individual clusters. Using State Space

Grid methodology (Hollenstein, 2012; Lewis, Lamey, & Douglas,

1999), the moment-to-moment changes between the within-

individual cluster transitions and the changes in the corresponding

parental behaviour could be quantified. Hierarchical clustering

techniques could be applied to a larger dataset to investigate

between-individual similarities in trajectories (Borgen & Barnett,

1987). Furthermore, a SOM analysis could be repeated across
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multiple waves of real-time data to investigate the long-term stabi-

lity of the clusters.

Finally, we want to emphasize that this is, to the best of our knowl-

edge, the first application of Kohonen’s SOM to the study of intra-

individual changes in behaviour. To further strengthen the value of

this technique for the social sciences and to create a consistent research

base, more applications of this technique are encouraged.

Conclusion

In this article, we highlighted the importance of capturing intra-

individual variability in studying micro-genetic processes of human

experience. We emphasized that, in order to capture meaningful

intra-individual variability, it is necessary to investigate the tem-

poral unfolding of the data, and to do so on a within-individual basis

(cf. Bergman & Vargha, 2013; Ram & Gerstorf, 2009; Van Geert &

Van Dijk, 2002). As human experience changes continuously, it is

of utmost importance to explore both non-linear changes in direc-

tion (i.e., decreases as well as increases) as well as in the relation-

ships between multiple variables (i.e., positive as well as negative

relationships between variables).

This article demonstrates that the SOM technique is well suited

to the aim of capturing non-linear intra-individual changes and

relationships between variables in multivariate data. Using the

SOM, we could acquire a picture of how multiple interconnected

components of an intra-individual process self-organize across

time, revealing non-linear relationships between variables, and how

these relationships transition in accordance with a changing con-

textual factor.

Finally, we aim to encourage researchers to explore the nature of

developmental processes, across a variety of domains, by examin-

ing the intra-individual variability of these processes. Given that

dynamic clustering techniques, Kohonen’s SOM in particular, are

available in various software packages, researchers may take

advantage of this to aid our understanding of (individual) beha-

vioural and psychological development.
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Notes

1. Readers who are interested in learning how the analysis can be

conducted in Tanagra can find the dataset, as well as step-by-

step instructions, in the Supplementary material.

2. While we chose to use only the adolescent’s self-expressions as

input data for the SOM analysis, it is possible to include parental

measures, for example, as input data as well, assuming that there

is a theoretical reason for doing so.

3. The autonomy scale is not symmetrical as there were more

categories for autonomous behaviour than for heteronomous

behaviour.

4. Although we worked with the smoothed data (see Analysis

section), the clusters explained a comparable portion of the

variance when clustering the unsmoothed data (namely,

78%).

5. While the patterns of Self-affect and Autonomy are discussed

with regard to how they correspond with changes in parental

connectedness, we do not intend to say that parental connected-

ness causes variations in the adolescent’s self-affect and auton-

omy, merely that these variations co-occur with changes in

parental connectedness.
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novič, M., & Zupan, B. (2013). Orange: Data mining toolbox in

python. The Journal of Machine Learning Research, 14,

2349–2353.

618 International Journal of Behavioral Development 41(5)



Denissen, J., Penke, L., Schmitt, D., & Van Aken, M. (2008).

Self-esteem reactions to social interactions: Evidence for socio-

meter mechanisms across days, people, and nations. Journal of

Personality and Social Psychology, 95, 181–196. doi:10.1037/

0022-3514.95.1.181

Epstein, S., & Morling, B. (1995). Is the self motivated to do more than

enhance and/or verify itself? In M. H. Kernis (Ed.), Efficacy,

agency, and self-esteem (pp. 9–29). New York: Plenum Press.

Fischer, K., & Bidell, T. (2006). Dynamic development of action and

thought. In R. M. Lerner & W. Damon (Eds.), Handbook of child

psychology: Vol 1, Theoretical models of human development (6th

ed., pp. 313–399). Hoboken, NJ: John Wiley & Sons Inc.

Flyvbjerg, B. (2006). Five misunderstandings about case-study

research. Qualitative Inquiry, 12, 219–245. doi:10.1177/

1077800405284363

Fu, T. C., Chung, F. L., Ng, V., & Luk, R. (2001). Pattern discovery

from stock time series using self-organizing maps. In Proceedings

of Workshop Notes of KDD 2001 Workshop on Temporal Data

Mining (pp. 27–37). New York: ACM Press.

Germano, T. (1999). Self-Organizing Maps. Retrieved from http://

davis.wpi.edu/*matt/courses/soms/

Granic, I., & Patterson, G. R. (2006). Toward a comprehensive model

of antisocial development: A dynamic systems approach. Psycho-

logical Review, 113, 101–131. doi:10.1037/0033-295X.113.1.101

Heppner, W., Kernis, M., Nezlek, J., Foster, J., Lakey, C., & Goldman,

B. (2008). Within-person relationships among daily self-esteem,

need satisfaction, and authenticity. Psychological Science, 19,

1140–1145. doi:10.1111/j.1467-9280.2008.02215.x

Hollenstein, T. (2012). State space grids: Depicting dynamics across

development. New York: Springer.

Hollenstein, T., Granic, I., Stoolmiller, M., & Snyder, J. (2004). Rigid-

ity in parent–child interactions and the development of externaliz-

ing and internalizing behavior in early childhood. Journal of

Abnormal Child Psychology, 32, 595–607. doi:0091-0627/04/

1200-0595/0

Hu, Y., Boker, S., Neale, M., & Klump, K. L. (2014). Coupled latent

differential equation with moderators: Simulation and application.

Psychological Methods, 19, 56–71. doi:10.1037/a0032476

Jacoby, W. G. (2000). Loess: A nonparametric, graphical tool for

depicting relationships between variables. Electoral Studies, 19,

577–613.

Kamimura, R. (2012). Social interaction and Self-Organizing

Maps. In M. Johnsson (Ed.), Applications of Self-Organizing

Maps (pp. 27–42). Rijeka, Croatia: InTech.

Kapland, D. (2008). An overview of Markov chain methods for the

study of stage-sequential developmental processes. Developmental

Psychology, 44, 457–467. doi:10.1037/0012-1649.44.2.457

Kohonen, T. (1982). Self-organized formation of topologically correct

feature maps. Biological Cybernetics, 43, 59–69. doi:10.1007/

BF00337288

Lagus, K., Honkela, T., Kaski, S., & Kohonen, T. (1996).

Self-Organizing Maps of document collections: Interactive explo-

ration. In E. Simoudis, J. Han & U. Fayyad (Eds.), Proceedings of

the Second International Conference on Knowledge Discovery and

Data Mining (pp. 238–243). Menlo Park, California: AAAI Press.

Lee, A., & Baskerville, R. (2003). Generalizing generalizability in

information systems research. Information Systems Research, 14,

221–243. doi:10.1287/isre.14.3.221.16560

Lewis, M. D. (2002). Interacting time scales in personality (and cogni-

tive) development: Intentions, emotions, and emergent forms. In N.

Granott & J. Parziale (Eds.), Microdevelopment: Transition

processes in development and learning (pp. 183–212). New York:

Cambridge University Press.

Lewis, M. D., Lamey, A. V., & Douglas, L. (1999). A new dynamic

systems method for the analysis of early socioemotional development.

Developmental Science, 2, 457–475. doi:10.1111/1467-7687.00090

Lichtwarck-Aschoff, A., Hasselman, F., Cox, R., Pepler, D., & Granic,

I. (2012). A characteristic destabilization profile in parent–child

interactions associated with treatment efficacy for aggressive chil-

dren. Nonlinear Dynamics, Psychology, and Life Sciences, 16,

353–379.

Lichtwarck-Aschoff, A., Van Geert, P., Bosma, H., & Kunnen, S.

(2008). Time and identity: A framework for research and theory

formation. Developmental Review, 28, 370–400. doi:10.1016/j.dr.

2008.04.001

Molenaar, P. C. (1985). A dynamic factor model for the analysis of

multivariate time series. Psychometrika, 50, 181–202. doi:10.1007/

BF02294246

Molenaar, P. C. (2004). A manifesto on psychology as idiographic

science: Bringing the person back into scientific psychology, this

time forever. Measurement: Interdisciplinary Research and Per-

spectives, 2, 201–218. doi:10.1207/s15366359mea0204_1

Molenaar, P. C., & Campbell, C. G. (2009). The new person-specific

paradigm in psychology. Psychological Science, 18, 112–118. doi:

10.1111/j.1467-8721.2009.01619.x

Nowak, A., & Vallacher, R. R. (1998). Dynamical social psychology.

New York: Guilford Press.

Oravecz, Z., Tuerlinckx, F., & Vandekerckhove, J. (2011). A hierarch-

ical latent stochastic differential equation model for affective

dynamics. Psychological Methods, 16, 468–490. doi:10.1037/

a0024375

Parshutin, S. (2007). Clustering time series of different length using

self-organising Maps. Scientific Proceedings of Riga Technical

University, Computer Science, 104–110.

Rakotomalala, R. (2003). Tanagra. Lyon. Retrieved from http://eric.

univ-lyon2.fr/*ricco/tanagra/en/tanagra.html

Ram, N., & Gerstorf, D. (2009). Time-structured and net intraindividual

variability: Tools for examining the development of dynamic char-

acteristics and processes. Psychology and aging, 24, 778–791. doi:

10.1037/a0017915

Ruddin, L. P. (2006). You can generalize stupid! Social scientists, Bent

Flyvbjerg, and case study methodology. Qualitative Inquiry, 12,

797–812. doi:10.1177/1077800406288622

Ryan, R. M., & Deci, E. L. (2000). Self-determination theory and the

facilitation of intrinsic motivation, social development, and well-

being. American Psychologist, 55, 68–78. doi:10.1037/0003-066X.

55.1.68

Salvatore, S., & Valsiner, J. (2008). Idiographic science on its way:

Towards making sense of psychology. In S. Salvatore, J. Valsiner,

S. Strout & J. Clegg (Eds.), Yearbook of Idiographic Science,

(Vol. 1, pp. 9–19). Rome, Italy: Fierra.

Scheff, T. J., & Fearon, D. S. (2004). Cognition and emotion? The

dead end in self-esteem research. Journal for the Theory of

Social Behaviour, 34, 73–90. doi:10.1111/j.1468-5914.2004.

00235.x

Shiyko, M. P., & Ram, N. (2011). Conceptualizing and estimating

process speed in studies employing ecological momentary assess-

ment designs: A multilevel variance decomposition approach. Mul-

tivariate Behavioral Research, 46, 875–899. doi:10.1080/

00273171.2011.625310

Siegler, R., & Crowley, K. (1991). The microgenetic method. American

Psychologist, 46, 606–620. doi:10.1037/0003-066X.46.6.606

De Ruiter et al. 619

http://davis.wpi.edu/~matt/courses/soms/
http://davis.wpi.edu/~matt/courses/soms/
http://davis.wpi.edu/~matt/courses/soms/
http://eric.univ-lyon2.fr/~ricco/tanagra/en/tanagra.html
http://eric.univ-lyon2.fr/~ricco/tanagra/en/tanagra.html
http://eric.univ-lyon2.fr/~ricco/tanagra/en/tanagra.html


Skific, N., & Francis, J. (2012). Self-Organizing Maps: A powerful tool

for the atmospheric sciences. In M. Johnsson (Ed.), Applications of

Self-Organizing Maps (pp. 251–268). Rijeka, Croatia: InTech. doi:

10.5772/54299

Skific, N., Francis, J. A., & Cassano, J. J. (2009). Attribution of pro-

jected changes in atmospheric moisture transport in the Arctic: A

self-organizing map perspective. Journal of Climate, 22,

4135–4153. doi:10.1175/2009JCLI2645.1

Tan, X., Shiyko, M. P., Li, R., Li, Y., & Dierker, L. (2012). A

time-varying effect model for intensive longitudinal data. Psycho-

logical Methods, 17, 61–77. doi:10.1037/a0025814

Taner, M. T. (1997). Kohonen’s self organizing networks with ‘‘con-

science’’. Rock Solid Images, November, 1–7.

Tennen, H., Affleck, G., Armeli, S., & Carney, M. (2000). A daily

process approach to coping. American Psychologist, 55, 626–636.

doi:10.1037//0003-066X.55.6.626

Ultsch, A. (1999). Data mining and knowledge discovery with emer-

gent self-organizing feature maps for multivariate time series. In E.

Oja & S. Kaski (Eds.), Kohonen Maps (pp. 33–46). Amsterdam, The

Netherlands: Elsevier B.V.

Ultsch, A., & Vetter, C. (1994). Self-Organizing-Feature-Maps versus

Statistical Clustering Methods: A Benchmark (Report No. 90194)

Germany: Department of Computer Sciences, University of

Marburg.

Vallacher, R. R., Van Geert, P., & Nowak, A. (2015). The intrinsic

dynamics of psychological process. Current Directions in Psycho-

logical Science, 24, 58–64. doi:10.1177/0963721414551571

Van Dijk, M., & van Geert, P. (2007). Wobbles, humps and sudden

jumps: A case study of continuity, discontinuity and variability in

early language development. Infant and Child Development, 16,

7–33. doi:10.1002/icd

Van Geert, P. (2011). The contribution of complex dynamic systems to

development. Child Development Perspectives, 5, 273–278. doi:10.

1111/j.1750-8606.2011.00197.x

Van Geert, P., & Fischer, K. W. (2009). Dynamic systems and the

quest for individual-based models of change and development.

In J. P. Spencer, M. S. C. Thomas & J. McClelland (Eds.),

Toward a New Grand Theory of Development? Connectionism

and Dynamic Systems Theory Reconsidered. Oxford, UK:

Oxford University Press.

Van Geert, P., & Van Dijk, M. (2002). Focus on variability: New tools

to study intra-individual variability in developmental data. Infant

Behavior and Development, 25, 340–374. doi:10.1016/

S0163-6383(02)00140-6

Vesanto, J., Himberg, J., Alhoniemi, E., & Parhankangas, J. (2000).

Self-Organizing Map in Matlab: The SOM toolbox. Helsinki Uni-

versity of Technology, Finland.

Wehrens, R., & Buydens, L. (2007). Self- and Super-organizing Maps

in R: The Kohonen package. Journal of Statistical Software, 21,

1–19.

Zhang, J., & Fang, H. (2012). Using Self-Organizing Maps to visualize,

filter and cluster multidimensional bio-omics data. In M. Johnsson

(Ed.), Applications of Self-Organizing Maps (pp. 181–204). Rijeka,

Croatia: InTech. doi:10.5772/51702

620 International Journal of Behavioral Development 41(5)



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 266
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Average
  /ColorImageResolution 175
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50286
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 266
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Average
  /GrayImageResolution 175
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50286
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 900
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Average
  /MonoImageResolution 175
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50286
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox false
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (U.S. Web Coated \050SWOP\051 v2)
  /PDFXOutputConditionIdentifier (CGATS TR 001)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /CreateJDFFile false
  /Description <<
    /ENU <FEFF005500730065002000740068006500730065002000530061006700650020007300740061006e0064006100720064002000730065007400740069006e0067007300200066006f00720020006300720065006100740069006e006700200077006500620020005000440046002000660069006c00650073002e002000540068006500730065002000730065007400740069006e0067007300200063006f006e006600690067007500720065006400200066006f00720020004100630072006f006200610074002000760037002e0030002e00200043007200650061007400650064002000620079002000540072006f00790020004f00740073002000610074002000530061006700650020005500530020006f006e002000310031002f00310030002f0032003000300036002e000d000d003200300030005000500049002f003600300030005000500049002f004a0050004500470020004d0065006400690075006d002f00430043004900540054002000470072006f0075007000200034>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        9
        9
        9
        9
      ]
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /ClipComplexRegions true
        /ConvertStrokesToOutlines false
        /ConvertTextToOutlines false
        /GradientResolution 300
        /LineArtTextResolution 1200
        /PresetName ([High Resolution])
        /PresetSelector /HighResolution
        /RasterVectorBalance 1
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 9
      /MarksWeight 0.125000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
  /SyntheticBoldness 1.000000
>> setdistillerparams
<<
  /HWResolution [288 288]
  /PageSize [612.000 792.000]
>> setpagedevice


