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From cell differentiation tocell collectives: Bacillus subtilis usesdivision of labor to migrate
Chapter 4
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Abstract The organization of cells, emerging from cell–cell interactions, can give riseto collective properties. These properties are adaptive when together cellscan face environmental challenges that they separately cannot. One partic‐ular challenge that is important for microorganisms is migration. In thisstudy, we show how "lagellum‐independent migration is driven by the divi‐sion of labor of two cell types that appear during Bacillus subtilis slidingmotility. Cell collectives organize themselves into bundles (called “vanGogh bundles”) of tightly aligned cell chains that form "ilamentous loops atthe colony edge. We show, by time‐course microscopy, that these loopsmigrate by pushing themselves away from the colony. The formation of vanGogh bundles depends critically on the synergistic interaction of surfactin‐producing and matrix‐producing cells. We propose that surfactin‐producing cells reduce the friction between cells and their substrate,thereby facilitating matrix‐producing cells to form bundles. The foldingproperties of these bundles determine the rate of colony expansion. Ourstudy illustrates how the simple organization of cells within a communitycan yield a strong ecological advantage. This is a key factor underlying thediverse origins of multicellularity.



Introduction

Many properties of biological systems come about through the interactions of the partsthat compose such systems. These so‐called collective properties are said to “emerge”from these interactions, because they cannot be produced by the parts separately(Couzin 2007; Zhang et al. 2012; Nadell et al. 2013). The most remarkable collectiveproperties are found in multicellular organisms, where cell–cell interactions result in abewildering diversity of forms and functions that cannot be generated by the cells inisolation (Newman and Comper 1990; Gerhart and Kirschner 1997; Hogeweg 2000a;Merks and Glazier 2005). Cell differentiation is an important factor underlying this diver‐sity (Shapiro 1998; Claessen et al. 2014). Cell types that differ in their adhesive proper‐ties, motility, or shape interact with each other and thereby guide developmental change(Gerhart and Kirschner 1997; Bonner 2001). When a collective property is adaptive, celltypes that give rise to this property can be favored by selection (Nadell et al. 2009; Simon
et al. 2013; Tarnita et al. 2013). The evolution of cell differentiation and collective prop‐erties can therefore go hand in hand (Gerhart and Kirschner 1997).Collective properties are often studied in species where cells can live independently,but often choose not to. These species are ideal for studying why and when cells formcollectives and how these collectives come about. One of the most remarkable examplesof such voluntary cell collectives comes from the soil‐dwelling bacterium Myxoccocus
xanthus (Wu et al. 2009; Zhang et al. 2012). During predation of other bacteria, thou‐sands of M. xanthus cells coordinate their behavior to lyse and degrade prey (Berlemanand Kirby 2009). When nutrient levels decrease, M. xanthus cells aggregate and assembleinto a fruiting body "illed with many thousands of spores (Konovalova et al. 2010; Higgs
et al. 2014). The aerial projections of the fruiting body are thought to aid in sporedispersal (Kaiser 1999). Whereas it is a major challenge for individual cells to disperse,the cell collectives solve this problem by sticking out from the soil (Shapiro 1998; Couzin2007; Ben‐Jacob 2008; Nadell et al. 2013; Claessen et al. 2014). Dispersal is a major chal‐lenge for many soil‐dwelling microorganisms. As a result, aerial spore‐containing struc‐tures evolved independently in a number of bacterial and eukaryotic species, through theprocess of convergent evolution (Jelsbak and Søgaard‐Andersen 2000; Branda et al.2001; Bonner 2009).Another major challenge for soil‐dwelling organisms is migration: how to get fromone soil particle to the next. Without the possibility of swimming through liquid, cellshave to "ind alternative ways to migrate (Claessen et al. 2014). These are often studied byexamining colony growth patterns (Ben‐Jacob et al. 2000, 2004; Cohen et al. 2000;Komoto et al. 2003; Ben‐Jacob 2008; Vicsek and Zafeiris 2012). For example, Paeni-
bacillus vortex migrates by making vortices that consist of millions of cells that swirlaround over agar surfaces, producing beautiful fractal growth patterns (Ben‐Jacob 2008;Ingham and Ben‐Jacob 2008; Vallotton 2013). A closely related species, Bacillus mycoides,forms chiral branching patterns that orient clockwise or counterclockwise whileexpanding over the agar surface (Di Franco et al. 2002). A number of other species from
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the same bacterial families, Bacillaceae and Paenibacillaceae, have been studied as wellwith respect to colony growth patterns (Bisset and Street 1973; Mendelson 1978, 1999;Mendelson et al. 2002; Ben‐Jacob et al. 2004; Vilain et al. 2006). In all cases, cells solvethe challenge of migration by migrating together. Yet how cells coordinate migration isoften unknown: which cell types drive migration and how do they interact? This lack ofknowledge is partly because little is known about the cell types that are expressed duringcolony growth. Interestingly, one species from the Bacillaceae family, B. subtilis, producesa number of different cell types and has been intensely studied with respect to cell differ‐entiation (Lopez and Kolter 2010). The phenotypes of these cell types are well character‐ized (Vlamakis et al. 2013). B. subtilis therefore forms the ideal species to examine if andhow different cell types guide the migration of cell collectives. Furthermore, it gives aunique opportunity to examine how adaptations at the cell level relate to the collectiveproperties that emerge from them.
B. subtilis can express at least "ive distinct cell types, which are often studied in thecontext of bio"ilm formation. Each of these cell types is associated with a unique set ofphenotypes: motility, surfactin production, matrix production, protease production, andsporulation (Vlamakis et al. 2008, 2013; Lopez et al. 2009b; Lopez and Kolter 2010).Motile cells synthesize "lagella that can be used for swimming. Surfactin‐producing cellssecrete surfactin, a surfactant that reduces water surface tension (Nakano et al. 1991a;Branda et al. 2001), functions as a communication signal (Lopez et al. 2009a,c), and actsas an antimicrobial (Bais et al. 2004). Matrix‐producing cells secrete an extracellularpolysaccharide (EPS) and the structural protein TasA (Branda et al. 2004, 2006). EPS actsas a “glue” that surrounds cells inhabiting the bio"ilm. In addition, colony wrinklingrequires EPS, and under some conditions, colony expansion also depends on EPS (Branda

et al. 2005; Seminara et al. 2012; van Gestel et al. 2014). TasA assembles into amyloid‐like "ibers that attach to the cell wall and, like EPS, is required for colony wrinkling(Branda et al. 2006; Romero et al. 2010, 2011). Since tasA and eps mutants complementeach other when cocultured, TasA and EPS are considered common goods that are sharedbetween cells (Branda et al. 2006; Beauregard et al. 2013). In addition to EPS and TasA,matrix‐producing cells secrete antimicrobial compounds that can kill sibling cells andother soil‐dwelling organisms (Nandy et al. 2007). Protease‐producing cells secreteproteases that facilitate nutrient acquisition (Veening et al. 2008a; Marlow et al. 2014).Finally, cells can differentiate into spores: stress‐resistant cells that can survive longperiods of desiccation and nutrient limitation (Piggot and Hilbert 2004). The regulatorymechanisms underlying cell differentiation in B. subtilis are well‐characterized (Vlamakis
et al. 2013). In addition, most cell types have been associated with some colony‐levelproperties, although a detailed causal relation is often lacking (Lemon et al. 2008).Here we study how cell differentiation affects the migration of cell collectives during
B. subtilis colony expansion via sliding motility. We grow bacteria on a speci"ic mediumthat prevents cells from swimming and swarming (which both rely on "lagella), but stillallows for colony expansion. In this way, we can examine whether colony expansiondepends on cell differentiation, and if so, how the interactions between cell types drive
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migration. We show that migration depends critically on two cell types: surfactin‐producing and matrix‐producing cells. Together they drive migration through a mecha‐nism in which cell collectives form highly organized bundles at the colony edge, which wehave termed “van Gogh bundles.” Van Gogh bundles are formed from many tightly aligned"ilaments consisting of chains of cells. They appear elastic and fold into "ilamentous loopsthat push themselves away from the colony. Surfactin‐producing and matrix‐producingcells divide labor during the formation of van Gogh bundles. We propose that surfactin‐producing cells reduce the friction between cells and their substrate, which facilitatesformation of the van Gogh bundles by the matrix‐producing cells. Whereas EPS produc‐tion is necessary for the formation of these bundles, TasA seems to "ine‐tune theirbiophysical properties. Finally, as a complement to the experiments, a mathematicalmodel illustrates how simple cellular properties can affect a bundle’s folding propertiesand hence the migration rate.
Results

Cell types that control colony expansionWe studied migration by examining colony growth on MSggN (Fall et al. 2006). MSggN isa growth medium that induces colony expansion and resembles the bio"ilm‐inducingmedium, MSgg, that is typically used to study cell differentiation in the context of B.
subtilis bio"ilms (Branda et al. 2001; Fall et al. 2006; Vlamakis et al. 2008). Colony expan‐sion is more apparent on MSggN than on MSgg, which makes the former more suitablefor studying migration (see Materials and Methods). Colony growth on MSggN consists oftwo main phases that are morphologically distinct (Figure 4.1; see also Fall et al. 2006).
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Figure 4.1. Colony expansion in wild type and bio!ilm-related mutants. Left: time course experimentof colony growth in WT and colony expansion in srfA, tasA, eps, sigF, and hag mutants, which are defectivein producing surfactin, TasA, EPS, sporulation, and motility, respectively. Colonies are toothpick inoculatedonto MSggN medium as described in the Materials and Methods. Right: WT colony after 70 h. The differentregions of the colony are named: dendrites, petals, and rays.



First, the colony forms dendrites that spread radially from the inoculum. Second, pheno‐typically distinct outgrowths, which we call “petals,” appear at the end of the dendrites.In some instances the petals change into another morphological structure at the colonyedge, which we call “rays.” The distinct growth phases do not result from genetic change,because cells from the morphologically distinct regions of the colony behave the same aswild type (WT) when re‐inoculated onto a fresh growth medium (Figure S1).
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Figure 4.2. Colony expansion in chimeric colonies of sliding-de!icient mutants. (A) Chimeric coloniesof different pairwise combinations of sliding‐de"icient mutants (imaged 52 h after inoculation). Strainswere mixed 1:1 in the inoculum, and 2 µl of the inoculum was spotted in the center of the plate. (B) Colonyexpansion of eps tasA + srfA chimeras when inoculated in different ratios of eps tasA:srfA (imaged after24 h): 9:1, 4:1, 1:1, 1:4, and 1:9. (C) Colony expansion of eps tasA–YFP (false‐colored green) + WT‐mKate2(colored red; see Table S1 for speci"ications) chimeras for different initial ratios of eps tasA:WT (imagedafter 32 h): 19:1, 9:1, and 1:1. Yellowish regions in the colony correspond to colony parts where both eps
tasA and WT cells occur. In the rightmost "luorescence image, only the colony edge is shown, as the colonywas too big for a single microscopy image (the center of this colony is towards the lower left corner).Images were taken with a stereomicroscope.



To determine which cell types are involved in colony expansion we tested mutantsde"icient in the production of surfactin (srfA mutant), extracellular matrix (eps and tasAmutants), spores (sigF mutant), and "lagella (hag mutant). Both surfactin‐producing andmatrix‐producing cells were necessary for colony expansion, whereas motility and sporu‐lation mutants showed a nearly WT colony expansion (Figure 4.1). We examined twomatrix‐related mutants: eps and tasA. While the eps mutant did not show any degree ofcolony expansion, tasA mutants did expand beyond the colony boundaries present atinoculation, although the expansion was much less than that of WT (Figure 4.1). Theseresults are in agreement with previous studies that showed that B. subtilis colony expan‐sion on MSggN is independent of "lagellum formation, but requires surfactin production(Kinsinger et al. 2003, 2005; Fall et al. 2006). In addition, our experiment showed thatmatrix‐producing cells are also required for colony expansion.
Colony expansion in chimeric coloniesTo examine whether colony expansion could be recovered by extracellular complementa‐tion, different pairs of expansion‐de"icient mutants were cocultured as chimeric colonies(Velicer and Vos 2009). Such two‐mutant cocultures can reveal something about theinter actions between different cell types during colony growth (Branda et al. 2006;Ostrowski et al. 2011). All examined chimeric colonies in which mutant cells were mixedat a 1:1 ratio showed a partial to full recovery of colony expansion when compared to theWT (Figure 4.2A). Interestingly, two of the chimeric colonies appeared to outperform WTin the extent of colony expansion: srfA + eps and eps tasA + srfA. Thus, the task differenti‐ation of matrix and surfactin production by mutant strains enhanced the degree of colonyexpansion.To further examine these fast‐expanding chimeric colonies, we varied the initial ratioof strains de"icient in surfactin (srfA) and matrix (double mutant eps tasA) production.Colonies were compared 24 h after inoculation. In chimeric colonies that contained many
eps tasA mutant cells, there was little colony expansion (Figure 4.2B, 9:1 eps tasA:srfA),and in chimeric colonies with many srfA mutant cells, colonies expanded far (Figure 4.2B,1:9 eps tasA:srfA). In the eps tasA + srfA chimera, eps tasA mutant cells are responsible forsurfactin production and srfA mutant cells are responsible for matrix production. There‐fore, we conclude that the extent of colony expansion is mostly constrained by thenumber of cells that produce matrix: a small number of surfactin‐producing cells is suf"i‐cient to fully restore colony expansion (see Figure 4.2B, 1:9 eps tasA:srfA), while a smallnumber of matrix‐producing cells is not (see Figure 4.2B, 9:1 eps tasA:srfA).Finally, we examined chimeric colonies of strains that were marked with different"luorescent reporters. This allowed us to determine how strains mixed in space whengrown together. Interestingly, not all strain combinations mixed homogeneously. Whenstrains differed in terms of matrix production, for example, in a chimera of a matrix‐de"i‐cient mutant (eps tasA) and the WT strain, spatial segregation was observed (Figure4.2C). This directly affected colony expansion. Even though the WT strain has the poten‐tial to fully expand over the agar plate, it could not expand when strongly outnumbered
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by the matrix‐de"icient strain in the initial inoculum (Figure 4.2C, 19:1 eps tasA:WT). Thissuggests that matrix‐de"icient cells prevent WT cells from migrating. Mutant cells mightsimply block WT cells by surrounding them at the colony edge (Figure 4.2C). Alterna‐tively, in the presence of mutant cells, the appropriate environmental signals to triggercolony expansion might be lacking. When the fraction of WT cells in the inoculumincreased (from left to right in Figure 4.2C), the WT could expand over the agar plate. Inthat case, both strains were found in the expanded section of the colony. Thus, in additionto matrix‐producing cells facilitating colony expansion, matrix‐de"icient cells can inhibitcolony expansion.
Temporal expression pattern of surfactin-producing and matrix-producing cellsThe chimeric colonies showed that colony expansion depends on the presence of bothsurfactin‐producing and matrix‐producing cells. In the next sections we examine howthese cell types interact in the WT and consequently drive migration. To study surfactin‐producing and matrix‐producing cells in a WT strain, we used a double‐labeled strain inwhich the expression of two "luorescent reporters, genes coding for yellow (YFP) andcyan (CFP) "luorescent proteins, is under the control of the promoter for surfactinbiosynthesis genes (PsrfA) and the tasA operon promoter (PtapA), respectively (Lopez et
al. 2009c). Thus, in the double‐labeled strain, surfactin‐producing cells express YFP, andmatrix‐producing cells express CFP.First, we examined the temporal gene expression dynamics by performing a time‐course experiment. Colonies were examined every 2 h for 12 h after inoculation, as wellas at 24 h and 31 h after inoculation (Materials and Methods). Since the srfA promoter isvery weakly expressed, it was impossible to detect using "low cytometry. Instead, directmicroscopy was performed on the colony samples, which were "irst dispersed in phos‐phate buffered saline (PBS) buffer to get a representative fraction of cells. At every timepoint, microscopy pictures were taken from a labeled WT strain (n = 20–50 microscopyimages) and, as a control, an unlabeled WT strain (n = 10–30 microscopy images). Sinceit was impossible to accurately analyze all of the images manually (n = 439), a MatLabprogram was used to quickly select, process, and statistically analyze the images (seeMaterials and Methods for details; van Gestel et al. 2015a).Figure 4.3A shows the expression of srfA and tapA over time. The expression patternis characterized by two phases: in the "irst phase there is a peak in the average expres‐sion of srfA, while in the second phase there is sharp increase in the average expressionof tapA (Figure 4.3A). Figure 4.3B shows a representative image from each of these twophases. At the onset of colony growth there is also a slight peak in tapA expression, whichis due to background expression in the inoculation conditions (for details see Materialsand Methods). When taking the time frame of gene expression into consideration, the up‐regulation of srfA corresponds to dendrite formation, and the up‐regulation of tapAcorresponds to petal formation (Figures 4.1 and 4.3). The distinct growth phases that areapparent at the macroscopic level therefore relate to gene expression dynamics at thecell level (microscopic). The same microscopy images were used to examine the co‐
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expression of srfA and tapA. As expected from previous studies (Lopez et al. 2009c), theexpression of srfA and the expression of tapA were mutually exclusive (Text S1; FigureS2). This con"irmed that also for our growth conditions, surfactin‐producing and matrix‐producing cells are mutually exclusive and distinct cell types (Figure S2).
Spatial expression pattern of surfactin-producing and matrix-producing cellsNext we studied the spatial arrangement of surfactin‐producing and matrix‐producingcells. Colonies were examined by cutting a piece of the agar at the colony edge. This agarpiece was subsequently "lipped onto a glass‐bottom well, sandwiching the cells betweenthe coverslip and an agar pad, and the cut piece of colony edge was subjected to adetailed microscopic examination (for details see Materials and Methods). The advantageof this technique is that intact cell collectives could be observed, as they would occur ingrowing colonies. Examining these cell collectives is particularly important because itmight help in understanding how cells migrate during colony expansion. However, adisadvantage of the technique is that colonies can be examined only at the edge, where amonolayer of cells exists, which is necessary for accurate quanti"ication of "luorescentimages.
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Figure 4.3. Temporal gene expression dynamics of srfA and tapA during colony expansion in wild-
type cells. Surfactin‐ and matrix‐producing cells are monitored in a WT strain harboring promoter fusions(PsrfA‐YFP and PtapA‐CFP) of srfA and tapA to genes encoding yellow and cyan "luorescent proteins, respec‐tively. (A) The average expression level of tapA and srfA was measured by microscopy 2, 4, 6, 8, 10, 12, 24,31 h after inoculation. The average expression level is equal to the average "luorescence intensity in labeledWT cells (n = 20–50 microscopy images per time step) minus that in non‐labeled WT cells (n = 10–30microscopy images per time step). Fluorescence intensity data were acquired from segmented microscopyimages (n = 439; containing many thousands of cells). (B) Representative microscopy images from coloniesdissected at 10 h (1) and 31 h (2) after inoculation. AU, arbitrary units.



The colony edge was dissected at different time points ranging over two colonygrowth phases: dendrite formation (<11–13 h) and petal formation (>11–13 h) (summa‐rized at the top of Figure 4.4). During dendrite formation, cells aggregate into clumps.These clumps consist of matrix‐producing cells (false‐colored green) and are surroundedby surfactin‐producing cells (false‐colored red, Figure 4.4A). The clumps appear within afew hours after inoculation. Even when we made certain that there were no surfactin‐

96D
IV
IS
IO

N
O
F
LA

B
O
R
A
N
D

M
IG

R
AT

IN
G

VA
N
G
O
G
H

B
U
N
D
LE

S

Growth phase

Microscopy images

Period 2Period 1

Figure 5A B

Figure 4.4. Spatial expression pattern of srfA and tapA during colony expansion in wild-type cells.Top: colony growth 10, 21, 34, 45, and 57 h after inoculation. Colony expansion is divided in two growthperiods: (1) dendrite formation (<11–13 h) and (2) petal‐shaped colony outgrows (>11–13 h). (A) Micros‐copy image of a cellular aggregate that appeared in the "irst growth period. Red and green "luorescent cellsrepresent, respectively, surfactin‐ and matrix‐producing cells in the double‐labeled PtapA‐CFP PsrfA‐YFP WTstrain (CFP and YFP are arti"icially colored green and red, respectively). (B) Cellular aggregate at the transi‐tion from the "irst to the second growth period. All microscopy images were made at the edge of the colonywith an inverted microscope. Cellular aggregates were examined in colonies inoculated by toothpick orpipet and from a passaging experiment (see Materials and Methods). The observed clumping was qualitati‐vely the same for all inoculation conditions.



producing or matrix‐producing cells present in the inoculum (by performing a passagingexperiment, see Materials and Methods) clumps formed rapidly. The clumps were rela‐tively unorganized: the shape, size, and location varied strongly (Figure 4.4A shows oneexample). Although both surfactin producers and matrix producers are necessary fordendrite formation, as is evident from the mutant phenotypes (Figure 4.1), it is unclear ifand how these clumps contribute to dendrite formation.During the transition between the "irst growth phase (dendrite growth) and thesecond growth phase (formation of petal‐shaped colony outgrowths at the tip of thedendrites) (Figure 4.1), a new type of aggregate appeared (Figure 4.4B). As was observedfor clumps, there was strong spatial segregation between surfactin‐producing andmatrix‐producing cells: matrix‐producing cells occurred inside the bundle, whereassurfactin was expressed by cells surrounding the bundle. Interestingly, in contrast toaggregates in the "irst growth phase, the bundles appear organized. The bundles consistof many cellular "ilaments that are arranged side by side and are only a single cell layerthick. During the transition, the bundles seem to push themselves out of the colony edge(i.e., away from the single cells). The coordinated appearance of the bundles is even morestriking at later time points. Figures 4.5A and 4.5B show the colony edge after 34 h ofcolony growth. At this point, the colony edge consists of only the well‐organized bundles.Henceforth, we refer to these bundles as “van Gogh bundles,” because of the resemblanceof these cell collectives to the brushstrokes in van Gogh’s The Starry Night.The organized appearance of van Gogh bundles results from a remarkably strongalignment of cells inside the bundles (Text S2). This is especially apparent when compar ‐ing the alignment of cells inside van Gogh bundles to the alignment of cells at the colonyedge earlier in colony growth (Figures S3–S5 and S7). In fact, when considering only thealignment of cells, one can discriminate regions in a microscopy image that contain vanGogh bundles from regions that do not (Figure S6). Furthermore, van Gogh bundlesappear "lexible. When "lipping the colony onto the glass‐bottom well, the bundles some‐times folded (Figure 4.5B), yet they hardly ever broke. Thus, adhesive forces between thecells must keep them aligned and attached such that shear forces or friction do not breakthem.
van Gogh bundles: EPS and TasAIn the chimeric colonies of strains with expansion‐de"icient mutations, described above,colony expansion was partly or fully recovered (Figure 4.2). From the previous section,one expects that the recovery of colony expansion results from the formation of van Goghbundles. To test this, we examined the chimeric colonies using microscopy. Colonies wereexamined at the start of the second growth phase (i.e., the start of petal outgrowths),when both single cells and van Gogh bundles were expected to be present (see FigureS8). The strains in the chimeric colonies were marked with "luorescent reporters, so thattheir spatial arrangement could be examined as well.Figure 4.6 shows that all chimeric colonies produced van Gogh bundles, although thebundles were not always as apparent as those in WT colonies (e.g., the eps + tasA chimera
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showed less apparent bundle formation). Thus, the recovery of colony expansion coin‐cided with the emergence of van Gogh bundles during colony growth. In contrast, mostmutants could not produce van Gogh bundles by themselves (see below). Interestingly,although both mutant strains were necessary for recovering the van Gogh bundles, not allcells became part of the van Gogh bundles. The "luorescent overlays show that the vanGogh bundles were made up of cells from the EPS‐producing strains only. This is particu‐larly apparent for the "irst and last mutant chimeras (e.g., srfA + eps and eps tasA + srfA),in which EPS‐de"icient cells never formed cell chains that were part of the van Goghbundle (Figure 4.6). In cases where both strains produced EPS, such as in the srfA + tasAchimera, van Gogh bundles did consist of cells from both strains, with the cell chainsinside the van Gogh bundles belonging to either one of them. All in all, these results indi‐cate that EPS is strictly required for the formation of van Gogh bundles, presumably forthe adhesion between neighboring cell chains.After evaluating the mutant chimeras, it is still unclear what the role of TasA is in theformation of van Gogh bundles. TasA was not strictly required for the formation of van
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Figure 4.5. van Gogh bundles and tapA expression at the colony edge 34 h after inoculation.(A) Composite image of van Gogh bundles at the colony edge, consisting of multiple microscopy frames.Left: phase‐contrast image. Right: green cells represent matrix‐producing cells (i.e., tapA expression) in thedouble‐labeled PtapA ‐CFP PsrfA ‐YFP WT strain (CFP is arti"icially colored green). srfA expression is notshown in the composite image because of bleaching problems with multi‐image acquisition. (B) Phase‐contrast microscopy images of van Gogh bundles at high magni"ication.



Gogh bundles (see the eps + tasA chimera in Figure 4.6). Yet, the tasA mutant was partlyimpaired in colony expansion (Figure 4.1). In order to evaluate the role of TasA, we exam‐ined the distribution of TasA protein directly by using a fusion of TasA and a red "luores‐cent protein (the fusion protein is designated TasA‐mCherry). TasA‐mCherry wasexamined by microscopy during the transition from the "irst to the second growth period.Previous studies suggested that TasA is freely shared between cells in the colony, since
tasA mutants could be complemented when grown together with TasA‐producing cells(Branda et al. 2006; Romero et al. 2011). Interestingly, Figure 4.7A shows that TasA waspredominantly localized to the van Gogh bundles – where TasA is also produced – andonly a limited fraction of TasA diffused to the surrounding single cells (see Text S3 andFigure S9). In fact, TasA particularly localized to the “pole to pole” interactions betweencells (see arrowheads in Figures 4.7A and S10). Thus, in contrast to previous studies, ourresults suggest that there is only limited diffusion of TasA.To examine whether TasA is shared between neighboring cells inside the van Goghbundle, we examined a chimeric colony of TasA‐mCherry + tasA mutant. Since the strainproducing the fusion TasA‐mCherry and the tasA mutant strain can form van Gogh
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Figure 4.6. van Gogh bundle formation in mutant chimeras. Microscopy images were taken from thecolony edge 21 h after inoculation, which is close to the temporal transition from the "irst to the secondgrowth period in mutant chimeras mixed at a 1:1 ratio. One strain per chimera is labeled with constitutiveexpression of mKate2 as indicated below. The top, middle, and bottom rows of images show, respectively,the phase‐contrast, "luorescence, and overlay microscopy images. Four mutant chimeras were examined(columns): (1) srfA (mKate2) + eps, (2) srfA (mKate2) + tasA, (3) eps (mKate2) + tasA, and (4) eps tasA(mKate2) + srfA. For the eps‐mKate2 + tasA chimera, the two columns show images from regions without(left) and with (right) visible van Gogh bundles. The left image without van Gogh bundles, but with strongcell clumps, was acquired from a dendrite that had not made the transition to petal growth yet (suchdendrites were not present for the other chimeras, because they developed more quickly; see Figure S8).
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Figure 4.7. Localization of TasA protein in van Gogh bundles. (A) Representative microscopy images ofthe WT strain with a protein fusion of TasA to mCherry (TasA‐mCherry) at the colony edge 20 h after inocu‐lation (phase‐contrast [left] and "luorescent [right] images). Red corresponds to localization of TasAprotein. White arrowheads indicate illustrative points in the images that show TasA localization at the pole‐to‐pole interaction zone between cells. (B) Chimera of TasA‐mCherry + tasA mutant at the colony edge 26 hafter inoculation (i.e., in the second growth phase). The tasA mutant is labeled with a constitutivelyexpressed YFP gene (false‐colored green). Van Gogh bundles consist of both strains. Phase‐contrast and"luorescent images are shown. 



bundles together (i.e., they both produce EPS), this chimera allows us to examinewhether TasA produced by the TasA‐mCherry strain is shared with the tasA mutant cellsinside the van Gogh bundle (Figure 4.7B). Indeed, a small fraction of TasA diffused fromthe TasA‐producing cells to the tasA mutant cells (Figure S11). However, interestingly,there was no accumulation of TasA at the pole‐to‐pole interactions between tasA mutantcells (Figures 4.7B and S11). Thus, TasA accumulated only at the cell poles of TasA‐producing cells inside the van Gogh bundle. It is plausible that a large fraction of the TasAproduced by a WT cell localizes to its own poles.In summary, van Gogh bundles are cell collectives that consist solely of matrix‐producing cells but that require the presence of surfactin producers for their develop‐ment. This is further con"irmed by the fact that colony expansion in srfA mutants can berecovered by adding surfactin exogenously (Figure S12; Kinsinger et al. 2003). Thematrix‐producing cells secrete EPS and TasA. While EPS is absolutely necessary for theformation of a van Gogh bundle, TasA seems to "ine‐tune the cell‐to‐cell interactions.
van Gogh bundles: migrationIn the previous sections we showed that colony expansion coincides with the formationof van Gogh bundles, which are formed when both surfactin‐producing and matrix‐producing cells are present. Surfactin functions as a surfactant and facilitates colonyexpansion by reducing the friction between cells and their substrate (Kinsinger et al.2003, 2005; Fall et al. 2006). The question, however, remains as to how the cell collec‐tives that organize themselves in van Gogh bundles migrate in space. To address thisquestion, we examined van Gogh bundles in more detail.In order to analyze the structures that emerge at a larger spatial scale, we nextimaged the van Gogh bundles at a lower magni"ication using a stereomicroscope. Byusing the stereomicroscope, no further manipulation of the colony was required, andgrowing colonies could be examined multiple times as growth progressed (the air objec‐tive does not disrupt the colony). Surprisingly, at lower magni"ication it became apparentthat van Gogh bundles form large "ilamentous loops at the edge of the colony (Figure4.8). These loops extend up to a few millimeters in length. We hypothesized that the vanGogh bundles migrate by simply pushing themselves away from the colony center as the"ilamentous loops grow. A time‐lapse movie indeed con"irmed our expectation (S1Movie). Thus, colony expansion indeed emerges from the interaction of cells thatorganize themselves into van Gogh bundles.The lack of colony expansion in sliding‐de"icient mutants, with the exception of tasA,can be explained by the lack of van Gogh bundles and the associated loops at the colonyedge (Figure 4.9). Interestingly, eps and eps tasA mutants do show chains of cells, similarto the chains of cells in van Gogh bundles, but they are not aligned with each other(Figure 4.9). The tasA mutant strain is mainly de"icient in colony expansion during thesecond growth phase, as it can form dendrites (Figure 4.9). Furthermore, the "ilamentousloops at the edge of the tasA colony are typically smaller and show more folds than thoseof the WT (Figure S13). We hypothesize that TasA, although not strictly required for the
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formation of van Gogh bundles, may "ine‐tune the folding properties of the bundles. Thishypothesis is supported by the fact that TasA localizes to the pole‐to‐pole contact pointsbetween cells in the van Gogh bundles, where it potentially affects biophysical propertiessuch as the bending rigidity (Figure 4.7). Interestingly, while the lack of TasA reducescolony expansion, the arti"icial overproduction of TasA does not enhance colony expan‐sion (Figure S14).
Model of !ilamentous growth and foldingInspired by the folding differences between "ilamentous loops produced by the WT andthose produced by tasA (Figure S13), we wondered if and how cell‐level properties (e.g.,phenotype of a cell or cell–cell interactions) could affect the collective properties that weobserved at the colony level. For this purpose, we constructed a simple phenomenolog‐ical model. This model was not designed with the aim of quantitatively reproducing ourexperimental results, which at present is impossible given our limited knowledge of thebiophysical properties of the van Gogh bundles. Rather, we aimed to illustrate how localcell interactions could shape colony‐level properties. Previous models on multicellulardevelopment have shown that – through self‐organization – simple cell‐to‐cell interac‐
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Figure 4.8. van Gogh bundles and the emergence of !ilamentous loops at the colony edge. Imageswere taken at the colony edge of a WT strain grown for 28 h. The upper three images are insets of eachother from a low (left) to high (right) magni"ication. The white arrow indicates the distance the van Goghbundles spread over the agar plate. The lower image shows the van Gogh bundles at a higher magni"ication.



tions can underlie complex properties that emerge at the organismal level (Hogeweg2000a; Merks and Glazier 2005; Belmonte et al. 2008). Mathematical models are there‐fore a valuable tool to shape our intuition on the cell‐level properties that are importantfor the qualitative patterns we observe at the colony level (Newman and Comper 1990;Merks and Glazier 2005).Inspired by models on epithelium folding (Davidson et al. 1999; Drasdo and Forgacs2000; Drasdo and Loef"ler 2001), we modeled "ilaments of pole‐to‐pole‐attached cellsthat grow in time (we ignored side‐to‐side attachment for simplicity). The model doesnot include the origin of "ilament formation, but instead examines "ilament growth. Atevery time step, cells can undergo one of three events: cell elongation, division, orturning (see Materials and Methods for modeling details). Cell elongation occurs with acertain growth rate, taken from a uniform distribution, and can result in cell divisionwhen the cell length exceeds a certain threshold (i.e., the maximum cell length); in thatcase the mother cell divides into two equally long daughter cells. Cells can also turn andchange their spatial orientation with respect to their neighbors. Cells turn only when thenew orientation – determined by a random change in a cell’s angle with respect to itsneighbors – is energetically favored compared to the cell’s original orientation. In theenergetically preferred position, a cell is perfectly aligned with its neighbors (i.e., there isno angle between two neighboring cells). The chance that a cell turns depends on thebending rigidity (see Materials and Methods). Cell elongation, division, and turning arelocal events that do not alter the spatial con"iguration of cells in other parts of the "ila‐
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Figure 4.9. van Gogh bundles and colony edge for different mutants. The upper row of images showscolonies 18 h after inoculation. The middle row of images shows the presence or absence of loops at thecolony edge. The lower row of images shows the presence or absence of van Gogh bundles at the colonyedge. In total, "ive strains were examined, WT and four sliding‐de"icient mutants: srfA, eps, eps tasA, and
tasA. Scale bars are identical for all images in a row. 



ment. Thus, the properties of the "ilament as a whole come about through the accumula‐tion of local events.As shown in Figure 4.10, these three simple cell‐level behaviors are suf"icient toproduce expanding "ilamentous loops at the colony edge that look surprisingly similar tothose observed in our experiments. Cell elongation and division result in undulations ofthe "ilaments (i.e., regions where the "ilaments bend slightly inwards or outwards). Theseundulations get smoothened as long as neighboring cells resist bending by stronglyaligning with respect to each other (i.e., bending rigidity). However, when growthcontinues, the "ilament gets compressed and undulations increase. As a consequence, the
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Figure 4.10. Model of !ilament growth and migration. Upper left: microscopy image of WT cells on theedge of the colony taken 18 h after inoculation. Lower left: relative migration rate for three parametersettings: (A) default parameter setting (grey), (B) high bending rigidity between cells (blue), and (C) largecell size (dark blue). Histograms and error bars show, respectively, mean and standard deviation (n = 10) inthe extent of migration along the y‐axis of the two‐dimensional space (see images on the right; "ilamentgrowth is initiated on the bottom). Right: "ilamentous loops at the end of the simulation for three represen‐tative runs, one for each of the three different parameter settings. See Materials and Methods for detailedmodel description and exact parameter settings (Table S2). 



"ilament starts folding. The folds turn into loops, which expand in space. As observed inthe experimental results (Figures 4.8–10), the model gives rise to bigger loops at theedge of the colony (Figure 4.10).To examine how small changes at the cell level affect the expansion of "ilamentousloops, two modeling parameters were varied: the maximal cell length and the bendingrigidity. These parameters correspond to properties that probably can be in"luenced by acell. For example, we showed that cells inside van Gogh bundles are longer than theirsingle‐cell siblings (Figures 4.4, 4.5, and S7; two‐sample t‐test: P < 10−16, df = 184), whichsuggests that cells can alter the length at which they divide. In addition, we showed thatvan Gogh bundles show a particularly strong alignment (Text S2), which seems to partlydepend on TasA that accumulates at the pole‐to‐pole interactions (Figures 4.7, 4.9, S10,and S13). This indicates that cells can alter their bending rigidity with respect to neigh‐boring cells. Interestingly, in the model, both longer cells and higher bending rigiditiesresult in "ilaments that fold less (Figure 4.10, conditions B and C). Longer cells reducefolding because there are fewer pole‐to‐pole interactions at which the "ilament couldaccumulate undulations. Likewise, when the bending rigidity is high, cells align morestrongly, which results in less folding as well. The reduced tendency to fold increases themigration rate (Figure 4.10, compare conditions A, B, and C).Our phenomenological model thus illustrates how small changes at the cell level canshape the collective properties that emerge at the colony level. The collective propertieswe examined are the expanding "ilamentous loops that appear at the colony edge. Onecan imagine that evolution favors adaptations at the cell level, like a strong cell‐to‐cellalignment, that result in a higher migration rate of the "ilamentous loops.
Discussion

In this study we analyzed sliding motility in B. subtilis to determine the factors that allowfor the collective migration of cells. We found that cells organize themselves into bundlesthat spread by forming expanding "ilamentous loops at the colony edge. These cell collec‐tives, which we call van Gogh bundles, are distinct from previously described "ilaments in
B. subtilis due to their strong alignment and functionality (Branda et al. 2001; Kobayashi2007a). The folding properties of the "ilamentous loops determine the migration rateand, in part, depend on the products secreted by matrix‐producing cells. The develop‐ment and expansion of van Gogh bundles depend critically on the synergic interaction ofsurfactin‐producing and matrix‐producing cells. To our knowledge, this is the "irstexample of bacterial cells dividing labor in order to overcome one of the major ecologicalchallenges: migration (Figure 4.11).We show that colony expansion is characterized by up‐regulation of srfA expression(i.e., the surfactin‐producing cell type) followed by an increase in tapA expression (i.e.,the matrix‐producing cell type). The two expression phases correspond to the twogrowth periods that are apparent at the macroscopic level: dendrite formation and   petal‐
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shaped colony outgrowth (Fall et al. 2006). The temporal dynamics in gene expressioncorrespond to the regulatory pathways controlling cell differentiation in B. subtilis. Forexample, srfA expression is regulated by quorum sensing (Nakano et al. 1991a, 1991b);at high cell density, the expression of srfA increases, which explains the gradual up‐regu‐lation of srfA at the onset of colony growth. In addition, surfactin can function as a signalthat triggers matrix production (Lopez et al. 2009a, 2009c). It is therefore not surprisingthat the peak in srfA expression is followed by a peak in tapA expression. This regulatorylink between cell differentiation of surfactin‐producing cells and matrix‐producing cellscorresponds closely to the functional link we describe in this study: van Gogh bundles,consisting of matrix‐producing cells, can develop only in the presence of surfactin (Figure4.11). Thus, surfactin‐producing and matrix‐producing cells divide labor in order to facil‐itate colony expansion (see also Kearns 2008). The division of labor typically evolves inresponse to strong phenotypic trade‐offs (Michod 2006; Ackermann et al. 2008). Forexample, cyanobacteria divide labor between photosynthetic cells and heterocysts,because photosynthesis and nitrogen "ixation are incompatible (Flores and Herrero2010; Rodrigues et al. 2012). Likewise, there might be a trade‐off between the formationof van Gogh bundles by matrix‐producing cells and the production of surfactin. Unfortu‐nately, it is unclear what this trade‐off might be; perhaps the cell‐to‐cell attachment ofmatrix‐producing cells would be harmed if cells simultaneously produced surfactin. Thefact that eps tasA + srfA chimeras – colonies in which different strains perform differenttasks – can expand further than WT colonies suggests there may indeed be a trade‐off atplay.
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Migration: from cell differentiation to cell collectives

Matrix-producing cells
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van Gogh bundles
that drive migration
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Reduction of friction between
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Figure 4.11. Schematic overview of cell differentiation and collective properties in B. subtilis colony
expansion. Red and green cells represent, respectively, surfactin‐ and matrix‐producing cells. Dendritespredominantly consist of surfactin‐producing cells interspersed with clumps of matrix‐producing cells. Thepetals of the colony consist predominantly of matrix‐producing cells that form van Gogh bundles. Wepropose that surfactin mediates the expansion of van Gogh bundles by reducing the friction between thevan Gogh bundles and substrate and that Van Gogh bundle expansion is driven by cell division. The elasticand folding properties – dependent on matrix‐producing cells – of the van Gogh bundles allow for an ef"i‐cient colony expansion and prevent the bundles from breaking under increased compression. 



Besides surfactin, matrix production can also be triggered by environmental stressorslike starvation, hypoxia, and osmotic stress (Lopez and Kolter 2010; Rubinstein et al.2012; Kolodkin‐Gal et al. 2013). Environmental changes during colony growth mighttherefore also be responsible for the temporal up‐regulation of matrix production andthe transition from the dendrite to the petal growth phase. We showed that cells isolatedfrom the petal growth phase readily switch back to dendrite formation, when re‐inocu‐lated on a fresh growth medium. This indicates that the environment is indeed an impor‐tant determinant for the different growth phases. When van Gogh bundles "irst appear,the matrix‐producing cells are surrounded by surfactin‐producing cells. Given their prox‐imity, the co‐occurring cell types probably sense nearly identical environmental condi‐tions, yet they behave differently (Kearns and Losick 2005; Kearns 2008; Chai et al.2008). This indicates that – besides depending on the environment – cell differentiationalso depends on inherent stochasticity. A recent study showed that under constant envi‐ronmental conditions, cells can spontaneously differentiate into matrix‐producing cellchains (Norman et al. 2013) that are preserved for a number of generations due to aregulatory feedback loop that creates a bi‐stable switch (Chen et al. 2009; Chai et al.2010a, 2010b). A similar switch might also be important for the "irst cell chains thatappear in the formation of van Gogh bundles.While previous studies have shown that surfactin production and EPS production canaffect colony expansion (Kinsinger et al. 2003, 2005; Seminara et al. 2012; van Gestel et
al. 2014), these studies did not show a synergistic interaction between cell types. In addi‐tion, the colony expansion in our study is of a different nature than the ones described inprevious studies. For example, EPS production has been shown to have a relatively smalleffect on bio"ilm colony expansion, and that effect was hypothesized to depend onosmotic pressures (Seminara et al. 2012; van Gestel et al. 2014). Here we show that EPShas an all‐or‐none effect on colony expansion during sliding motility. The migration ofvan Gogh bundles does not directly rely on osmotic gradients, but instead results frommechanic force (although osmotic gradients can affect cell differentiation; Rubinstein et
al. 2012). Hence, EPS stimulates migration by allowing for the organization of van Goghbundles. How EPS exactly guides bundle formation requires further examination. Ourresults suggest that EPS is required for side‐to‐side attachment of cell chains. However,EPS might also affect the pole‐to‐pole interactions. Besides being essential in the forma‐tion of van Gogh bundles, EPS production was also essential for dendrite formation. Atthis early growth phase, matrix‐producing cells do form multicellular clumps, but theseclumps lack the tight alignment of cells that characterizes the van Gogh bundles. Thus,the mere presence of surfactin‐producing and matrix‐producing cells does not guaranteethe formation of van Gogh bundles. It would be interesting to examine why matrix‐producing cells are essential for dendrite formation, while forming van Gogh bundlesonly in the petal growth phase.The functions of EPS and TasA inside the van Gogh bundle are different. Whereas EPSis absolutely necessary for the formation of van Gogh bundles, TasA seems to "ine‐tunethe folding properties of the van Gogh bundles. TasA speci"ically localizes to the pole‐to‐
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pole interaction zones of TasA‐producing cells inside the van Gogh bundle. Our mathe‐matical model shows that the folding properties of van Gogh bundles determine the ef"i‐ciency of migration: when the "ilament is less likely to fold, it can expand farther in space.We suggest that TasA might affect folding, by manipulating the bending rigidity at thepole‐to‐pole interactions between cells. Although this claim awaits further biophysicalquanti"ication, our study suggests that both EPS and TasA have specialized functions thatguide the development of van Gogh bundles (Davidson et al. 1999; Drasdo and Forgacs2000; Drasdo and Loef"ler 2001). In this way, matrix‐producing cells can organize them‐selves into multicellular structures that facilitate migration.
B. subtilis is not the only species that switches to a multicellular lifestyle to accom‐plish migration. Filamentous structures also occur during the colony growth of P. vortexand B. mycoides, whose growth patterns are described in the Introduction (Di Franco et

al. 2002; Ingham and Jacob 2008; Vallotton 2013). Furthermore, an impressive study byVilain and colleagues (2006) showed that the closely related species B. cereus switchesto a multicellular lifestyle when grown on "ilter‐sterilized soil‐extracted soluble organicmatter (SESOM) or arti"icial soil microcosm (ASM) – media that mimic the environmentalconditions cells encounter in the soil. They showed that the lifestyle switch to multicellu‐larity allows for migration. Interestingly, B. mycoides and B. subtilis show the samelifestyle switch when exposed to SESOM or ASM. This strongly supports our hypothesisthat the collective properties that emerge from the interaction between surfactin‐producing and matrix‐producing cells – van Gogh bundles – evolved to facilitate migra‐tion. This hypothesis is further supported by the fact that the domesticated lab strain, B.
subtilis 168, which is known to be defective in surfactin production, cannot make theswitch to a multicellular lifestyle when grown on SESOM or ASM (Vilain et al. 2006;McLoon et al. 2011a). It would be interesting to examine whether SESOM and ASMindeed induce surfactin and matrix production and hence the development of van Goghbundles in the wild isolate of B. subtilis.Like other forms of bacterial multicellularity (Claessen et al. 2014), van Gogh bundlesillustrate how the organization of cells can help to overcome important ecological chal‐lenges. Ultimately, we hope that the study of such simple forms of organization canimprove our understanding on how evolution constructs (Bonner 2001; Buss 1987;Maynard Smith and Szathmáry 1995; Kaiser 2001; Michod 2007; Ispolatov et al. 2011;Herron et al. 2013): how cells can evolve to become integrated collectives that, together,form a new organizational unit.
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Materials and Methods

Experiments
STRAINS AND MEDIUMThe complete strain list is shown in Table S1. All strains were derived from the WTNCIB3610, which is a non‐domesticated isolate (Branda et al. 2001). Colonies weregrown on a modi"ied MSgg medium. MSgg medium is typically used to study B. subtilisbio"ilm or pellicle formation (Branda et al. 2001). Fall and colleagues (2006) adjusted themedium to study B. subtilis sliding. In contrast to swimming and swarming motility,sliding is a "lagellum‐independent type of motility that depends on cell division(Henrichsen 1972; Harshey 2003; Jarrell and McBride 2008; Kearns 2010). In thismedium, MSggN, amino acids present in the MSgg medium were eliminated and KH2PO4was replaced by NaH2PO4. In addition, it had been shown that B. subtilis sliding motilitydepends on the potassium concentration (Kinsinger et al. 2005); therefore, Fall andcolleagues (2006) examined two main variants of MSggN medium: one with a low andone with a high potassium concentration by adding either 100 µM or 5 mM KCl. In ourstudy, we used the variant of MSggN with 100 µM KCl. Twenty milliliters of MSggNmedium was used per petri dish (diameter = 9 cm); the medium was solidi"ied by adding0.6% agarose. Plates were prepared 1 d before inoculation and were poured at a "ixedtemperature of 65°C. Plates were turned upside down about 15–30 min after pouringthem and left in a single layer at room temperature for 16–18 h before inoculating thecell culture. Plates were in a single layer when incubated in the 37°C room for the slidingassay. For each experiment fresh medium was prepared, using the same medium for allgrowth and replicate conditions.
INOCULATION CONDITIONSTwo standard inoculation conditions were used for the experiments: plates were inocu‐lated from overnight (O/N) colonies grown on MSggN (37°C) by either (1) toothpickinoculation or (2) pipet inoculation with 2 µl of colony suspension. For the colonysuspension, the O/N colony was re‐suspended in 300 µl of PBS, after which the celldensity was normalized to an optical density (λ = 600 nm) of 2. In cases where cells weretoothpick inoculated, this is mentioned in the "igure caption. Since for these inoculationconditions cells came from O/N‐grown colonies, some cells had already producedsurfactin or matrix at the onset of colony growth. As a control, in which no surfactin‐ andmatrix‐producing cells were present in the inocula (e.g., used for the experiment associ‐ated with Figure 4.4), we applied a passaging method before inoculating cells onto theagar plate (Lopez et al. 2010a).For passaging, cells were grown in 5‐ml LB broth cultures for eight consecutive cyclesusing 16‐ml test tubes (37°C). In the "irst cycle, cells were grown for 2 h, while for allother cycles, for 1.5 h. The "irst passaging cycle was initiated by cells from an O/N colonygrown on MSggN (37°C). Then, the cell culture of the "irst growth cycle was used to inoc‐ulate the second, etcetera. At the onset of each new cycle, the cells were diluted to a
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target OD600 of 0.004. On average, cells divided 4.12 ±0.36 (mean ± standard deviation)times per cycle, making the average doubling time 22 min. The optical density at the endof a cycle was on average 0.072 ±0.017. Cell cultures were on average diluted 17.97 ±4.32times from one cycle to the next. Although similar passaging experiments had beenshown to eliminate matrix‐producing cells from the inocula (Lopez et al. 2010a), it wasyet unclear whether the same would hold for surfactin‐producing cells. Therefore, wemonitored tapA and srfA expression (using "luorescent reporters in a double‐labeledPtapA‐CFP PsrfA‐YFP strain) for the different inoculation conditions (Figure S15): thedefault inoculum condition, as described above, and different stages in the passagingexperiment. Cell cultures at the end of cycle 6 (blue in Figure S15) and 8 (purple) of thepassaging experiment were examined, as well as two cases in which we did not transferthe cultures from one cycle to the next, but instead let them grow for three consecutivecycles without passaging (yellow and green in Figure S15). As expected, the cell cultureat the end of the passaging experiment (purple) did not have cells that producedsurfactin or matrix, while the normal inoculum from O/N colonies (red) did. Passagingwas essential to prevent cell differentiation, since cultures that grew for three consecu‐tive cycles without re‐inoculation showed strong cell differentiation (Figure S15).
THE PREPARATION OF COLONY SAMPLES FOR MICROSCOPYFor the time‐course experiments shown in Figure 4.3, colonies were dispersed beforedata acquisition by microscopy. Colony samples were scraped from the agar plate and re‐suspended in PBS; depending on the colony size, 100–1,000 µl of PBS was used. Afterthis, the colony suspension was mixed using a vortex and, if there were still clumps left,treated by additional re‐suspension with a syringe (23 gauge needle). To check "luores‐cence intensity pro"iles, 10 µl of the colony suspension was inoculated on an agarosepatch that was solidi"ied on a microscope slide (200 µl of 1.5% agarose in PBS "lattenedon a microscopy slide).In cases where intact colony edges were examined by microscopy, a piece of thecolony edge was cut from the agar plate. This piece was subsequently "lipped onto aglass‐bottom well (PELCO Glass Bottom Dish) and immediately analyzed under themicroscope. In all cases, replicate samples were used from the same colony as well asfrom different colonies, to see how variable the observed cellular structures were insidethe colony and between different colonies.
MICROSCOPY, IMAGING, AND IMAGE ANALYSISFor imaging, four different devices were used: a digital camera with a macro lens, a stere‐omicroscope, an upright microscope, and an inverted microscope (see below for productdetails). All high‐magni"ication imaging at the cellular level was done with the invertedmicroscope (60× magni"ication). High‐magni"ication images were used for gene expres‐sion analyses. The "luorescence intensities in microscope images were analyzed using astandard procedure: (1) images were taken using constant "luorescent exposure times,(2) images were loaded and segmented in a MatLab program (Sliusarenko et al. 2011;
110D

IV
IS
IO

N
O
F
LA

B
O
R
A
N
D

M
IG

R
AT

IN
G

VA
N
G
O
G
H

B
U
N
D
LE

S



van Gestel et al. 2015a), and (3) pixel data were written to text "iles that could beanalyzed with available statistics software (in this study, R; http://www.r‐project.org/).All images were included in the analysis, except for a few images that were out of focus.For details on the image analysis software we used see (Sliusarenko et al. 2011; vanGestel et al. 2015a).
PRODUCT SPECIFICATIONSFor plate imaging, a Nikon D7000 camera was used with an AF Micro Nikkor 60‐mmmacro lens. The stereomicroscope was a Zeiss Stemi SV6 stereomicroscope equippedwith a 1.0× Achromat S objective lens and an AxioCam charge‐coupled device (CCD)video camera system (Zeiss). For imaging, we used Axiovision suite software from Zeiss.The upright microscope was a Zeiss Axioskop 2 Plus equipped with an A‐Plan 10× objec‐tive and a long‐distance Plan‐NEOFLUAR 20× objective. The camera was an AxioCam MRc(Zeiss) with Axiovision software to capture images. The inverted microscope was a NikonEclipse TE2000‐U microscope equipped with a 20× Plan Apo objective and a 60× PlanApo oil objective. Pictures were made with a Hamamatsu digital camera, model ORCA‐ER.Filter sets were from Chroma, model #52017 (CFP‐YFP dual‐band "ilter), and model#62002v2 (DAPI/FITC/Texas Red). 
ModelWe constructed a model to study how cellular properties could in"luence features ofmulticellular organization such as the folding properties of the van Gogh bundles, whichare important for the rate of colony expansion. We did not aim to accurately model thebiophysical details of the growth of van Gogh bundles (parameterization of such a modelwould be impossible), but rather to make a simple phenomenological model to shape ourintuition based on previous models of epithelium folding (Drasdo and Forgacs 2000;Drasdo and Loef"ler 2001). In the model we examine the growth of a cellular "ilament.Unlike the van Gogh bundles, the "ilament is simpli"ied to a single chain of pole‐to‐pole‐attached cells. The cells in the "ilament can elongate, divide, and turn and thereby affectthe macroscopic shape of the "ilament. The "ilament is placed in a two‐dimensional spacewith "ixed boundaries (the space is 1 × 1 spatial units big; this size is relevant for the cellsize and growth rate mentioned below). The cells inside the "ilament are not allowed tooverlap, and the ends of the "ilament are "ixed in space, as being attached to the colony. Atthe start of each simulation, the "ilament consists of N cells that are placed as a horizontalline at the bottom of the two dimensional space (y‐coordinate is 0). The "ilament isupdated every time step by selecting a random cell from the population and performingone out of three possible update events: (1) cell elongation, (2) cell division, or (3) cellturning. After T time steps the simulation is stopped. The "inal shape of the "ilamentresults from the accumulation of local update events. The degree of colony expansion ismeasured in the y‐direction. Here we give a short description for each of the three updateevents (see Figure S16).
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EVENT 1: CELL ELONGATIONCells grow with rate R per time step. R is taken from a uniform distribution ranging from0 to G (i.e., the maximal growth rate). The average growth rate of a cell is therefore ½G.Since cells occur inside a "ilament, cell elongation affects the spatial orientation of cells.We assume that a cell grows in the direction of one of its neighboring cells (this neighboris randomly selected). When a cell elongates, it pushes its neighboring cell away, bothcells thereby change their relative position. Cell elongation is illustrated in the upperpanel of Figure S16. 
EVENT 2: CELL DIVISIONWhen a cell exceeds the maximum cell size, S, it divides. The mother cell is divided in twoequally long daughter cells. Division results in a new "ilament junction. Importantly,during the process of cell division the spatial orientation of the daughter cells is identicalto that of the mother cell (Figure S16). In other words, the "ilament does not change itsshape during cell division. The cell size is checked after each cell elongation event,thereby assuring that no cells are larger than the maximum cell size. 
EVENT 3: CELL TURNINGPerhaps the most intricate update event is cell turning. During an event of cell turning,the focal cell changes its spatial orientation with respect to its neighboring cells. Thespatial orientation of a cell is adjusted in two steps. First a potential new spatial orienta‐tion is generated by randomly turning one of a focal cell’s neighboring cells with an angleβ (taken from a normal distribution with mean 0 and standard deviation B), therebyadjusting as well the orientation of the focal cell itself and of the focal cell’s other neigh‐boring cell. Second, the potential new spatial orientation is compared with the old one,and the new spatial orientation is adopted only if it is energetically favorable.The spatial con"iguration of cells is associated with a certain energy state, which isthe so‐called potential energy that is stored in the current state of the system (i.e.,bending energy). Cells are expected to change their spatial con"iguration such that thepotential energy is minimized. The potential energy relates to the spatial orientation ofcells in the following way (see Figure S16 for the angles):

V = (π – α1)2 + (π – α2)2 (1)
V is the potential energy, α1 and α2 are the angles a cell makes with its left and rightneighbors, and π is the angle between neighboring cells (i.e., 180°, no angle) that wouldminimize the potential energy that is stored in the system. The potential energy of thecurrent (Vc) and new (Vn) spatial orientation are compared to calculate the chance ofswitching. When Vn < Vc , the probability that the cells turn from the current to the newspatial orientation is given by

P = 1 – ek(Vc – Vn) (2)
112D

IV
IS
IO

N
O
F
LA

B
O
R
A
N
D

M
IG

R
AT

IN
G

VA
N
G
O
G
H

B
U
N
D
LE

S



P is the chance that a cell turns to its new spatial orientation, and k is a parameter thatdetermines the bending rigidity. When k is high, a drop in the potential energy (Vn < Vc)is more likely to result in a re‐orientation of the cells, thereby reducing the angle betweena cell and its neighbors. In other words, cells are considered resistant against bending(i.e., high bending rigidity) when they are likely to reduce the angle between them andtheir neighbors (i.e., minimizing the local curvature).In the main text we consider three different parameter settings (Table S2): (1) defaultsetting, (2) high bending rigidity, and (3) large cell size. It is currently impossible toquantitatively compare our experimental results with the simulation outcomes, becausean accurate parameterization of the model is not possible. It is however possible to quali‐tatively compare the different parameter settings with the experimental results obtainedby microscopy. See Table S2 for all the parameter values that were used for the presentedsimulations.
AcknowledgmentsWe want to thank Daniel López, Pascale Beauregard, and Nick Lyons for kindly sharingtheir lab strains and advice. J. v. G. thanks Nick Lyons for fruitful discussions.
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   #     Name                                       Strain              Genotype*                                                                                     Source

   1     WT                                        NCIB 3610          Undomesticated WT strain                                                        Lab stock
   2     srfA                                         ZK3858             srfAA::erm                                                                                          (1)
   3     tasA                                          CA017              tasA::kan                                                                                             (2)
   4     eps                                           SSB488             epsA­O::tet                                                                                         (3)
   5     eps tasA                                 HV1235            epsA­O::tet, tas::kan                                                                         (4)
   6     sigF                                          CA002              sigF::kan                                                                                              (2)
   7     hag                                         HV1150            hag::tet                                                                                               (2)
   8     WT­ mKate2                            NL020              amyE::Phyperspank­mKate2 (cm)                                                      NL
   9     srfA­YFP                                   PB283              srfAA::mls, amyE::Phyperc1o1­yfp (spec)                                         (5)
 10     srfA­ mKate2                          NL069              srfAA::erm, amyE::Phyperspank­mKate2 (cm)                                 NL
 11     tasA­YFP                                  PB229              tasA::mls, amy::Phyperc1o1­yfp (spec)                                             (5)
 12     eps­YFP                                    PB228              epsA­O::tet, amyE::Phyperc1o1­yfp (spec)                                       (5)
 13     eps­ mKate2                           NL070              epsA­O::tet, amyE::Phyperspank­mKate2 (cm)                                NL
 14     eps tasA­YFP                           PB178              epsA­O::tet, tasA::kan, amyE::Phyperc1o1­yfp (spec)                    (5)
 15     eps tasA­ mKate2                  NL111              epsA­O::tet, tasA::erm, amyE::Phyperspank­mKate2 (cat)            NL
 16     TasAop­mCherry                    DR­40              tasA::spec, amyE::tasAop­mCherry                                               (6)
 17     PtapA­CFP                                DL722              amyE::PsrfAA­yfp                                                                              (7)**
 18     PsrfA­YFP                                  DL823              lacA::PtapA­cfp                                                                                 (7)**
 19     PtapA­CFP, PsrfA­YFP               DL831              amyE::PsrfAA­yfp, lacA::PtapA­cfp                                                    (7)
 20     IPTG­tasA                                  DR6                tasA::km, lacA::Phyperspank­tasA                                                  (8)

Source:
(1) Branda, SS, González­Pastor, JE, Ben­Yehuda, S, Losick, R & Kolter, R. Fruiting body formation in Bacillus subtilis.
Proc Natl Acad Sci. 2001;98(20): 11621­11626.
(2) Vlamakis, H, Aguilar, C. Losick, R & Kolter, R. Control of cell fate by the formation of an architecturally complex
bacterial community. Genes & Development. 2008;22: 945­953.
(3) Branda, SS, Chu, F, Kearns, DB, Losick, R & Kolter, R. A major protein component of the Bacillus subtilis biofilm matrix.
Molecular Microbiology. 2006;59(4): 1229­1238.
(4) Aguilar, C., Vlamakis, H., Guzman, A., Losick, R., & Kolter, R. KinD is a checkpoint protein linking spore formation to
extracellular­matrix production in Bacillus subtilis biofilms. MBio. 201;1(1): doi:10.1128/mBio.00035­10
(5) Beauregard, PB, Chai, Y, Vlamakis, H, Losick, R & Kolter, R. Bacillus subtilis biofilm induction by plant polysaccharides.
Proc Natl Acad Sci. 2013;110(17): E1621­E1630.
(6) Kolodkin­Gal, I, Romero, D, Cao, S, Clardy, J, Kolter, R & Losick, R. D­Amino acids trigger biofilm disassembly. Science.
2010;328(5978):627­629.
(7) Lopez, D, Vlamakis, H, Losick, R & Kolter, R. Paracrine signaling in a bacteria. Genes & Development. 2008;23(14):
1631­1638.
(8) Romero, D, Vlamakis, H, Losick, R & Kolter, R. An accessory protein required for anchoring and assembly of amyloid
fibres in B. subtilis biofilms. Molecular Microbiology. 2011;80(5): 1155­1168.
NL = Nick Lyons

* Strains are derivatives of Bacillus subtilis NCIB 3610
** Control: single­labelled strains that are used as control of double labeled strain, but not shown in the actual figures.

Table S1. Strain list.



Text S1. Characterization of cell types: co-expression of srfA and tapA

The microscopy images (n = 439) of the time‐course experiment (Figure 4.3) were alsoused to examine the co‐expression of srfA and tapA. This is necessary to con"irm thatsurfactin‐producing and matrix‐producing cells really form mutually exclusive cell typesfor our growth conditions. Previous studies have shown, based on "low cytometry data,that there are no cells that strongly express both srfA and tapA (Lopez et al. 2009c). Thisled to the conclusion that surfactin‐producing and matrix‐producing cells are two mutu‐ally exclusive cell types. However, when cells rarely express either srfA or tapA, oneexpects that "inding cells that express both srfA and tapA is even less common. Not"inding such cells is therefore not conclusive for answering the question of whether thesecell types are mutually exclusive or not. Instead one must compare the observed co‐expression pattern between srfA and tapA with the expected co‐expression pattern (vanGestel et al. 2015a). The expected co‐expression pattern follows from the assumptionthat the observed distributions of srfA and tapA expression are statistically independent.For example, when srfA is expressed at level A with frequency fA and tapA is expressed atlevel B with frequency fB, then the expected frequency of having srfA expressed at level Aand tapA expressed at level B is fAB = fA · fB. Figure S2 shows, for each combination of"luorescence intensities, whether the frequency of pixels belonging to a certain intensitycombination is lower (cyan) or higher (dark blue) than that expected by chance. Thecombinations of "luorescence intensities for which no pixels were observed are coloredgrey. Interestingly, the observed co‐expression pattern of srfA and tapA deviates from theexpected co‐expression pattern: cells that weakly express both srfA and tapA are lessabundant than expected by chance (cyan area in the middle), while cells that onlyexpress either srfA or tapA are more abundant than expected by chance (dark blue areaon the sides). In other words, surfactin‐producing and matrix‐producing cells can indeedbe considered two mutually exclusive cell types. As shown in Figure 4.3A, the mutuallyexclusive expression of srfA and tapA partly results from the temporal separation in geneexpression.
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Parameter     Description                               Default setting                High bending rigidity                  Large cell size

        N              Initial number of cells                        32                                             32                                             19
        T              Number of time steps                    17∙106                                     17∙106                                     17∙106

        G              Growth rate                                    0.03/104                                 0.03/104                                 0.03/104

        S              Cell size                                               0.03                                         0.03                                         0.05
        B              Change in angle                                  10°                                           10°                                           10°
        k              Bending rigidity                                  0.1                                           100                                           0.1

Table S2. Modeling parameter settings of Figure 4.10 of manuscript



Text S2. Quanti!ication of van Gogh bundles 

Here we describe a quantitative method to determine if cells are part of a van Goghbundle or not. For this purpose, we performed advanced image analysis on a number ofmicroscopy frames that contain single cells only, van Gogh bundles or a mixture of both.All the microscopy images were taken at the colony edge, as for the images shown inFigures 4.4 and 4.5. The images that contain single cells were acquired early in colonydevelopment, in the dendrite growth phase. The images that contain van Gogh bundleswere acquired later, in the petal growth phase. The images that contain both single cellsand van Gogh bundles were acquired in between both growth phases. The images were analyzed in multiple steps (Figure S3). First, the microscopy imageswere segmented using advanced image‐analysis software, called MicrobeTracker(Sliusarenko et al. 2011). This segmentation allowed us to determine the cell outline, celllength and major axis. Cells were not treated as straight lines, but divided in similar‐sizedcell segments to account for the cell curvature. Second, using this output data, we coulddetermine the spatial orientation of cells by determining the directionality of all cellsegments (see segmentation in Figure S3). Figure S4 shows that there is a striking differ‐ence between the spatial orientation of cells inside a population of single cells and cellswithin van Gogh bundles; whereas the former shows a high variability in the direction inwhich cells orient, the latter shows a smooth transition in which the spatial orientationof cells changes. The collection of cell segments was used for further analyses. A number of spatial metrics could be obtained from the segmented image data. Here,we focussed particularly on the alignment of cells. For our analysis we were inspired byresearch on the self‐organization of animal groups – i.e. "ish schools and bird "locks(Hemelrijk and Hildenbrandt 2012). Despite the vast differences, research on the organi‐zation of animal groups is driven by similar questions as the ones addressed in our study:how can a complex pattern of organization emerge from simple interactions betweenindividuals? To explain the patterns that emerge in bird "locks and "ish schools it hasbeen shown that alignment of individuals is crucial. Alignment results from the attractionand repulsion of neighboring individuals, which thereby coerce each other to move in thesame direction (Katz et al. 2011). To determine the alignment of our bacterial cells, weuse similar methods than those used for studying the alignment of individuals in animalgroups. Namely, we randomly picked cell segments from the microscopy image, afterwhich the average angular differences between these focal cell segments and their neigh‐boring cell segments were determined. The neighboring cell segments were chosenwithin a certain radius from the focal cell segment and did not include segments from thecell to which the focal cell segment itself belongs (see Figure S3). Using this metric, wecan determine the level of alignment in the distinct regions of a microscopy image. Incase cells are perfectly aligned the average angular difference between neighboring cellsegments is 0°. In the opposite case, when cells are oriented perpendicular with respectto each other, the average angular differences between neighboring cell segments is 90°.The level of alignment was determined for 10% of randomly‐selected cell segments per
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image frame. We used a linear interpolation between these data points to determine thelevel of alignment over the entire image frame.Figure S5 shows the level of alignment across the images shown in Figure S4. Regionswith weak alignment are shown in blue and regions with strong alignment are shown inwhite. It is evident that the level of alignment is much higher for cells inside the van Goghbundle than for single cells. Although regions of high alignment did occur in the singlecell population, they formed isolated patches. Van Gogh bundles showed a nearly perfectalignment along the whole microscopy image, except for small regions where the bundlesshow strong folds. This is especially apparent when studying the vector "ields – indi‐cating the spatial orientation of cells – that are superimposed on the alignment plots inFigure S5.Thus, based on alignment, we can easily discriminate between images that onlycontain van Gogh bundles and images that only contain single cells. The questionhowever remains how good we could discriminate between van Gogh bundles and singlecells within a single microscopy image. For this purpose, we analyzed a frame thatcontained both single cells and van Gogh bundles, which was taken in the transitionphase from dendrite growth to petal growth (corresponding to Figure 4.7A in the maintext). Figure S6 shows a detailed image analysis of the mixed image frame: the spatialorientation of cells, the level of alignment and the superimposed vector "ield. The regionsthat contain van Gogh bundles clearly stand out from the alignment plot as large regionsof undisrupted high levels of alignment (i.e. large white regions in the plot). In otherwords, the level of alignment can be used to discriminate between regions with andwithout van Gogh bundles within a single microscopy image.Instead of examining the average level of alignment between a focal cell segment andits neighbors, one can also study the distribution of alignment. In other words, one candetermine how the angular differences between a focal cell segment and its neighborsare distributed. As explained above, when two cells are perfectly aligned there is anangular difference of 0°, while in the opposite case there is an angular difference of 90°.Figure S7 shows the average distribution of angular differences between neighboring cellsegments. The average distribution was determined per microscopy image and, as wasthe case for the alignment plots in Figure S5, was based on 10% of randomly‐selected cellsegments within each image. In total, four image frames were examined (Figure S17).Two of these images correspond to those analyzed in Figures S4 and S5. The other twowere newly analyzed images and used as replicates: one of these new images onlycontained van Gogh bundles and the other one only single cells. Thus, the red distribu‐tions in Figure S7 correspond to the two microscopy images with van Gogh bundles andthe blue distributions correspond to the two microscopy images with only single cells. Asexpected, the distributions corresponding to the van Gogh bundles were skewed towardsthe left in comparison to those corresponding to single cells, meaning that neighboringcell segments showed smaller angular differences (i.e. stronger alignment). Interestingly,the two images with van Gogh bundles showed nearly identical distributions of angulardifferences. The same was observed for the other two distributions. Thus, the distribu‐
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tion of alignment is very consistent between image frames and can therefore be used as areliable indicator for absence or presence of van Gogh bundles.Given the large database of segmented cells, we could also examine the average char‐acteristics of cells that occur inside a van Gogh bundle and cells that are part of a singlecell population. We determined the cell length and curvature based on phase‐contrastimages. The inset of Figure S7 shows the average cell shapes. Cells in van Gogh bundlesappear longer than their single cells siblings. The curvature of the cells is more‐or‐lessthe same, although cells inside the van Gogh bundles appear more curved because theyare longer.All in all, van Gogh bundles can accurately be quanti"ied based on the alignment ofcells. Although, the level of alignment is a powerful metric, additional metrics arerequired for an even more comprehensive view on van Gogh bundles. For example, onecould also determine the width and length of the van Gogh bundles. Such metrics requirea substantial larger amount of image acquisition and analyses, but would be interestingto pursue in future studies.
Text S3. TasA distribution

TasA is produced by matrix‐producing cells, which predominantly occur inside the vanGogh bundles. In this section, we examine the spatial distribution of TasA using "luores‐cence microscopy images of a TasA‐mCherry strain (i.e. the TasA protein is fused with ared "luorescent protein). Three questions were addressed:
(1) Does TasA diffuse outside the van Gogh bundles?(2) Does TasA preferentially localize to the pole‐to‐pole interactions between cells?(3) Does TasA localize to the pole‐to‐pole interactions between tasA mutants inside thevan Gogh bundle? 
Only a small fraction of TasA diffuses towards the single cells that surround the
van Gogh bundleTo determine if TasA strictly occurs in the van Gogh bundles, where it is produced, or alsodiffuses to surrounding cells, we performed a detailed analysis on a section of themicroscopy image of Figure 4.7A (see inset of Figure S9). The image section was selectedsuch that the left side consisted of van Gogh bundle and the right side of single cells, asalso apparent from the level of alignment between cells (Figure S9, blue line).Figure S9 shows the TasA distribution for a horizontal cross‐section of the imagesection. The "luorescence intensity was normalized, such that the background expressionis equal to 0 and the highest observed "luorescence value is equal to 1. As expected, basedon the visual examination of the "luorescence image (Figure 4.7A), TasA is predominantlylocalized to the van Gogh bundles. The sharp peaks correspond to the pole‐to‐pole inter‐actions between cells in the van Gogh bundle, which will be analyzed in detail in the next
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section. Interestingly, a fraction of TasA did diffuse to the surrounding single cells,although this fraction is only marginal in comparison to the "luorescence peaks observedin the van Gogh bundles.
TasA predominantly localizes to the pole-to-pole interactions between cellsFrom the previous analysis and the visual inspection of the "luorescence images of Figure4.7A, one would conclude that TasA preferentially localizes to the pole‐to‐pole interac‐tions between cells in the van Gogh bundle. Here, we perform a quantitative imageanalysis, to con"irm if TasA is indeed localized to the pole‐to‐pole interaction pointsbetween cells.Given the strong alignment of cells inside the van Gogh bundles, there are only twotypes of cell‐to‐cell interactions: pole‐to‐pole and side‐to‐side cellular interactions (onlynon‐aligned cells can have pole‐to‐side interactions). To determine to which of these cell‐to‐cell interactions TasA predominantly localizes, we analyzed the "luorescence intensityalong hundreds of line segments. We examined two types of line segments (see FigureS10): line segments along a cell’s major axis at the cell poles (red; aimed to examine thepole‐to‐pole interactions) and line segments along a cell’s minor axis at the cell sides(blue; aimed to examine the side‐to‐side interactions). Figure S10 shows the "luorescenceintensity along each of the examined line segments as well as the average gradient in"luorescence intensity. As expected, on average there were much higher concentrations ofTasA at the pole‐to‐pole interactions between cells (red) than at the side‐to‐side interac‐tions between cells (blue). This shows that TasA predominantly localized to the cellpoles. One should note that TasA also accumulated at ‘loose’ pole ends, where no neigh‐boring cells are present, so the accumulation of TasA does not necessarily require twointeracting cells (Figures S9 and S10). Yet, such ‘loose’ poles are relatively rare inside thevan Gogh bundles, since cells form chains.
TasA does not localize to the pole-to-pole interactions between tasAmutant cellsAs described above, a part of TasA produced by cells inside the van Gogh bundles diffusesto the single cells surrounding the bundle. However, despite the presence of TasA, we didnot observe an accumulation of TasA around the poles of cells outside the van Goghbundles. It can be that cells outside the van Gogh bundles do not express the necessaryproteins to sequester TasA. It has been shown that the assembly of TasA into amyloid‐like"ibers and the binding of these "ibers on the cell wall depends on TapA, an accessoryprotein that forms discrete foci in the cell envelope (Romero et al. 2010, 2011). Whencells do not express TapA the allocation of TasA towards the cell poles might behampered.We therefore examined if TasA could localize to the pole‐to‐pole interactions between
tasA mutants that are part of a van Gogh bundle. We examined van Gogh bundles thatconsist of two strains: a WT strain that produces the fusion TasA‐mCherry and a tasAmutant strain. The strains occur side‐by‐side as cell chains in the chimeric van Goghbundles. As tasA mutant cells are part of the van Gogh bundle, they are expected to
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express the proteins necessary to sequester TasA. We examined the TasA concentrationalong line segments at the pole‐to‐pole interactions between either WT cells (red, FigureS11) or tasA mutant cells (blue, Figure S11). Figure S11 shows the "luorescence intensityalong each of the line segments as well as the average. As is the case for the single cellssurrounding the van Gogh bundles, a fraction of TasA diffused from the TasA‐producingcells to the tasA mutant cells within the van Gogh bundles. Yet, interestingly, there was nopreferential allocation of TasA towards the pole‐to‐pole interactions between tasAmutant cells, while there was such allocation between WT cells. Thus, even though a frac‐tion of TasA diffuses away from the cell, it does not localize to the pole‐to‐pole interac‐tions between cells that do not produce TasA themselves. It seems that a substantialfraction of the TasA that is produced by a WT cell is sequestered towards its own poles.
Supplementary !igures
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Dendrites Petals Rays

Figure S1. Toothpick re-inoculation of
cells from morphologically distinct
parts of the colony. Cells transferredfrom the morphologically distinctregions of a WT colony to fresh medium:samples 1 and 2 are taken from den ‐drites, samples 3 and 4 are taken frompetals, and samples 5 and 6 are takenfrom rays. Top: locations of colony fromwhich samples were collected. Bottom:the colonies produced by the re‐inocu‐lated colony samples after 1 d of growthon a fresh medium. Despite some smalldifferences in colony size, all re‐inocu‐lated colonies are morphologically thesame. Toothpick inoculation was chosento minimize manipulation of samplesduring re‐inoculation. 
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Figure S2. Co-expression of srfA and tapA in a wild-type strain. Gene expression of srfA and tapA ismonitored by YFP and CFP "luorescence intensities, respectively (PsrfA‐YFP and PtapA‐CFP). For each combi‐nation of "luorescence intensities, the ratio between the observed and expected pixel frequency is shown(see Text S1). Fluorescence intensity combinations to which more pixels belong than expected by chanceare colored dark blue, while those to which fewer pixels belong than expected by chance are colored cyan(those with the expected number of pixels are colored white). When no pixels are observed, the "luores‐cence intensity combination is colored grey. The graph does not show the density of pixels over the diffe‐rent "luorescence intensities. The microscopy pictures used for this analysis were also used for thetime‐course experiment in Figure 4.3. 
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Segmentation of cell
in phase-contrast image

(MicrobeTracker)

Determine alignment
of cell segments
in neighbourhood

Radius of
neighbourhood

Neighbouring
cell segment

Focal cell segment

Figure S3. Measurement of cell alignment.Here we show the two steps that underlie thequanti"ication of cell alignment. In the "irststep, cells are segmented using advancedimage analysis software, MicrobeTracker(Sliusarenko et al. 2011), thereby determininga cell’s outline and major axis. The major axisis divided in approximately equally sized cellsegments to account for the curvature of acell. In the second step, the alignment of cellsegments is determined by comparing thespatial orientation of the focal cell segmentwith that of its neighbors (excluding segmentsthat belong to the same cell as the focal cellsegment). The neighborhood includes allsegments that are within a radius of 20 pixelsof the focal cell segment. 

Figure S5. (Right). Level of alignment in a population of single cells and van Gogh bundles. This "igureshows the level of alignment between cells for the microscopy images shown in Figure S4. A low level ofalignment indicates that cells are oriented in different directions (blue) and a high level of alignment indi‐cates that cells are oriented in the same direction (white); see Text S2 for details on alignment measure‐ment. Top: alignment at the colony edge in the dendrite growth phase (left, single cells) and the petalgrowth phase (right, van Gogh bundles). Bottom: vector "ields, showing the spatial orientation of cells,superimposed on alignment plots.  
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Figure S4. Cell orientation in a population of single cells and van Gogh bundles. Top: phase‐contrastimages of cells at the colony edge in the dendrite growth phase (left, single cells) and the petal growthphase (right, van Gogh bundles). Bottom: superimposed coloration that shows the spatial orientation ofcells. The Color shows the angle of cell segments (see Text S2 for details). Regions from the microscopyimage in which cells could not be accurately tracked (e.g., overlapping cells), were excluded from theanalysis.  
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Single cells + van Gogh bundles

Single cells

van Gogh bundles

Figure S6. Cell orientation and alignment in a mixed population of single cells and van Gogh
bundles. Analysis of the phase‐contrast image of Figure 4.7A shows a mixed population of single cells andvan Gogh bundles (n = 1,930 cells). Top: phase‐contrast image. Top right: spatial orientation of cells (forlegend see Figure S4). Bottom left: level of alignment in the population (for legend see Figure S5). Bottomright: vector "ield superimposed on the alignment plot, showing clear distinction between regions with andwithout van Gogh bundles. Regions in the microscopy image in which cells could not be accurately tracked(e.g., overlapping cells and parts of cells at the image edge) were excluded from the analyses.  
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Transition between dendrite growth phase and petal growth phase in chimeras

Figure S8. Chimeric colonies in transition between dendrite and petal growth phase. Here are thecolonies of four mutant chimeras a few hours before the microscopy images shown in Figure 4.6 weretaken: (1) srfA + eps, (2) srfA + tasA, (3) eps + tasA, (4) eps tasA + srfA. Images in Figure 4.6 are taken at thecolony edge. As shown in Figure 4.2A, colony expansion is slightly slower in srfA + tasA and eps + tasAmutant chimeras than in srfA + eps and eps tasA + srfAmutant chimeras.  
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Figure S7. Distribution of angular differences between a focal cell segment and neighboring cell
segments. The dark and light blue lines (n = 5,590 cells) and dark and light red lines (n = 2,751 cells) showthe average distribution of angular differences between neighboring cell segments for populations of singlecells and van Gogh bundles, respectively (see Text S2 for details on calculation). Each distribution is basedon all the angular differences between the focal cell segments and their neighbors within an image (using10% of all cell segments). The distributions are plotted in bins of 9°, so the "irst bin includes angular diffe‐rences of 0–9° between neighboring cell segments, the second bin includes angular differences of 9–18°,etc. The plot inset shows the average shape of a cell that is part of a van Gogh bundle or a population ofsingle cells (based on phase‐contrast images), accounting for the average cell length, cell curvature, and cellalignment with respect to neighboring cells. The average angle between neighboring cells inside van Goghbundles and in a population of single cells is 4.5° and 21°, respectively.  
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Figure S9. TasA concentration at the boundary between van Gogh bundles and surrounding single
cells. Left: phase‐contrast and "luorescence images of Figure 4.7A. The image section that is scrutinized indetail is included in the rectangle. Top right: magni"ication of the section in the phase‐contrast image that issubject to detailed analysis, showing van Gogh bundle on the left side and single cells on the right side.Middle right: average angle between neighboring cell segments across the image section. Cells on the leftside, corresponding to the van Gogh bundle, are strongly aligned (i.e., small angular differences), and cellson the right side are weakly aligned (i.e., large angular differences). Bottom right: TasA "luorescence acrossimage section. The red dots show the "luorescence intensity of the pixels, the thick black line shows theaverage intensity along the image cross‐sectionm and the thin black lines show the standard deviation.Peaks in "luorescence intensities correspond to pole‐to‐pole interactions between cells. Fluorescencevalues are normalized towards background "luorescence.  
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Figure S10. TasA distribution at pole-to-pole and side-to-side cell interactions. Left: phase‐contrastand "luorescence images of van Gogh bundles of the TasA‐mCherry strain (similar to those shown in Figure4.7A). Superimposed on the phase‐contrast image are the line segments along which TasA "luorescence isdetermined. The major axis line segments correspond to line segments along a cell’s major axis at the cellpoles (pole‐to‐pole interactions). The minor axis line segments correspond to line segments along a cell’sminor axis at the cell sides (side‐to‐side interactions). Each line segment functions as a transect alongwhich the TasA "luorescence intensity is measured. Right: "luorescence intensities along line segments. Thetransparent red lines show the "luorescence intensities along each major axis line segment (n = 311), andthe transparent blue lines show the "luorescence intensities along each minor axis line segment (n = 363).The bold thick and thin lines show the average "luorescence intensity and standard deviation, respectively.Since the line segments differ in length, they are centralized around the highest "luorescence value that ismeasured along the line segment, which is set to pixel location 0. The symmetry of the "luorescence distri‐butions shows that the highest "luorescence values are in the middle of the line segments—i.e., the intercel‐lular space between cells.  
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Figure S11. TasA !luorescence at pole-to-pole interactions of wild-type and tasA mutant cells in a
van Gogh bundle. Left: phase‐contrast and "luorescence images of a chimeric van Gogh bundle consistingof WT TasA‐mCherry cells and mutant tasA‐YFP cells (similar to the chimera shown in Figure 4.7B). The"luorescence image is a composite image showing mutant cells (arti"icially colored green) and localizationof TasA protein (red "luorescence). The phase‐contrast image shows the van Gogh bundle. Superimposedare line segments corresponding to the pole‐to‐pole interactions between WT cells (red, n = 460) andbetween mutant cells (blue, n = 192). Along these line segments the TasA "luorescence intensity is deter‐mined, as was done for the major and minor axis line segments in Figure S10. Right: "luorescence intensi‐ties along line segments. Transparent lines correspond to the "luorescence intensities along the individualline segments. The bold thick and thin lines correspond to the average "luorescence intensity and standarddeviation, respectively.  
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Figure S12. Colony expansion of wild-type and srfA colonies when exogenous surfactin is added.Colony growth of WT (upper images) and srfA mutant (lower images) without adding solution prior toinoculation (left), with adding 10 µl of 20 mM NaOH solution prior to inoculation (middle), and with adding10 µl of surfactin solution (10 mg/ml surfactin in 20 mM NaOH solution) (right) prior to inoculation(Kinsinger et al. 2003). All plates were inoculated with colony suspensions with standardized cell density(see Materials and Methods and Kinsinger et al. 2003).   
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Figure S14. Arti!icial induction of tasA expression and colony expansion. tasA transcription was arti"i‐cially induced in an IPTG‐inducible tasA strain by adding 0, 0.05, 0.1, and 0.2 mM IPTG to growth medium(MSggN). Romero and colleagues (2011) showed that the WT bio"ilm morphology on MSgg (similar to ourgrowth medium, MSggN) can be recovered in an IPTG‐inducible tasA strain by adding 0.2 mM IPTG. Colonymorphology is not recovered by adding IPTG to our growth medium (i.e., dendrites are lacking), but colonyexpansion is recovered (i.e., not considering morphology) when 0.05 mM IPTG or more is added.   
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Figure S13. Folding properties of !ilamentous loops in wild-type and tasA mutant colonies. Thefolding properties of the outermost loops at the colony edge of WT and tasA colonies are characterized bythe distribution of angles. A segmented line is drawn on top of each loop, with regularly sized line segments(accomplished by a mesh overlay). The angles between the neighboring line segments determine thefolding properties of a "ilamentous loop. tasA loops have more and stronger folds than WT loops, as isapparent from the distributions of angles; the relative angles between line segments in tasA loops aresmaller (Mann Whitney U test: P < 10‐16, W = 206,266). Five microscopy images were examined for eachstrain, resulting in 509 and 625 concatenated line segments in tasA mutant and WT loops, respectively.   
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Figure S15. Effect of passaging on the composition of cell types in the initial inoculum. (A) CFP andYFP "luorescence intensities correspond respectively to tapA and srfA expression in a PtapA‐CFP PsrfA‐YFPWT strain. The range of "luorescence intensities was measured for six different cell cultures: (1) non‐labeled WT (control) (black), (2) cell culture form O/N colony grown on MSggN (37°C) (red), (3) cellculture at the end of cycle 6 during passaging (blue), (4) cell culture at the end of cycle 8 during passaging(purple), (5) cell culture that grew for three consecutive cycles without passaging starting in cycle 4(yellow), and (6) cell culture that grew for three consecutive cycles without passaging starting in cycle 6(green). (B) Schematic representation of passaging experiment, including some exemplary microscopypictures that were used for the "luorescence analysis (only phase‐contrast pictures are shown).   
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Figure S16. Schematic overview of events that can occur during !ilament growth in the model. Threecellular events can occur: (1) cell elongation, (2) cell division, and (3) cell turning. Cells are shown asrectangles, with red lines through their major axes and red dots at the pole ends. The red circles surroun‐ding the cells help to determine the spatial orientation of cells. For example, during elongation a cellbecomes longer, but also the spatial orientation of cells changes in accordance with the new intersectionpoint between the corresponding red circles (compare dashed and solid red circles in the upper rightpanel). The spatial orientation of cells during cell division remains unaltered. Cell turning depends on theangle between the focal cell and its neighbors (α1 and α2). Cells turn if the randomly generated new orien‐tation is energetically favorable compared to the original orientation (see model description in Materialsand Methods for details).   
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Figure S17. Phase-contrast microscopy images used for analysis in Figure S7. Top: phase‐contrastmicroscopy images of van Gogh bundles at the colony edge. Bottom: phase‐contrast microscopy images of apopulation of single cells at the colony edge, early during colony development.    






