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Abstract
Irradiation with protons and light ions offers new possibilities for tumor 
therapy but has a strong need for novel imaging modalities for treatment 
verification. The development of new detector systems, which can provide an 
in vivo range assessment or dosimetry, requires an accurate knowledge of the 
secondary radiation field and reliable Monte Carlo simulations. This paper 
presents multiple measurements to characterize the prompt γ-ray emissions 
during proton irradiation and benchmarks the latest Geant4 code against the 
experimental findings. Within the scope of this work, the total photon yield 
for different target materials, the energy spectra as well as the γ-ray depth 
profile were assessed. Experiments were performed at the superconducting 
AGOR cyclotron at KVI-CART, University of Groningen. Properties of the γ-
ray emissions were experimentally determined. The prompt γ-ray emissions 
were measured utilizing a conventional HPGe detector system (Clover) 
and quantitatively compared to simulations. With the selected physics list 
QGSP_BIC_HP, Geant4 strongly overestimates the photon yield in most 
cases, sometimes up to 50%. The shape of the spectrum and qualitative 
occurrence of discrete γ lines is reproduced accurately. A sliced phantom 
was designed to determine the depth profile of the photons. The position of 
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the distal fall-off in the simulations agrees with the measurements, albeit the 
peak height is also overestimated. Hence, Geant4 simulations of prompt γ-
ray emissions from irradiation with protons are currently far less reliable as 
compared to simulations of the electromagnetic processes. Deviations from 
experimental findings were observed and quantified. Although there has been 
a constant improvement of Geant4 in the hadronic sector, there is still a gap 
to close.

Keywords: proton therapy, prompt gamma imaging, Geant4

(Some figures may appear in colour only in the online journal)

1.  Introduction

Radiotherapy with protons and light ions offers significant advantages compared to conven-
tional photon and electron-based tumor treatment. Nevertheless, reliable imaging and treat-
ment verification techniques are still missing in the clinical routine. Numerous concepts of 
in vivo range verification possibilities during proton therapy exist (Knopf and Lomax 2013). 
Currently, particle therapy positron emission tomography (PT-PET) is the only clinically 
proven range verification modality (Paans and Schippers 1992, Enghardt et al 2004, Parodi et 
al 2007, Fiedler et al 2012). Still, due to the half-life of the positron emitters, it cannot be used 
in real-time, which limits its usability in the clinical workflow.

To overcome these limitations, range verification with prompt γ-rays was suggested (Min 
et al 2006). The nuclei within the patient tissue are excited during the slowing down process 
of the protons. De-excitation and emission of photons with energies up to several MeV take 
place on the order of picoseconds or even faster. Hence, biological wash-out can be neglected 
and it is possible to obtain real-time information. Nevertheless, new detector concepts are 
required to unlock the full potential which prompt γ-ray emissions might offer. Several detec-
tor systems are currently under investigation e.g. slit cameras for pure range verification meas-
urements (Verburg et al 2013), Compton cameras which should be able to measure 3D γ-ray 
emission distributions for in vivo dosimetry (Kormoll et al 2011) or new approaches based on 
prompt γ timing (Golnik et al 2014).

Development of novel detector systems for prompt gamma imaging (PGI), requires a com-
prehensive understanding of the photon field which is produced during the proton irradiation 
and reliable Monte Carlo (MC) techniques to model these secondary particles. Within this 
work, multiple irradiations of several phantoms will be presented and an analysis of the total 
γ-ray yield, the energy spectra and depth distribution will be given. The main focus was on 
photons in the energy range from 3 MeV to 7 MeV, which are most promising for these imag-
ing modalities. All experimental findings were compared to Geant4 MC simulations and their 
agreement was assessed.

2.  Materials and methods

Experiments were performed at the superconducting cyclotron Accélérateur Groningen-Orsay 
(AGOR), situated at the KVI-Center for Advanced Radiation Technology (KVI-CART) facil-
ity at the University of Groningen, the Netherlands. The cave housing the AGOR Facility for 
Irradiation of Materials (AGORFIRM) beam-line was used for the setup (van der Graaf et al 
2009). Multiple phantoms made of different materials were irradiated to evaluate the prompt 
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γ-ray yield, the energy spectrum and the depth gamma profile (DGP). MC simulations of the 
experimental setup with Geant4 were conducted for comparison with the measurements. This 
section describes the experimental setup and the Geant4 simulations in detail. Additionally, a 
short description of the assessment of the different errors for the γ-ray yield data will be given.

2.1.  Experimental setup

The proton energy was fixed to 150 MeV. Protons exiting the cyclotron have an energy uncer-
tainty of less than 0.25%. At this energy, the AGOR cyclotron operates with a radio frequency 
(RF) of 55 MHz.

The proton beam current was observed using the in-house beam-monitoring system. During 
its calibration, the beam current was lowered until the number of protons could be counted 
with a scintillation detector. The corresponding number of monitor units (MUs) from the 
ionization chamber was related to the number of protons. After calibration, the scintillation 
detector was removed. The gain of the ionization chamber signal amplifier can be changed 
very accurately in steps of factors of ten. The gain setting is decreased for higher beam cur-
rents in order to keep the MU count rate within the limits of the MU counting system. As such, 
because of the very accurately controlled gain of the ionization chamber signal, the calibration 
performed with very low beam current was valid for beam currents many orders of magnitude 
higher as used in the measurements.

The MUs were fed into a charge counter which was vetoed with the crate’s busy signal. 
Real and live charge counts represented the applied MUs for each irradiation. Additionally, 
a frequency generator (time counter) was used to determine the dynamic system dead-time. 
This allowed an accurate dead-time correction for the whole experiment. Afterwards, the pro-
ton number np was calculated with

= ⋅n C N   p c� (1)

where C is the calibration factor and Nc the live charge counter output. The relative errors 
from the measurement time and detector-target distance were  <10−3 and at least one order of 
magnitude smaller when compared to the error of the MU to proton number scaling.

For measuring the prompt γ-ray emissions, a high purity germanium (HPGe) detector, the 
so-called Clover, was used. The Clover is a composite semiconductor detector and consists of 
four separate n-type HPGe crystals, which are arranged like a four-leaf clover. It offers good 
energy resolution and can be operated in add-back mode to improve the photo-peak efficiency 
(Duchêne et al 1999, Elekes et al 2003). Extensive work was performed to incorporate the 
detector geometry into the MC simulations. The Clover was operated without anti-Compton 
shield and the crystals were read-out individually. Afterwards, the four channels were cali-
brated and the energy deposition was summed for every event (add-back mode). A sketch of 
the experimental setup is shown in figure 1.

At the position of the isocenter (57.5 cm behind the beam exit window), the Clover was 
placed at an angle of 90° to the beam axis. Several phantoms were irradiated throughout the 
experiment. They where positioned with the median of the expected (simulated) DGP at the 
isocenter. Full absorption measurements, where the proton beam was completely stopped, 
were conducted with blocks of polyethylene (PE), graphite and cortical bone equivalent mate-
rial (SB3). SB3 consists of O (36.5%), C (31.4%), Ca (26.8%), H (3.4%) and N (1.8%) and was 
manufactured by the company Gammex. Additionally, seven measurements with polymethyl 
methacrylate (PMMA) phantoms of varying thickness were performed to assess the depth 
profile of the prompt γ-ray emissions. The so-called sliced phantom was built from several 
1 cm and 3 cm PMMA slabs up to a total thickness of 15 cm. At this depth, total absorption 
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of 150 MeV protons in PMMA is achieved. The beam dump was about 410 cm behind the 
isocenter. During the measurements of thinner targets, the protons traversing the phantom and 
hitting the beam dump contribute to the overall signal. Applying the inverse square law, this 
contribution can be estimated to be less than 2%.

The following differential analysis of the measured photon yields was used to reconstruct 
the DGP in PMMA. The number of photons per proton per cm depth yi for the ith slice can 
be written as:

⎧

⎨
⎪⎪

⎩
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=
=

− >−
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x x
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� (2)

where xi is the number of photons per protons in the ith measurement and si the thickness of 
the current slice. The total thickness of the PMMA phantom was increased from 5 cm to 15 
cm resulting in seven measurements (see also table 1).

2.2.  Monte Carlo simulations with Geant4

MC simulations were computed with Geant4 (Agostinelli et al 2003), release v10.00.p01 with 
the physics list QGSP_BIC_HP. Detailed information about this reference physics list is given 
subsequently and can be obtained from Geant4 user support web page5. The list is based on 
a parton or quark gluon string (QGS) model which describes high energy (12 GeV–100 TeV) 
hadronic interactions of protons, neutrons, π and K mesons. It also includes the precompound 
model (P). Reactions below 10 GeV are handled by the intranuclear cascade model Binary 

Figure 1.  (Left) Experimental setup at the AGORFIRM beam-line. The sketch shows 
the Clover detector mounted in a 90° angle to the beam axis. The proton beam was 
coming from the left. The black dot at the intersection of the Clover central axis and 
the proton beam marks the isocenter. The distance (x) of the phantom’s front-face to 
the isocenter varied, depending on the phantom material. (Right) Schematic view of the 
electronic setup. Every crystal had two outputs which were used to provide the ADC (E) 
and a gating signal (T) for the corresponding channels.

Clover

47.8 cm
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40 cmbeam exit
window
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E1 . . . E4
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CFD
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Logic unit
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5 http://geant4.web.cern.ch/geant4/support/proc_mod_catalog/physics_lists/referencePL.shtml. 
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cascade (BIC). Low energy final states of hadron inelastic scattering are generated by the pre-
compound model which is valid below 170 MeV. The high precision neutron (HP) package 
provides data-driven neutron processes from 20 MeV down to thermal energies, i.e. Geant4 
uses an evaluated neutron data library (G4NDL) for cross sections, angular distributions and 
final state information6. Proton dose calculation in Geant4 is already well-established since 
version 8.1. For this purpose, a combination of the BIC model for the nuclear and the standard 
electromagnetic (EM) models for the electronic interactions is recommended (Jarlskog and 
Paganetti 2008). The BIC model also offers improved nuclear de-excitation handling and is 
supposed to better describe production of secondary particles created in interactions of pro-
tons and neutrons with nuclei compared to parametrized models.

For photons, electrons and positrons the range cuts were fixed in all runs to 10 cm, while 
for protons they were set to 1 µm. In Geant4, the concept of production cuts is used to achieve 
a compromise between computation time and accuracy. From these range cuts, threshold 
energy are calculated for each particle type and material. A particle with this threshold energy 
is stopped or absorbed after traveling the range cut distance. In general and not considering 
certain exceptions, secondary particles which are created with kinetic energies below this 
threshold will not be tracked and the energy is deposited locally7. These thresholds effectively 
decrease the number of directly created and bremsstrahlung induced low energy photons. 
Since the main interest was attributed to γ-rays with energies above 2 MeV, this influence is 
negligible and the performance advantage was exploited.

The experimental setup, including the complex geometry of the Clover crystals and casing, 
were modeled and the different irradiations were simulated. This allows a quantitative com-
parison of the γ-ray yield measured in the experiment with the MC simulations.

2.3.  Error analysis

In this section, the analysis of the different errors of experiment and simulation are described. 
The random error was calculated from the number of counts N:

Table 1.  Summary of the different measurements: the measurements lasted from about 
12 min–30 min for the PMMA slices to over 70 min (PE target). For the sliced phantom, 
i denotes the measurement number and si the thickness of the added slice.

Target i
si  
cm

Total thickness  
cm

Dead-time  
%

Time  
s

1 5 5 23.6 1894
2 3 8 31.1 1785
3 3 11 33.4 1813

PMMA 4 1 12 35.1 699
5 1 13 34.6 1773
6 1 14 35.4 1795
7 1 15 35.7 1791

PE 25 26.0 4362
Graphite 30 35.0 3718
SB3 12 36.5 2235

Note: The proton beam currents ranged from about 8.6–16.5 pA with a standard deviation within 
one measurement of less than 10%, except for the SB3 measurement.

6 http://geant4.web.cern.ch/geant4/UserDocumentation/UsersGuides/PhysicsReferenceManual/fo/
PhysicsReferenceManual.pdf. 

7 http://geant4.web.cern.ch/geant4/UserDocumentation/UsersGuides/ForApplicationDeveloper/html/index.html.
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Δ =N N� (3)

The error of the number of protons was estimated from the MU to proton number conversion 
and according to (1) it was calculated as follows:

⏟

Δ
= Δ + Δ ≈ Δ
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The relative error of the live charge counts Nc could be neglected, since it was about two 
orders of magnitude smaller than the error of the calibration factor C. The number of photons 
per proton xi was calculated as follows:
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where Nγ is the number of photons in the specified energy interval. Except for the intervall 
from 3 MeV to 7 MeV the continuous background was subtracted using a linear fit around 
the designated peak. Afterwards, the error for the number of photons was derived from the 
backgrounded corrected counts under the peak. When calculating the error for the number of 
photons per proton per cm depth with the differential method, see (2), the absolute errors of 
the number of photons detected in each measurement add up:

Δ = Δ + Δ −y x x       i i i 1� (6)

3.  Results

This section  presents the results of ten irradiations with protons, which were executed to 
determine the prompt γ-ray yield, the corresponding energy spectra and depth distribution. 
The measurements are summarized in table 1. The proton beam current was kept stable for 
each measurement. The live charge counter was used to calculate the effective number of pro-
tons for each measurement. During the calibration the relative error of the calibration factor 

was calculated: =Δ 1.3C

C
%. Using error propagation, the total error was determined for all the 

results as described in the previous section.
The activation of previously irradiated phantom parts mainly produced photon emission of 

511 keV which can be neglected. Furthermore, background measurements showed that there 
were no significant contributions to the photon emissions above an energy of 3 MeV. This 
motivated the energy window selection from 3 MeV to 7 MeV.

3.1. Yield comparison

In figure 2, a quantitative comparison for the total γ-ray yield (from 3 MeV to 7 MeV) is sum-
marized for all ten irradiations. For the full absorption measurements, the simulation strongly 
overestimates the photon yield by 37% (PMMA), 38% (PE), 48% (Graphite) and 38% (SB3). 
Simulations of the sliced PMMA phantoms revealed that, for the irradiation of the 5 cm target, 
the yield seemed to be reproduced within the error margins. With increasing target thickness, 
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the deviations increase up to the values given above. Anyhow, protons which were not com-
pletely stopped in the target produced additional γ-ray emissions when hitting objects further 
downstream such as the beam dump or after scattering in the phantom. So, the simulated yield 
is also overestimated for these measurements.

3.2.  Energy spectrum

When directly looking at the energy spectra, the overestimation of the γ-ray production in the 
energy range from 3 MeV to 7 MeV can directly be seen. Figure 3 depicts a quantitative com-
parison of the photon spectra detected during the full absorption PMMA measurement and 
the corresponding simulation. The production rates for photons of the continuous background 
in the simulations are higher for almost all energies in the considered interval, except that 
from about 4 MeV–6 MeV, the baseline is close to the measured one. Despite the consistent 
overestimation of the continuous background, the overall structure of the measured spectrum 
was reproduced quite well. Counterparts to all major peaks could be found in the simulated 

Figure 2.  Yield comparison of measured and simulated γ-ray emissions in the energy 
range from 3 MeV to 7 MeV during multiple irradiations of the sliced phantom (left) 
and full absorption measurements (right) summed over all four Clover channels. The 
random error (2σ) in the simulated data is barely recognizable. The experimental data 
also includes the 2σ error from the calibration.

Figure 3.  Quantitative comparison of measured and simulated summed γ-ray emission 
spectrum from about 0.5 MeV–7 MeV for the full absorption PMMA measurement.

A Schumann et alPhys. Med. Biol. 60 (2015) 4197
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spectrum. Even smaller structures emerging from neutron capture in the Ge crystals were 
recognized. Furthermore, differences in peak to background intensities were qualitatively 
reproduced by the simulations, such as the missing neutron capture peak of hydrogen in the 
graphite spectrum and the missing oxygen peaks in the graphite and PE measurements. Also, 
the differences in intensity of the 12C plateaus depending on the carbon abundance in the cor-
responding phantom material could be observed.

In addition to the integral yield comparison, several discrete peaks and energy intervals 
were also analyzed. A summary is given in table 2. The yields of the γ-ray emissions originat-
ing from the 11C 2.00 MeV de-excitation and the neutron capture peak were strongly overesti-
mated by the simulations by a factor of 4.4 and 2.0, respectively. Also, the 4.44 MeV plateau 
(included the single and double escape peaks and the corresponding Compton continuum) was 
overestimated by a factor of 2.2. Only the yield of the 6.13 MeV γ-rays from 16O was correctly 
reproduced within the error margins.

Currently, the implementation of Doppler broadening is very limited in Geant4. A sharp 
proportion on top of the Doppler-broadened 4.44 MeV peak was observed in the simulations 
(see figure 3). A process dependent analysis of the prompt γ-rays revealed, that photons emit-
ted at the end of an inelastic proton reaction are broadened and those being created by an 
inelastic neutron reaction are not.

3.3.  Depth profile

To extract the depth profile of the prompt γ-ray emissions from the sliced phantom measure-
ments, the differential approach described in the previous section was chosen. Profiles for 
γ-rays from the 11C de-excitation and neutron capture of hydrogen could not be acquired, 
since the statistical fluctuation in this energy region (up to about 2 MeV), especially for 
the thinner targets were too large. Figure 4 presents the resulting DGPs of photons from 
the 4.44 MeV and 6.13 MeV peak. Measurement i  =  4 was not completed and could only 
partially be restored. Therefore, it was left out in the differential analysis and measurement 
i  =  5 was treated as an additional slab of 2 cm. Similarly, the DGP for the 12C plateau was 
determined. Simulations and experiment showed comparable properties as compared to the 
12C peak.

The experimentally obtained depth profile for γ-rays from the 12C peak (4.439 MeV) exhib-
ited a plateau and a small peak about 1 cm in front of the Bragg-peak. The peak-to-plateau 

Table 2.  Measured and simulated γ-ray peak intensities with the corresponding 
background fit interval for the full absorption PMMA measurement.

Peaks
Eγ  
MeV

Interval  
MeV

Simulation Experiment

Counts per proton

10−7 10−7

11C 2.000 1.95 … 2.05 13.58  ±  0.23 3.09  ±  0.11
Neutron capture H 2.225 2.20 … 2.25 2.27  ±  0.10 1.12  ±  0.05
12C and 11B peak 4.439 4.35 … 4.52 23.30  ±  0.30 8.41  ±  0.27
12C and 11B plateau 4.439 3.25 … 4.60 89.71  ±  0.60 40.14  ±  1.16
16O 6.130 6.07 … 6.15 1.20  ±  0.07 1.30  ±  0.06

Note: Listed are the integrals in the summed spectra in the given energy interval. The error con-
sists of the 2σ random error and the contribution of the calibration to the error of the experimen-
tal data.

A Schumann et alPhys. Med. Biol. 60 (2015) 4197
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ratio is about 2 : 1. In the simulations, the position of the DGP peak is also in front of the 
Bragg-peak but the peak-to-plateau ratio is much larger, namely about 3 : 1. Also the differ-
ence in total yield is also clearly visible, as already shown in table 2.

The DGP of γ-rays coming from the 16O de-excitation at 6.130 MeV agrees much better 
with the simulations. The position of the peak at the distal edge is closer to the Bragg-peak. 
Only the peak-to-plateau ratio seems a little bit larger in the simulations.

In both cases, the first measurement seems to significantly overestimate the plateau. In this 
case, the protons passing the phantom carry the highest residual energy and the contribution 
of additional photons which do not emerge from the phantom is also higher as compared to 
later measurements.

4.  Discussion

In this work, a quantitative characterization of prompt γ-ray emissions during proton irra-
diation of different phantom materials and a comparison with Geant4 MC simulations was 
performed. The selection of multiple targets made of elements which occur in organic tissue 
makes the transition to clinical application possible. The total photon yield, the energy spectra 
and the DGP were successfully assessed, utilizing a conventional HPGe detector system. The 
latter was evaluated with a novel measurement technique (the sliced phantom) which was 
devised to determine a depth distribution of prompt γ-rays with any conventional detector 
system, even if direct spatial information of the detected photons is not provided.

Investigation showed that the MC code Geant4 (using the reference physics list 
QGSP_BIC_HP), in general, overestimates the photon production from nuclear processes 
(inelastic proton and neutron reactions). Not only the continuous background but also the 
γ-ray yield for specific processes is too high. The total yield of the photons with an energy 
from 3 MeV to 7 MeV is up to 50% higher compared to the findings of the experiment. The 
overall shape of the spectrum in this energy range is reproduced quite well in the simulations. 
Even smaller peaks are recognizable even though the quantitative yield does not match in all 
investigated cases. The experimentally determined DGPs are similar to those found during the 
measurements with a collimated system. Verburg et al also observed the peak-to-plateau ratio 
of the 4.44 MeV photons to be 2 : 1 (Verburg et al 2013). This agrees nicely with the results of 
this work. Corresponding MC simulations yielded a much more distinct peak and an increased 
peak-to-plateau ratio as compared to the experimental findings.

Verburg reported that the total non-elastic proton cross sections  (e.g. p  +  12C, p  +  16O) 
are implemented in Geant4 with agreement to the experimental data. The 4.44 MeV γ-ray 

Figure 4.  Prompt γ-ray depth profiles for different energy intervals. For both plots, the 
random errors and for the experimental data the systematic errors are depicted. The 
dashed line indicates the proton depth dose profile (DDP).
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production cross section (12C(p, p′) 12C*4.439  +  12C(p, 2p)11B*4.445) agrees with the experimen-
tal data for proton energies below 10 MeV. For higher energies, it is underestimated by a fac-
tor of about two (Verburg et al 2012). Therefore, it is fair to assume that the incorrect nuclear 
de-excitation handling is partly due to the inaccurate overestimation of the γ-ray production. 
In Geant4, this is executed by the corresponding class files and a database which uses the 
Evaluated Nuclear Structure Data File (ENSDF) provided by the Lawrence Berkeley National 
Laboratory (LBNL) Isotope Project. Additionally, the Geant4 nuclear event generators are 
approximate phenomenological models, which cannot be expected to fully reproduce experi-
mental results. Further investigations would go well beyond the scope of this work.

To improve the resolution of the measured DGPs, the number of slices has to be increased 
while lowering the slice thickness. This can easily be achieved and offers a fast and reliable 
method to investigate depth profiles with conventional detectors. Utilizing the accelerator’s 
RF signal, one could use timing information to reduce background during the sliced phantom 
measurements when the protons are not completely stopped.

The gathered γ-ray emission yield data (from both experiment and simulation) is an impor-
tant step in understanding the secondary radiation field during proton irradiation. It will ben-
efit the hardware development towards imaging modalities for in vivo range verification and 
dosimetry during particle therapy.
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