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ABSTRACT: A major weakness of ion beam therapy is the lack of tools for verifying the particle
range in clinical routine. The application of the Compton camera concept for the imaging of prompt
gamma rays, a by-product of the irradiation correlated to the dose distribution, is a promising
approach for range assessment and even three-dimensional in vivo dosimetry.

Multiple position sensitive gamma ray detectors arranged in scatter and absorber planes, to-
gether with an imaging algorithm, are required to reconstruct the prompt gamma emission density
map. Conventional block detectors deployed in Positron Emission Tomography (PET), which are
based on Lu2SiO5:Ce (LSO) and Bi4Ge3O12 (BGO) scintillators, are suitable candidates for the
absorber of a Compton camera due to their high density and absorption efficiency with respect to
the prompt gamma energy range (several MeV).

We compare experimentally LSO and BGO block detectors in clinical-like radiation fields in
terms of energy, spatial and time resolution. The high energy range compensates for the low light
yield of the BGO material and boosts significantly its performance compared to the PET scenario.
Notwithstanding the overall superiority of LSO, BGO catches up in the field of prompt gamma
imaging and can be considered as a competitive alternative to LSO for the absorber plane due to its
lower price and the lack of intrinsic radioactivity.

KEYWORDS: Compton imaging; Gamma detectors (scintillators, CZT, HPG, HgI etc); Detector
modelling and simulations I (interaction of radiation with matter, interaction of photons with matter,
interaction of hadrons with matter, etc)
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1 Introduction

Accelerated protons have been considered since 1946 for cancer treatment [1]. Protons (or heavier
ions) stop at a predefined depth inside the tissue, the so called particle range. The dose deposition
profile exhibits a maximum (the Bragg peak) close to the ion stopping point, and a fall-off beyond.
In principle, ion beam therapy has several advantages over photon therapy:

• The distal edge: the dose profile falls steeply beyond the particle range, almost to zero for
protons, which is promising for sparing critical organs close to the irradiated tumour.

– 1 –
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• The integral dose: thanks to the Bragg peak, the dose is focused on the tumour and the
damage on healthy tissue is minimised. For photons, the dose in healthy tissue can only be
distributed to a larger volume by irradiating from several directions but its integral is higher
than for protons.

Main drawbacks are the high costs [2], the lack of evidence about the translation of lower
integral dose to clinical outcome [3], and the intrinsic range uncertainties [4]. In ion beam therapy,
factors like patient positioning and anatomy changes [5] may yield severe differences with respect
to the planned dose, whereas photon plans are much less sensitive in this regard. To circumvent
this risk, safety margins are applied and robust treatment plans are designed [6], at the price of an
increase of the dose in the healthy tissue compared to the optimum plan.

Notwithstanding the theoretically superior dose conformality of ions, broad safety margins
constrain critically the outstanding traits of ion over photon beam therapy and fuel the controversy
about the clinical superiority [7, chapters 2.11–2.13]. The lack of tools for measuring in vivo and
in real-time the actual distal fall-off edge, together with the high sensitivity of the ion range to
tissue composition, prevent narrower margins. In this context, several groups across the world race
towards an experimental device that measures the particle range and dose profile in real-time [8].

Many efforts are focused on prompt gamma rays, a by-product emitted in nuclear reactions
along the ion track. The spatial emission distribution correlates with the dose deposition map
of the incident ions [9, 10] and provides an indirect measurement of the particle range. Passive
collimation with a pin-hole [11], parallel slit [12] or multi-slit [13] are promising approaches for
clinical systems based on Prompt Gamma Imaging (PGI). Recent experiments have demonstrated
the feasibility of real-time millimetre range verification with a knife-edge slit collimator [14] at
clinical beam intensities [15] and with heterogeneous phantoms [16].

An alternative PGI system is the Compton camera, which comprises multiple position sensitive
gamma ray detectors arranged in one or more scatter planes, and one absorber plane. The energy
deposited by the prompt gamma rays in each plane as well as the point of interaction is measured.
Based on the well-known Compton formula [17], an iterative imaging algorithm reconstructs the
prompt gamma ray emission density map. In contrast to a slit camera, no mechanical collimation is
needed in order to reconstruct the angle of incidence of the gamma ray, and two-dimensional (2D)
or even three-dimensional (3D) images instead of one-dimensional (1D) profiles are obtained.

On the other hand, the instrumentation and detector requirements in terms of spatial, time
and energy resolution are much higher for a Compton camera, and the reconstruction algorithm
is more difficult and computationally intensive. Nowadays, a PGI Compton camera prototype
demonstrating range verification in a clinical scenario is still a challenge several institutes aim
at [18–24]. Technical complexity, electronic expense, low coincident efficiency, high gamma ray
flux (detector load), radiation background and the elevated percentage of random coincidences are
intrinsic hurdles that cast doubts on the applicability of this technique.

2 Motivation

The imaging of the prompt gamma rays produced by a clinical proton beam represents an experi-
mental challenge due to the following factors:

– 2 –
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• The broad and polychromatic energy spectrum up to 10 MeV (range of interest lies between
1 and 6 MeV) [25].

• The high instantaneous production rate of about 109 gamma rays per second [26], emitted
within a spatial region on the 20 cm scale and in all directions.

• The large radiation background due to neutrons, scattered charged particles and material
activation [27].

Several experimental PGI systems have been proposed and designed in the recent years. A-
mong these, the Compton camera has probably the highest requirements concerning detectors,
electronics and data processing. It is important to choose detector materials that adapt to this spe-
cific environment and cope best with the constraints mentioned above. Diverse theoretical studies
and simulations about the geometry and material choice of a Compton camera for PGI have been
published in the last years [28–30]. The prerequisites of a camera comprising (for simplicity) two
layers are:

• An excellent energy resolution is mandatory to accurately calculate the scattering angle θ of
the incident gamma ray by means of the Compton equation. This defines a cone of response
with opening angle θ . If the incident gamma ray energy is known, it is enough to have a good
energy resolution in the scatterer. Otherwise, this requirement applies also to the absorber.

• A high spatial resolution is needed for placing the Compton cone vertex in the 3D space and
orientating its axis.

• A good timing resolution is advisable for filtering out false coincidences due to the high rate
of (non-prompt) background in the clinical environment.

• A high absorption efficiency (density as well as effective atomic number) is needed in the ab-
sorber to fully stop the prompt gamma rays, which have an energy up to 6 MeV, to minimise
the effect of escape energy (incomplete energy deposition) in the reconstruction.

• A trade-off between energy resolution and absorption efficiency. As the prompt gamma
spectrum is not monoenergetic, the absorber requires in principle a high energy resolution
(see above). However, as the energy range is high, Compton scattering predominates over
photoabsorption and scattered gamma rays may escape the detector with moderate probabil-
ity. Hence, it may be of greater importance to use very dense (or thick) materials, as a high
energy resolution is wasted anyway if there is missing energy.

• The material should be radiation hard to sustain the high rates and damage due to secondary
particles (neutrons, charged particles).

• To cope with the high expected radiation rate, scintillation detectors with very long decay
times or large afterglow are not advisable.

• Intrinsic radioactivity of the material is a drawback as it can lead to false coincidences.

• Non-hygroscopic materials are preferred to avoid scattering in the sealing.

– 3 –
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• Concerning clinical implementation, the camera should be placed at ∼ 30 cm distance from
the beam axis and have a low footprint in order to minimise the interference with the patient
and medical staff. Furthermore, a compromise between camera size (higher sensitivity) and
affordable price (commercial applicability) has to be reached.

Taking into account these numerous requirements, the block detectors from standard PET
scanners [31], based on Lu2SiO5:Ce (LSO) and Bi4Ge3O12 (BGO), are straightforward candi-
dates for the absorber plane. They are well known detectors, non-hygroscopic, fast and radiation
hard [32, 33]. Furthermore, their absorption efficiency is high due to their density and effective
atomic number, and the energy, spatial and timing resolution are good.

Textbook knowledge related to PET scanners [31], where the gamma ray energy is limited to
511 keV, is that LSO pixellated detectors have gained importance to the detriment of cheaper BGO
due to a better performance concerning energy, spatial and time resolution, mainly due to its four
times higher light yield (number of scintillation photons per MeV) and much shorter decay time.
Several studies comparing the different performance of BGO and LSO for PET [34–37] have been
published.

Is this prior experience enough to discard BGO as absorber of a PGI Compton camera? How
does the increased gamma ray energy affect the detector performance? Does the four times higher
cost of LSO crystals [38, p. 64] match also in the PGI scenario with the boost in performance
compared to BGO? Whether or not the higher energies (and thus number of scintillation photons)
will suffice for considering BGO as a competitive alternative to LSO is the essential question that
motivates this paper. To answer it, experiments to characterise the different block detectors in
clinical-like radiation fields are mandatory.

3 Aim

To compare the performance of BGO and LSO scintillators for range verification as part of a PGI
clinical system, namely as absorber of a Compton camera, benchmark experiments are conducted
at several research accelerators. They provide a photon radiation field similar either in the energy
range and/or timing structure with the one expected in a clinical pulsed accelerator [39]. BGO and
LSO detectors are compared specifically in terms of energy, spatial and time resolution. Factors
like absorption efficiency, intrinsic activity, and cost-effectiveness ratio are also addressed.

The experimental results at these measurement campaigns expand and complement the theo-
retical predictions and simulations performed already in this field. The suitability of BGO as an
alternative to LSO as absorber choice of a Compton camera aiming at PGI is discussed.

4 Materials

At OncoRay and Helmholtz-Zentrum Dresden-Rossendorf (HZDR), various Compton imaging de-
tector setups are under evaluation [40, 41]. The absorber comprises PET block detectors (from
commercial scanners) based on LSO and/or BGO scintillators. These are tested individually at
several research accelerators for comparing their performance as absorber.

– 4 –
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Table 1. Comparison of basic properties of the LSO and BGO scintillation materials. Data are extracted
from [31], [42, p. 345], [43–46] and [47, p. 55]. mip refers to minimum ionising particle. Note that the
prices given for crystals are rough estimates [38, p. 64] based on a comparison of detector costs. They are of
course affected by the actual market situation.

Material LSO BGO
Mass density ρ (g/cm3) 7.40 7.13
Melting point MP (◦C) 2050 1050
Molière radius RM (cm) 2.07 2.23
Radiation length X0 (cm) 1.14 1.12
Nuclear interaction length λI (cm) 20.9 22.8
dE/dx per mip (MeV/cm) 9.6 9.0
Effective atomic number Zeff±1 66 75
ρZ4

eff×10−6±10 g/cm3 140 230
ρZ2

eff×10−3±3 g/cm3 32 42
ρZeff±20 g/cm3 490 560
Light yield (LY) (% NaI) 85 21
d(LY)/dT (%/◦C) −0.2 −0.9
Rise time (ps) ∼ 30 ∼ 30
Decay time (ns) 40 300
Peak excitation λexc ±1 nm 358 304
Maximum emission λmax (nm) 402 480
Cut-off transmission ±5 nm 390 315
Index of refraction n 1.82 2.15
Photofraction @ 511 keV (%) 34 44
Energy FWHM @ 662 keV (%) 8 9
Afterglow (%/ms) < 0.1/6 0.005/3
Internal activity (Bq/cm3) ∼ 280 0
Hygroscopic No No
Price in year 2010 ($/cc) 40 9

4.1 Scintillator properties

Table 1 summarises the main properties of LSO and BGO scintillation materials. Figure 1 depicts
the attenuation coefficient of photons with the material for the different interaction mechanisms.
Based on these literature reference values, we can draw some conclusions concerning the intrinsic
potentials of each scintillator:

• Both LSO and BGO materials are non hygroscopic, very dense, have a very low Molière
radius and a high effective atomic number Z, thanks to Lu (Z = 71) and Bi (Z = 83), re-
spectively. Hence, they are suited as absorber. The absorption efficiency of BGO is higher
at energies under 1 MeV (dominated by the photofraction): its lower density is counterbal-
anced by its larger Z compared to LSO. For 511 keV photon energy, the total attenuation
(without coherent scattering) is 0.82 cm−1 for LSO and 0.91 cm−1 for BGO; the photoelec-

– 5 –
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Figure 1. Comparison of the photon attenuation coefficients µ (cm−1) of the LSO and BGO scintillation
materials as a function of the photon energy Eγ for the three main interaction mechanisms: photoelectric
absorption (dashed line), Compton scattering (dotted line) and pair production (dash-dotted line), and the
total attenuation without coherent scattering (solid line). Data are extracted from [43] for Lu2SiO5 and
Bi4Ge3O12, and multiplied by the respective material density.

tric attenuation coefficient is 0.28 cm−1 versus 0.40 cm−1, i.e. ∼ 40% larger for BGO. At
energies above 1 MeV, where Compton scattering predominates over the photoelectric effect
(one order of magnitude), the total attenuation factors (and also the incoherent scattering
and pair production coefficients themselves) are more or less equal for LSO and BGO. At
4 MeV, the pair production is half the Compton attenuation coefficient; above 6 MeV, the first
predominates over the latter. The residual photoabsorption efficiency is still ∼ 40% higher
for BGO.

• LSO has a high internal beta and gamma ray activity in the energy range below 1 MeV. This
does not overlap with the prompt gamma energy range, but increases the chance of false
coincidences (see next subsection) as well as pile-up with true events. The afterglow of LSO
is higher than for BGO [48]. On the other hand, its decay time is much shorter than the
BGO one, so that the sustainable detector rate is higher and the overall pile-up probability
decreases (assuming common detector sizes).

• The energy resolution of LSO is better, especially for the low energy range, mainly due to the
statistical contribution (scales with the number of scintillation photons as N−1/2

ph ) according
to the four times higher light yield [49]. The lower light self-absorption of BGO [35] plays a
minor role.

• The time resolution of a detector made of BGO or LSO is affected by the rise and decay time
of the light pulse, and the light yield. LSO is expected to have a much better time resolution
than BGO, at least when coupling the crystal with standard photomultiplier tubes and ana-
logue discriminators. The low afterglow and a relatively small but fast (60 ns) component of
the BGO decay time [50] may notably enhance its time resolution. Still, LSO is expected
to allow a better background suppression for PGI in a clinical pulsed accelerator thanks to
its better time resolution. The much shorter decay time compared to that of BGO accounts

– 6 –
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for lower pile-up probability (better count rate performance), even taking into account larger
afterglow and the high internal radioactivity.

• The complex intrinsic radiation background of LSO shows a broad energy spectrum below
1 MeV and stems from 176Lu β− decay (most electrons are stopped inside the material) and
simultaneous gamma ray cascade of 307, 202 and 88 keV (photons may escape the material
with a moderate probability) [51].

• The intrinsic spatial resolution, assuming that the interaction is a photoelectric effect, de-
pends on the range of the photoelectron. For the PGI energy range, LSO has a slightly shorter
electron range, around 5% less [52] (which is almost irrelevant, as it could be balanced e.g.
by a 5% larger pixel size in BGO). Note that the Continuous Slowing Down Approximation
(CSDA) range of 4 MeV photoelectrons is around 4 mm, which indicates a constraint of the
minimum crystal pitch. Anyway, at these energies, the photoelectric absorption is a rather
infrequent process (2% absolute photopeak efficiency for 2 cm thick BGO) compared to in-
coherent scattering (29%) or pair production (8%). In case of a Compton effect, the same
conclusions regarding the recoiling electron could apply. If the scattered gamma ray escapes
the detector, the intrinsic spatial resolution will not be affected but there will be missing
energy affecting the reconstruction algorithm. If the scattered gamma ray is fully absorbed
in subsequent processes in the same pixel, there will not be any escape energy, the spatial
resolution is not compromised, but the energy resolution can be affected by non-linearities
(see next point). The same observations apply in case of pair production, depending on the
subsequent absorption of the two annihilation photons.

• Non-linearity effects: a light yield that varies with the energy leads to a non-proportional
response spectrum [53]. This degrades the energy resolution when a photon suffers multiple
interactions in the crystal until being fully absorbed. This intrinsic contribution to the energy
resolution does not differ too much between LSO and BGO [35, 49, 54] in contrast to the
statistical one.

In summary, LSO outperforms BGO especially in the light yield and thus on the energy, spa-
tial and time resolution, whereas BGO has much lower price, no internal activity and a better
photoabsorption efficiency (a distinguishing feature at 511 keV or lower photon energies, where
the photoelectric effect is dominant).

4.2 Block detector properties

A block detector is a square matrix of segmented or pixellated scintillating crystals coupled to four
light-sharing PhotoMultiplier Tubes (PMTs), as depicted in figure 2. The essential feature is the
capability to retrieve the pixel where the gamma ray interacts based on the ratio of light collected
by each PMT. The block detectors used in this study and their properties1 are listed in table 2.
We name them as LSO2 and BGO1. We refer to these names when speaking about the concrete
detector results, in contrast to LSO and BGO for general features of the scintillation materials.

1Siemens Healthcare Molecular Imaging, private communication.

– 7 –
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Figure 2. Sketch of the LSO2 (left) and BGO1 (right) block detectors with the PMT numbering convention
and crystal coordinate system, namely the XBlock and YBlock axis (relative position between 0 and 1). Crystals
are depicted in orange, PMTs in blue and the light guide in yellow. The actual detector size is given in
table 2. The labelling convention of the individual pixels of the square matrix [i, j] is: [0,0] for the pixel at
XBlock = 0, YBlock = 0; i and j increase with XBlock and YBlock, respectively. Taking BGO1 as example, the
edge pixel [0,7] is at XBlock = 0, YBlock = 1.

Table 2. Comparison of the properties of the different block detectors from Siemens Medical Solutions
U.S.A., Inc. Molecular Imaging Division, whose sketch is depicted in figure 2. Spatial dimensions are given
as height × width × depth.

Detector name LSO2 BGO1
Active volume (mm×mm×mm) 52.7×52.7×20.0 52.7×52.7×20.0
Granularity Independent pixels Segmented crystal
Pixel matrix 13×13 8×8
Crystal pitch (mm×mm×mm) 4.0×4.0×20.0 6.4×6.4×20.0
Light guide Coupled to block Cut into block [46]
Operating voltage +900 V +1350 V
Commercial scanner Biograph PET/CT ECAT EXACT 47 PET

Are the conclusions drawn in subsection 4.1 concerning the expected resolution of the different
scintillation materials still valid for segmented or pixellated crystals such as block detectors?

• The energy resolution is strongly affected by the spatial resolution. The reason is that dif-
ferent pixels (crystals) have a distinct coupling to the PMTs, reflection loss and scintillation
light sharing ratio. Different regions of the photocathode are illuminated depending on the
pixel and the response may not be uniform (particularly for edge pixels). In order to obtain
a good energy resolution, each pixel has to be calibrated separately to adjust for offset and
gain (to correct the different response, in the sense of different sum signal of the four PMTs
depending on pixel position for the same energy deposit). Prerequisite is therefore to be
able to resolve each pixel. Accordingly, if BGO1 pixels are separated worse, an individual
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energy pixel spectrum will be mixed with neighbour ones and the energy resolution will be
degraded.

• The time resolution may also be affected pixel-wise if the PMT high voltages and gains are
not close enough to each other. The PMT transit time links to the operating voltage, whereas
the energy threshold and time walk depend on the PMT and preamplifier gain. A separate
trigger on each PMT (instead of a global detector trigger) is needed in order to correct for
different PMT transit times or time walk.

• The spatial resolution is mainly affected by the ability of resolving neighbour pixels in the
crystal decoding map (flood map). Assuming a perfect discrimination capability, the lower
limit for the spatial resolution is the crystal pitch (4mm× 4 mm for LSO2). The intrinsic
contribution of the photoelectron CSDA range, below 5 mm [52], to the spatial resolution is
minor compared to the Poissonian statistical noise (and the effect of multiple processes, see
below). The gamma ray interaction point is recovered from the ratio of scintillation photons
collected at each separate PMT. As LSO has a higher light yield, the relative statistical noise
is lower and the pixels can be resolved better from each other [31]. In other words, for an
equal detector size and acceptable pixel discrimination, LSO based detectors can comprise
more pixels per block than BGO, e.g. 169 compared to 64 for standard PET scanners. As the
LSO2 crystal pitch is smaller than for BGO1, the spatial resolution is better. Note, however,
that one could build a BGO 8×8 block detector with 4×4 mm2 crystals, to match the same
resolution. Thus, the limitation of BGO is in the number of pixels per block rather than in
the spatial resolution itself. Indeed, high resolution PET scanners can be also based on BGO
as its higher photofraction reduces the inter-crystal scattering for equal crystal pitch [55].

For these reasons, LSO has gained importance to the detriment of BGO in the PET environ-
ment. However, in the PGI environment, where the energy range of interest is over 2 MeV, the
number of scintillation photons in a typical event is at least four times higher than in the PET sce-
nario, and the four times lower light yield of BGO might not be a severe drawback concerning the
block detector performance.

Furthermore, LSO has a larger afterglow and high intrinsic radioactivity, around 15 kcps per
block detector, with a simultaneous β− decay and gamma ray cascade (see previous subsection).
This inherent background might have the following consequences concerning its use in a Compton
camera:

• Pile-up of true events with intrinsic radiation (minor effect).

• Random coincidences: β− event in the absorber and Compton effect of a true prompt gamma
ray in the scatterer. This can be minimised if the time resolution of scatterer as well as
absorber is excellent, or if the energy filter of the absorber is set at high energies.

• Trojan coincidences: a β− interaction in the absorber, a photon of the cascade escaping it
and reaching the scatterer. These events are simultaneous and can not be rejected based on
timing measurements, only by applying appropriate energy and Compton kinematics filters.
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• The aforementioned problems scale with the size of the Compton camera. An absorber based
on 100 LSO block detectors leads to a global background of 1.5 Mcps and discriminating in
real-time false coincidences poses a serious challenge. The same applies if one enlarges the
detector size instead of increasing the number of detectors, with the additional drawback of
higher pile-up probability.

One could argue that, as the range of interest of prompt gamma rays is over 2 MeV, the intrinsic
radioactivity of LSO (under 1 MeV) can be easily rejected with a high energy threshold on the
LSO detector (arming circuit). However, this strategy is misleading and has a huge impact on
the efficiency of the Compton camera. The reason is that the energy filter can only be set on the
energy sum (scatterer and absorber) but not on the individual detectors. For example, events with
large scatter angles deposit a high energy in the scatterer and low in the absorber. Thus, individual
discriminator threshold has to be low on all stages of the camera, and coincident events have to be
filtered based on the energy sum. Otherwise, a high individual energy threshold biases the type of
events (gamma ray directions) that the camera registers.

A comment should be added regarding the spatial resolution. For 4 MeV prompt gamma rays,
direct photoabsorption is unlikely, cf. figure 1. Rather, multiple interaction processes can take place
in the same detector until absorbing the whole energy. If Compton scattering or pair production
is followed by photoabsorption (of the scattered gamma ray or annihilation photons) in neighbour
pixels, the spatial information of this event is degraded, as neither the detector design nor the
modified Anger logic are thought for multiple hits. This has also an effect on the measured energy,
which is calibrated independently for each pixel. On the other hand, if the secondary photons
escape the detector, the spatial information will not be jeopardised, but the energy of the scattered
gamma ray and thus the opening angle of the Compton cone is biased (provided that the gamma
ray energy is not known in advance).

The complexity and variety of this type of processes can only be covered by Monte Carlo
simulations that include an accurate detector model. However, this exceeds the scope of this paper.
From a qualitative point of view, we can intuit that these multiple interaction processes will be
equally common in LSO as well as BGO due to their similar Compton scattering and pair produc-
tion attenuation coefficient at 4 MeV, and BGO will absorb better the secondary photons due to its
higher photofraction over the whole energy range.

Altogether, multiple interactions in the same pixel until full absorption are acceptable events,
if in different pixels then it leads to false events (to be treated as background), and single inter-
actions with escape energy lead to valid spatial information but energy-biased events (which the
reconstruction algorithm may however handle). The scientific community is aware about the limi-
tation of a two-layer Compton camera with photons of unknown and very high energy, where the
photoabsorption is rather rare, and has evaluated by means of simulations the noise introduced
in the reconstructed images by different type of interactions [56]. Alternatively, three-stage (or
more) Compton cameras, which do not require a full absorption, have been proposed and are under
development [20, 57].

Concerning the size of the block detectors, which are optimised for PET energies, one may
think of increasing their thickness when applied to PGI. For example, in order to attenuate 70% of
the incoming 4.44 MeV gamma rays, the detector thickness should be 4 cm instead of 2 cm.
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Another remark is that the difference in the scintillator price (cf. table 1) could play only
a minor contribution with regard to the overall system costs if these are dominated by e.g. the
assembly or electronics.

4.3 Electronics and data acquisition

The readout electronics varies only slightly between the different measurement campaigns, and
is based on CAEN (Viareggio, Italy) VERSAModule Eurocard bus (VME) front-end modules.
The software for data acquisition is a custom multi-threaded application developed on the ROOT
framework (CERN) [58], which provides real-time control of the VME modules and on-the-fly data
analysis with graphical feedback. The energy deposit and trigger time stamp is monitored live for
each detector. The details about the analogue electronics and data acquisition system are described
in [40].

5 Experimental setup

5.1 Accelerators

The detectors described in table 2 are tested at the linear electron accelerator (ELBE) of
HZDRb,c [40], at the superconducting cyclotron (AGOR) of KVI-CARTd [59] and at the clinical
isochronous cyclotron (C230) of OncoRaya.

The setup and beam settings at each of these research accelerators are compared in table 3.
These facilities are appropriate for characterising the detectors in a radiation field with similarities
to the clinical scenario.

ELBE electron accelerator is used to provide bunched bremsstrahlung photons with a maximum
energy of 12.5 MeV. A comprehensive description of the facility is given in [60]. It is a good
testing platform for the block detectors concerning timing resolution as well as spatial resolution
for different photon energy ranges:

• In a clinical proton cyclotron, the emitted prompt gamma rays are also bunched with the
accelerator frequency, namely 106 MHz for the C230 [39] compared to the 13 MHz at
ELBE [40].

• The energy range of the bremsstrahlung photons is comparable to the one expected for
prompt gamma rays in a clinical proton beam (several MeV) and allows testing detectors
in an energy range not accessible using common radioactive sources.

• The electron bunch width [60] is about 5 ps, in contrast to & 300 ps proton bunch spread [26]
in the C230, thus allowing an intrinsic detector time resolution measurement.

AGOR is a superconducting cyclotron, which provides bunched protons (and other ions) with
energies up to 190 MeV. In our experiment, we use a fixed energy of 150 MeV. A detailed descrip-
tion of this accelerator is given in [61]. It has many similarities to the clinical proton cyclotron and
is therefore indicated to test all properties of the block detectors with phantom experiments:
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Table 3. Comparison of the characteristics of the gamma radiation field produced at the three different
accelerators. Note that the table presents the parameters set up in our particular experiments. The LSO2
detector is also used in [40], the BGO1 in [41]. PMMA refers to polymethyl methacrylate.

Accelerator name ELBE AGOR C230

Location HZDR KVI-CART OncoRay

Accelerator type Superconducting LINAC Superconducting cyclotron Isochronous cyclotron

Accelerated particles Electrons Protons

Used beam current ∼ 1 nA ∼ 10 pA ∼ 50 pA

Kinetic energy 12.5 MeV 150 MeV 100 MeV

Bunch frequency fbunch 13 MHz 55 MHz 106 MHz

Bunch width ∼ 5 ps ∼ 400 ps ∼ 2 ns

Target material Nb Graphite PMMA

Target size 2 µm foil 10cm×10cm×30 cm 5cm×5cm×10 cm

Gamma radiation field Continuous Continuous + Characteristic

Gamma ray energy range ≤ 12.5 MeV . 8 MeV

Detected gamma ray flux 105 s−1 105 s−1 5×104 s−1

Production process Prompt bremsstrahlung photons Prompt nuclear reactions

Background fraction Very low High: neutrons, material activation

Measurement campaigns 11/2012, 11/2013 07/2013 02/2015

Scintillators used LSO2, LSO2-BGO1 LSO2-BGO1 BGO1

Rationale Timing, spatial at high energies Test at research facility Test at clinical scenario

• In a clinical proton cyclotron, the emitted prompt gamma rays are also correlated to the ac-
celerator frequency: 106 MHz for the C230 compared to the 55 MHz at AGOR for 150 MeV
protons.

• 150 MeV is a relevant proton energy in clinical therapy, and the nature of prompt gamma
rays and background ratio is comparable to the conditions in the clinical environment.

C230 (Cyclone R© 230) is a clinical proton cyclotron of IBA (Louvain-la-Neuve, Belgium) present
at OncoRay. The experimental area at this center, comprising a horizontal fixed beam line, resem-
bles best the clinical irradiation conditions.

5.2 Detector setup

The detector setup is described in figures 3 and 4.

5.3 Trigger regime

• At ELBE, the electron current is adjusted in order to produce a flux of 105 bremsstrahlung
photons per second (detector trigger rate), which are forward focused. Each block is mea-
sured separately as standalone setup covering the whole beam spot.

• At AGOR, both LSO2 and BGO1 are used simultaneously as part of a Compton camera
setup, but with individual trigger on each block (no coincidence conditions). The trigger rate
at each block, which is placed ∼ 30 cm away from the center of the target (beam axis), is
around 105 s−1.
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Figure 3. Experimental setup at the ELBE accelerator. Electrons (dotted arrow) accelerated up to a total
energy of 13 MeV in 13 MHz bunches — corresponding to 77 ns bunch separation — interact with atoms
of a Niobium foil. Bremsstrahlung photons (continuous spectrum up to 12.5 MeV) are radiated promptly
(and forward-focused) as a result of the deflection of the electrons by the electric field of the nuclei, and are
registered by the block detector.

Figure 4. Experimental setup at the AGOR accelerator. Protons (dotted arrow) with 150 MeV kinetic energy
in 55 MHz bunches — corresponding to 18.2 ns bunch separation — penetrate into a graphite target. As a
result of nuclear interactions, gammas are radiated promptly (continuous and characteristic spectrum [62]) in
4π and measured by the block detector (dynamic range up to 8 MeV). At the C230 accelerator, an analogous
experiment is performed with a proton energy of 100 MeV in 106 MHz bunches, a PMMA target and a
detector distance of 25 cm to the beam axis.

• At C230, the BGO1 block is tested individually (no majority conditions). It is placed about
25 cm away from the target and the measured rate is about 5×104 s−1.

Although the energy range of interest for prompt gamma rays is above 2 MeV, the discrimina-
tor threshold at each detector has to be kept low because valid Compton events may deposit also
small energies in the absorber. Coincidences have to be built based on the trigger time and a 2 MeV
energy sum threshold can be then applied in the data processing software.

6 Methods

An extended calibration procedure for block detectors is mandatory to obtain a good energy, spa-
tial and time resolution. The main steps are enumerated below and detailed in the corresponding
subsections.

• The four PMT output channels are recorded by a charge to digital converter.

• Different gain and signal offset of each PMT are corrected by matching the spectrum shape.
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• A preliminary energy calibration is carried out for each corrected PMT spectrum.

• The crystal decoding map, also known as flood map, is generated.

• The flood map is segmented in regions corresponding to each pixel.

• Energy sum spectra are drawn for each pixel and recalibrated to account for the pixel-
dependent light coupling. The dependence of the pulse height distribution on the interaction
position is a well-known effect in detectors based on Anger logic.

• Time spectra for each pixel are corrected for transit time effects between PMTs.

• Global time spectrum is corrected for energy dependent time walk.

6.1 Energy calibration

For the energy calibration, a measurement with a radioactive source like 22Na or 60Co, at a distance
large enough to ensure a (more or less) homogeneous irradiation of all pixels, is performed. Note
that the discriminator threshold should be similar for all PMT channels. The procedure is divided
in two steps:

1. PMT gain and offset adjustment. As the irradiation is homogeneous, the histogram of the
charge recorded by the charge to digital converter (QDC), cf. figure 5 (left), should have the
same shape for each PMT (except for an offset and gain factor). A custom software tool,
named as HistStretcher, allows the overlap of histograms and interactive adjustment of the
histogram offset and gain. Thanks to the graphical real-time feedback, one can refine until
the four spectra match in shape, as seen in figure 5 (right). The difference in gain between
channels is already small at figure 5 (left), as we adjust the PMT voltage through the rear
panel of the block detector, which provides four plastic screws regulating the voltage division
at each tube. These screws are adjusted iteratively so that the width of the distributions
(in channels) is more or less similar, and the remaining differences are corrected by the
aforementioned gain matching.

A provisional energy calibration of the corrected histograms is performed empirically. As
the scintillation light of each event is shared between the four PMTs and this ratio and the
light coupling vary from pixel to pixel, one should not expect to see a photopeak in these
histograms (if all pixels are irradiated). But this does not mean that this preliminary cali-
bration is done blindly. The guideline is the energy sum spectrum, namely the event-wise
sum of the four calibrated channels of figure 5 (right). The calibration can be retuned until
the resulting sum spectrum, cf. figure 6 (left, no spatial filters), lies roughly in the expected
energy range and the pedestal is located at 0 MeV. From these calibrated histograms, the
crystal decoding map can be calculated (see subsection 6.2). One has to keep in mind that,
rather than providing the final energy calibration, the goal of this step is to compensate for
the different gain (and offset) of each tube and to obtain a symmetric flood map with a clear
separation between pixels, a precondition for the next step.

2. Energy calibration of the individual pixels. After the spatial calibration of the flood map
is performed, we can draw the energy sum spectrum of the detector for different spatial
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Figure 5. Left: response spectrum of the four PMTs of the BGO1 detector when irradiated with a 22Na
source. Right: calibrated energy spectra after regulating offset and gain to match their shapes. Vertical scale
is chosen arbitrarily.
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Figure 6. Left: event-wise sum of the energy recorded at each PMT of the BGO1 detector, as depicted in
figure 5 (right). Different energy spectra depending on the spatial cuts are superimposed. Right: event-wise
energy sum after pixel-wise recalibration of the energy spectra of the left plot.

regions (pixels), as depicted in figure 6 (left). One can see that the selected pixel spectra
have a similar shape but different offset or gain (as before), due to the distinct light coupling.
In order to correct for this additional effect, separate energy spectra are drawn for every
pixel and individually recalibrated with an automatic template matching procedure. The
HistStretcher software tool allows refining by hand the automatic procedure, as the shape
of the energy spectra of edge pixels differs significantly from the rest. The result of this
recalibration is shown in figure 6 (right).

The energy information is relevant for analysing the photopeak resolution for discrete gamma
ray lines. In principle, the energy resolution is different for each pixel, but a global detector resolu-
tion can also be obtained by summing up all pixel regions, cf. figure 6. Apart from that, the energy
scale is valuable for characterising the spatial and timing resolution for different ranges of interest:

• PET range: [0,1] MeV. This covers the typical energy region of 511 keV photons created by
the annihilation of positrons with electrons (PET imaging). Standard block detectors from
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medical PET scanners are well characterised and optimised for these energies. This energy
range is accessible with common radioactive sources.

• Middle range: [1,2] MeV. This intermediate range is above the typical energies at PET
imaging, but is still accessible with radioactive photon sources.

• PGI range: ≥ 2 MeV. It is the range of interest in PGI due to characteristic prompt gamma
lines with a strong correlation with the particle range [25]. This region is not accessible by
means of common radioactive sources.

As the block detector is employed in the Compton camera as absorber (high energy deposit),
the middle and high range are of special interest. It is worth to note that the energy scale, labelled
as Energy for the sake of clarity, does not refer to incident photon energy but to the energy deposit
in the detector. The vertical axis of all histograms is chosen arbitrarily and is labelled as Counts.

6.2 Spatial calibration

The flood map of the pixellated or segmented block detector can be obtained from the relative
intensities measured at the four light-sharing PMTs (figure 2): the modified Anger logic. The
standard center of gravity equation [63] is used for calculating the relative crystal coordinates
XBlock ∈ [0,1], YBlock ∈ [0,1]:

XBlock = 0.5+0.5× E2 +E3−E0−E1
3
∑

i=0
Ei

(6.1)

YBlock = 0.5+0.5× E2 +E0−E3−E1
3
∑

i=0
Ei

(6.2)

where Ei is the (calibrated) energy measured at the channel (PMT) i, cf. figure 5 (right).
The crystal decoding map is drawn and divided into crystal regions corresponding to each

pixel. This segmentation is done automatically with the neighbour standard deviation algo-
rithm [64]. The result can be seen in figure 7 (right). Energy and time histograms are then drawn
for each of the regions separately for a refined pixel-wise recalibration.

Distortion correction. In general, the flood map of block detectors does not exhibit a uniform
distribution of pixels. The reason is the proportional response (center of gravity equation) assumed
by the modified Anger logic, which neglects non-linear effects. As a result, a distorted map is gen-
erated with the so-called pincushion shape, see figure 7 (left). This shape is especially pronounced
for the LSO2 detector: all pixels are independent (it is not a segmented crystal like BGO1) and
a guide distributes all the scintillation light to the four PMTs. In some cases, before performing
the automated segmentation, we apply a distortion correction [65] to recover a more uniform and
squared shape. The parameters of this algorithm have to be adjusted empirically. Note that we do
not aim at a perfect uniform pixel distribution, as the pixel identification is not done with a rectan-
gular grid but with the segmentation method. Still, the distortion correction optimises the outcome
of the segmentation method, particularly for the edge pixels, which are compressed in very few
bins, cf. figure 7 (left).
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Figure 7. Left: example of a flood map of the LSO2 detector, when irradiated homogeneously by a 60Co
source. Right: the flood map distortion correction is applied with the empirical parameters p = 0.48,
q = 0.44, as defined in [65]. The black markers are the pixel boundaries obtained with the automatic seg-
mentation method [64].

Pixel decoding factors. One way of determining the resolution with which we can resolve one
pixel from the neighbour ones is to measure the peak to valley ratio P2V in the flood map [66].
Alternatively, one could also use as figure of merit the resolution R, defined as the distance to the
nearest neighbour pixel centroid divided by the spatial Full Width at Half Maximum (FWHM) Σ

of the pixel peak.

6.3 Time calibration

The rise time of the detector signal extracted from the anode (scintillator coupled with PMTs and
a custom preamplifier box) is ∼ 5 ns for LSO2 and ∼ 10 ns for BGO1. This signal is fed to a
GSI CF8000 constant fraction discriminator (CFD), whose internal delay line is 2 ns and 6 ns,
respectively. Each anode channel is triggered separately. The CFD module provides also a copy
of the input signal, which is delayed and fed to the charge to digital converter. The correction of
transit time effects and time walk can be done for each PMT separately. Alternatively, one can use
a pixel-wise delay correction and a single time walk correction.

Pixel delay calibration. Based on the ELBE experiment [40], where the intrinsic time resolution
of the detector can be measured very accurately, we can correct the effect of different transit times
for each PMT. Another strategy is to perform this correction for each crystal based on the fast
OR signal of the four PMT triggers and the flood map. The time difference between accelerator
time stamp and detector trigger is drawn for each crystal with an energy threshold of 2 MeV. An
automatic procedure locates then the centroid of the timing peak. A reference pixel is chosen,
namely the one with the smallest value of the peak centroid. The timing histograms of the rest of
the pixels are corrected with an offset in order to match their centroid with the reference one.
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Figure 8. Left: detector response spectrum of the LSO2 detector (black line) for a 22Na source compared to
the BGO1 detector (red line). Respective maxima are normalised to one. For LSO2, the intrinsic background
is not subtracted as the source activity is significantly higher. Right: analogous spectrum at the prompt
gamma ray field at AGOR with 150 MeV protons irradiating a graphite target for the LSO2 and at C230 with
100 MeV impinging a PMMA target for the BGO1. Histogram maximum is normalised to one for the LSO2
detector; the BGO1 spectrum is scaled to match the height of the single escape peak of the LSO2.

Slewing correction. Based on the energy over time histograms acquired at ELBE, a time walk
correction (also known as slewing correction) is applied as described in [40].

6.4 Error analysis

The measurement of the energy, spatial and time resolution after this complex calibration procedure
is done by Gaussian fitting with background subtraction. Although the errors associated to the
fitting procedure are well known, they do not reflect the uncertainties of the manual as well as
automatic calibration errors one may accumulate at each of these steps. Depending also on the
experience of the person calibrating or the number of iterative refinements, the final resolution
varies moderately.

Moreover, the energy resolution at different gamma lines is obtained from different measure-
ment campaigns. We use the same detectors, but part of the electronics, the operating voltage,
radiation background and temperature are slightly different. This makes a trustworthy estimation
of the underlying systematic errors challenging and to some extent subjective. This has to be kept
in mind when analysing the results of different experiments in combined graphics.

7 Results and discussion

7.1 Energy resolution

Figure 8 (left) depicts the detector response spectrum to a 22Na source for each scintillation ma-
terial. By simple inspection, LSO2 has a better energy resolution. Figure 8 (right) compares two
energy spectra of BGO1 and LSO2 at the C230 and AGOR facilities respectively. Both provide a
characteristic gamma ray line at 4.44 MeV, which can be seen clearly together with single and dou-
ble escape peaks. Unfortunately, no absolute efficiency calibration is available at these experiments
and the relative height of the peaks of figure 8 cannot be compared quantitatively.

– 18 –



2
0
1
5
 
J
I
N
S
T
 
1
0
 
P
0
9
0
1
5

Energy / MeV
0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5

10
0

×
FW

H
M

 / 
En

er
gy

 
6

8

10

12

14

16

18

20
LSO2

BGO1

Figure 9. Relative energy resolution of the LSO2 (black line) and BGO1 (red line) block detectors as a
function of energy deposit E. The results from various photopeaks obtained at different experiments are
combined. The empirical fit to the experimental points is FWHM/E = (3.8± 0.3)%/

√
E/MeV +(5.6±

0.3)% for LSO2 and FWHM/E = (9.2±0.5)%/
√

E/MeV+(3.7±0.4)% for BGO1.

Figure 9 compares the energy resolution at different characteristic gamma ray lines for both
block detectors: 0.511 MeV and 1.275 MeV of a 22Na source, 1.173 MeV and 1.333 MeV of a
60Co source, 2.224 MeV from the capture of thermal neutrons on the hydrogen nucleus (1H+nth→
2H + γ) at AGOR/C230, and also 4.440 MeV prompt gamma rays as well as its single and double
escape peaks.

Note that the measurement of the energy resolution is particularly difficult between 3.4 and
4.4 MeV as photopeak, its Compton edge as well as single and double escape overlap considerably,
cf. figure 8 (right), and a multiple Gaussian fit has to be applied together with linear background
subtraction. This is also the reason for higher error bars at some of these points.

From figure 9, we can conclude that LSO2 has a better energy resolution than BGO1 in the
whole energy range. Nevertheless, the differences are much lower in the high energy range. This
points out that LSO2 is significantly better at the PET scenario, below 1 MeV, whereas for the
PGI scenario, above 2 MeV, the increase in performance is less accused (below two percentage
points), so that the still large material price difference does not correlate necessarily to a much
better detector quality.

The reason for the increased performance of BGO material at the PGI range is that the lower
light yield is balanced by high gamma ray energies and number of scintillation photons. Conse-
quently, the statistical relative contribution to the energy resolution decreases strongly, whereas
the intrinsic contribution (non-linearity effects) dominates and is more or less similar for LSO and
BGO scintillation materials (offset parameter in the fit of figure 9).

7.2 Spatial resolution

Figure 10 depicts the flood maps of LSO2 and BGO1 block detectors for different energy ranges
of interest. One can clearly identify that the pixel decoding capability increases with the energy
range. For higher gamma ray energies, the relative error (Poissonian statistics) is lower. Thus, one
can distinguish better between pixels. Note that the higher intensity of some pixels is due to the non
uniform irradiation of the crystals: the photons at ELBE are focused (in contrast to 4π emission at
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Figure 10. Block detector flood map (top figure: LSO2, middle figure: BGO1) for different energy ranges
at the ELBE accelerator (distortion correction applied for LSO2). Non-uniformities are due to the fact that
the focused bremsstrahlung beam spot is smaller than the detector size, as well as the different extension
(number of bins) of each pixel spot in the map.

Table 4. Comparison of the spatial resolution factors of the two scintillation materials at the ELBE experi-
ment. Σ is the width of the pixel peak (in relative crystal coordinates), P2V the peak to-valley ratio and R the
resolution. Calculations are made with respect to neighbour pixels of the same crystal column (YBlock-axis),
cf. figure 11. The result is averaged over all pixel columns and the error refers to the root mean square. Note
that Σ is calculated numerically after applying an iterative background subtraction algorithm [67].

Detector LSO2 BGO1
Factor (YBlock) Σ P2V R Σ P2V R
PET range 0.05±0.02 2.7±1.1 1.5±0.8 0.08±0.04 1.8±0.4 1.9±0.5
Middle range 0.04±0.02 2.8±1.6 2.1±1.0 0.06±0.02 3.3±1.1 2.5±0.5
PGI range 0.03±0.01 3.7±1.7 2.4±0.9 0.05±0.02 4.4±1.3 3.1±0.8

AGOR and C230) and the beam spot is smaller than the block’s front face size. Additionally, there
are other effects like varying energy threshold depending on pixel location or different amount of
bins covered by a certain pixel in the flood map, which explain different intensities in the flood map
even with a perfectly homogeneous irradiation.

By simple inspection, BGO1 shows a worse spatial resolution than LSO2 (broader spots in the
map). Nonetheless, the pixels are resolved much sharper for the high energy range. The numerical
results presented in table 4 confirm this tendency. In fact, the measured pixel width of BGO1 at the
PGI range is similar to that of LSO2 at the PET range, i.e. ΣY (BGO,PGI) ∼ ΣY (LSO2,PET).
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Figure 11. Left: projection of the flood map depicted in figure 10 (top right) along the fourth crystal column
(YLSO2-axis) of the LSO2 (black line) block detector for the PGI range. Right: analogous projection of the
flood map in figure 10 (bottom right) corresponding to the BGO1 (red line) detector and the PGI range.
Both: vertical scale is normalised to the respective maximum.
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Figure 12. Artificial projection of the flood map of a virtual 8× 16 BGO block detector along the fourth
crystal column (YBlock-axis). The original projection, which corresponds to BGO1 at the PGI range, cf.
figure 11 (right), is cloned and shifted to the right half the average distance between consecutive pixel peaks.
Vertical scale is chosen arbitrarily.

In other words, one could divide the BGO1 block in more pixels per block (as the 13× 13
LSO2 matrix), utilise also the same light guide design as of LSO2, cf. figure 2 (right), and still
identify each pixel for the PGI range. This is clearly not the case for PET energies, where additional
pixels would just overlap in the flood map and one would not be able to separate them any more.
To confirm this statement and give some numbers, we model the flood map of a virtual 8×16 BGO
block detector by cloning the spatial profile of figure 11 (right), which corresponds to BGO1 at the
PGI range, shifting it to the right about half the average distance between consecutive pixel peaks
and summing it to the original one. The resulting artificial profile is shown in figure 12.

The figures of merit for the spatial profile depicted in graph 12 are Σ = (0.06±0.04), P2V =
(2.0±1.0) and R = (1.7±1.2), which means that the performance of a virtual 8×16 BGO block
at the PGI range would be close to that of the actual 8× 8 BGO1 detector at the PET range. It
should be emphasised that this ad hoc procedure simulates more pixels per block detector but does
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Figure 13. Left: time spectrum of the LSO2 detector (black line) compared to the BGO1 detector (red line)
at the ELBE accelerator. The difference between detector signal arrival tBlock and closest accelerator micro
pulse tµp,ELBE (13 MHz repetition rate, corresponding to 77 ns period) is represented. No energy filter is
applied (bremsstrahlung spectrum goes up to 12.5 MeV). Vertical scale is chosen arbitrarily. The arrows
mark the FWHM of the time distributions. Right: time resolution (FWHM) for the LSO2 (black line) and
BGO1 (red line) block detectors measured at the ELBE accelerator as a function of the released energy.
The experimental points are approximately reproduced by the curves FWHM = (460±10)ps/

√
E/MeV+

(80±5)ps for LSO2 and FWHM = (4900±500)ps/
√

E/MeV+(10±10)ps for BGO1.

not account for the higher probability of inter-crystal scatter in neighbour (closer) pixels, which
may degrade further the flood map.

7.3 Time resolution

Figure 13 (left) shows the intrinsic time resolution of both blocks at the ELBE accelerator. LSO2
has an excellent time resolution thanks to its high light yield and short decay time. On the other
hand, BGO1 has a four times lower light yield and much longer decay time, and can not compete
with LSO2 in relative terms, at least with analogue constant fraction trigger.

However, when considering the time resolution as a function of the energy, cf. figure 13 (right),
one can see that BGO1 increases its performance significantly, up to 2 ns for high energies, thanks
to the higher amplitude of the signals and better determination of the time with the constant fraction
discriminator (more statistics, lower relative jitter). By using digital silicon photomultipliers, which
can trigger (in principle) on the first photon, a time resolution below 300 ps can be achieved [68]
for high photon energies.

In our experiment, it is evident that the LSO2 detector has a significantly better time resolution
than BGO1. This is an excluding factor for BGO1 in application fields as time of flight PET
or prompt gamma ray timing [59]. For PGI at a clinical accelerator, a good time resolution is
also advisable for suppression of radiation background [69] in correlation with accelerator radio
frequency. However, the amount of background that can be discriminated depends not only on the
detector time resolution, but on the accelerator bunch repetition rate and bunch time spread.

Is then the time resolution obtained with BGO block detectors good enough for PGI in a
clinical radiation environment? To give a quantitative answer, we will use the FoMBSR [40], which
measures the fraction of background that can be suppressed thanks to timing measurements in a
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pulsed accelerator:

FoMBSR = 1−

√
Φ2

t,det +Φ2
t,bunch

∆tbunch
(7.1)

where Φt,det is the detector time resolution (FWHM), Φt,bunch the bunch time spread (FWHM) and
∆tbunch = f−1

bunch the time separation between consecutive accelerator bunches (the inverse of the
radio frequency).

For the C230 isochronous cyclotron, a widespread accelerator choice in proton therapy cen-
ters, ∆tbunch = 9.4 ns and Φt,bunch ≈ 2ns (for 100 MeV protons) [26]. In this realistic clinical sce-
nario, the resulting figures of merit for 4 MeV prompt gamma rays are FoMBSR,LSO2 = 84% and
FoMBSR,BGO1 = 64%.

For this reason, the BGO1 performance is acceptable for our goals as long as its time resolution
is in the order of magnitude of (or below) the intrinsic proton bunch width (plus gamma emission
time). The transit time of protons inside the target (and thus the prompt gamma emission time),
which depends on the energy and target composition, is of the order of 1 ns [59]. This effect
contributes also to the measured width of the prompt gamma rays in a time spectrum, and implies
an additional limit to the background suppression capabilities. Consequently, the BGO1 and LSO2
effective performance is comparable, as the significant difference in time resolution is shadowed
by the bunch time spread and transit time. Rather than the detector time resolution itself, two other
material features are of great significance: the decay time and the intrinsic radioactivity.

The decay time of BGO (7.5 times longer than LSO) is not appropriate for very high counting
rate application. As a rule of thumb, the count rate limit with manageable pile up is given by an
average impulse separation of ten times the decay constant: 300 kcps for BGO and 2.5 Mcps for
LSO. What is the expected rate in a realistic clinical scenario for a BGO block detector? At∼ 2 nA
(1010 protons per second) instantaneous beam current [15], assuming for simplicity a yield of 0.15
prompt gamma rays per proton, a gamma ray attenuation of∼ 40% in the patient [70] and the BGO1
block at 30 cm distance with interaction efficiency εD ≈ 50% [43], we score εpγ ' 10−4 gamma
rays per proton. The resulting detector load (during effective beam delivery) is ∼ 1 Mcps. This
implies that BGO blocks with a smaller area (one third) should be deployed for this application, or
(alternatively) that the distance from block to beam axis should be increased up to 55 cm, to keep
the count rate around the ∼ 300 kcps limit. It is worthwhile to mention that such detector rates are
also challenging for the electronics, data acquisitions and real-time processing.

On the other hand, LSO has a larger afterglow and high intrinsic radioactivity under 1 MeV
due to 176Lu, which may lead to a considerable amount of false coincidences in a Compton camera
as discussed in subsection 4.2.

8 Conclusions

Prompt gamma imaging is a reasonable approach for reconstructing the particle range in ion beam
therapy. A Compton camera for these gamma ray energies is very challenging, as the underlying
detector materials need to cope with demanding and diverse prerequisites at the same time. To
support the design and development of a Compton camera, we need an experimental exploration
of the detector behaviour in clinical-like radiation environments concerning energy spectroscopy,
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spatial resolution and timing. We compare at three different research accelerators two scintillation
materials which are promising candidates for the absorber plane: BGO and LSO.

LSO has an overall better performance, especially concerning timing resolution, but BGO
closes the gap in the PGI range, as the high number of scintillation photons compensates for its
lower light yield. The higher photofraction, absence of intrinsic radioactivity and much lower price
make BGO a promising alternative material for the absorber, with an outcome comparable to LSO
for the intended application. In other words, for the same price, a bigger BGO camera could be
built without significant quality loss. Indeed, a 13×13 BGO block detector, as the LSO, might be
constructed to improve its spatial resolution.

In conclusion, the statement about the superiority of LSO in the PET scenario can not be
directly transcribed to PGI applications. The experimental detector characterization reveals the
suitability of BGO as absorber of a clinical Compton camera with a superior cost-effectiveness
ratio.
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