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Audio Surveillance of Roads: A System
for Detecting Anomalous Sounds

Pasquale Foggia, Nicolai Petkov, Alessia Saggese, Nicola Strisciuglio, and Mario Vento

Abstract—In the last decades, several systems based on video
analysis have been proposed for automatically detecting accidents
on roads to ensure a quick intervention of emergency teams.
However, in some situations, the visual information is not sufficient
or sufficiently reliable, whereas the use of microphones and audio
event detectors can significantly improve the overall reliability of
surveillance systems. In this paper, we propose a novel method for
detecting road accidents by analyzing audio streams to identify
hazardous situations such as tire skidding and car crashes. Our
method is based on a two-layer representation of an audio stream:
at a low level, the system extracts a set of features that is able to
capture the discriminant properties of the events of interest, and
at a high level, a representation based on a bag-of-words approach
is then exploited in order to detect both short and sustained
events. The deployment architecture for using the system in real
environments is discussed, together with an experimental analysis
carried out on a data set made publicly available for benchmark-
ing purposes. The obtained results confirm the effectiveness of the
proposed approach.

Index Terms—Hazard detection, accident detection, audio
events, audio detection, tire skidding, car crashes.

I. INTRODUCTION

IN the last years, a need for more security and safety in
public environments has risen due to the increasing number

of people and transportation vehicles that move around cities.
Road traffic monitoring involves, for instance, the detection of
accidents or road disruptions to quickly ensure the intervention
of emergency teams and to guarantee the safety of the people
[1]. In fact, it has been shown [2], [3] that the reduction of
the time between the moment in which an accident occurs
and the moment in which the emergency team is dispatched
substantially decreases the mortality rate (approximately by
6%). Within this context, cameras have been widely used to
control the behavior of vehicles by tracking their trajectories
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[4]–[7] near traffic lights or in proximity of road crosses in order
to detect abrupt maneuvers, or on motorways to monitor the
traffic flow and detect long queues [8], [9].

However, in certain cases, the visual information is not suffi-
cient to reliably understand the activity of vehicles or to detect
possibly hazardous situations. For instance, a tire skidding on
the road has a very distinctive acoustic signature that is not
detectable from video streams but can be an evidence of an
anomalous situation (an accident or a dangerous state of the
road) that requires human intervention to ensure safety. Fur-
thermore, the abnormal events can happen outside the field of
view of the camera, making it impossible to be detected both by
a human operator and by an automatic video analytics system.
In such cases, the use of microphones and the processing of the
audio stream as a complementary tool to the video analysis may
improve the detection abilities of security systems [10], [11]
and, in general, the reaction time of the emergency teams. As a
matter of fact, nowadays, IP cameras used for surveillance are
normally equipped with embedded microphones that facilitate
the deployment of audio analysis systems.

One of the main advantages of audio analysis systems is
that they do not have to deal with variations in illumination
conditions and can be equally employed during day and night.
However, the problem of detection of audio events in open
environments is very challenging: one of the main issues is that
the events of interest are superimposed to a significant level
with background noise; furthermore, it is difficult to model a
priori all the possible background sounds that may occur in road
environments. Think, for example, about a very busy highway
where an accident occurs: an audio event detector needs to be
able to separate the background noise due to the vehicle flow
from the car crash (the event of interest) potentially occurring
at a significant distance from the microphone. In such a case,
the signal to noise ratio (SNR) is very low, thus making the
recognition of such events a very complex task. Another typical
problem the audio analysis systems has to face is related to the
duration of the events of interest: a tire skidding, for instance,
is typically a sustained sound and may last several seconds,
while a car crash is an impulsive sound and its duration is very
limited in time.

In the last decades a large number of methods dealing with
the analysis of audio streams has been proposed, ranging from
speech recognition [12], [13] and scene classification [14], [15]
to speaker identification [16], [17]. More recently, a growing
interest for audio analysis has been also shown in surveillance
applications, in order to detect crimes for public transport
security [18]–[20], the maximum speed of vehicles for security
reasons [11], [21], [22] or accidents on the roads [2], [3], [23].

1524-9050 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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In this paper, we focus on the problem of road surveillance,
and we propose a system tailored for the automatic detection of
two hazardous situations, namely tire skidding and car crashes,
by analyzing the sound captured by microphones. A compre-
hensive review of the state of the art approaches focusing
on surveillance systems has been recently proposed in [29],
where it is highlighted that the detection of audio events can be
considered as a traditional pattern recognition problem. In fact,
the common idea is that the data to be analyzed is described
by means of a set of features, whose values are used to form
a vector representation of the pattern of interest. A feature is a
salient characteristic of the pattern to be detected or classified,
while a feature set aims at effectively describing patterns from
different classes: similar patterns in the real world should have
very close vectors in the feature space. The feature vectors
are thus used to train a classifier, which creates models of the
patterns of different classes through a learning process. Then
it employs such models to classify newly observed patterns in
the testing phase [30]–[37]. In the last years traditional clas-
sification schemes have been improved, and more sophisticated
architectures have been proposed in order to increase the overall
reliability of the audio detector [20], [38] or to take into account
the different time resolution of the events of interest [39], [40].

Starting from a preliminary work [24], in this paper we
present a detection system based on a high-level representation
of the audio stream, able to take into account both the short-
and long-time properties of the events of interest. Thanks to the
use of a bag-of-words approach, our method learns which are
the short-time characteristics of an event that are discriminant
for such event on a longer time scale and that differentiate it
from the background sound. This is a very important property,
especially in the considered domain. In fact, in the case of
the application at hand, a car crash sound is characterized by
an abrupt variation of energy in time while a skidding tire is
a sustained sound whose energy is concentrated in a narrow
interval of frequencies.

We validated the system on a data set1 that we made avail-
able for benchmarking purposes. In the proposed data set, the
sounds of interest are not isolated but superimposed on different
typical background sounds of roads and traffic jam, in order to
consider the occurrence of such abnormal events in real-world
conditions.

The paper is organized as follows: in Section II we describe
the proposed method and its rationale; in Section III we provide
an overview of the system set up and an analysis on the
positioning of the microphones; then, we present a detailed
analysis of the performance in Section IV. Finally, we draw
conclusions in Section V.

II. METHOD

The purpose of the proposed system is to distinguish audio
events of interest from the background sound and classify them
into one of M classes. The rationale of the proposed approach
is based on the consideration that a sound is composed of small,
atomic audio units, similarly to a text that is composed of a num-

1The data set is available at the url http://mivia.unisa.it/

ber of words, and the occurrence of particular units in a given
time interval is an indicator of the presence of a certain event.

In order to build a description of the audio stream based
on such assumption, a classification architecture exploiting
the Bag of Words approach is employed. The bag of words
technique has been widely applied for text categorization, in
which the datum to be classified is represented by counting the
occurrences of low-level features (words) and constructing a
(high-level) vector whose dimensionality is equal to the number
of possible words contained in a dictionary. The high-level
vector corresponds, thus, to the histogram of occurrences of
words, used for the classification of the text.

In the proposed architecture for audio analysis, the following
layers have been defined: 1) extraction of low-level features,
2) learning of a dictionary of basic audio words, 3) construction
of a high-level vector and 4) classification. Below, a detailed
explanation of each layer is provided.

A. Low-Level Features Extraction

In contrast with video streams, an audio signal can show
abrupt variations within few milliseconds. Thus, in order to
take into account its short-time variability, the audio stream
is framed in small, partially overlapped, chunks (frames) of
duration Tf . The value Tf has to be chosen to take into account
the analysis of both low and high frequency components at the
same time: with a very short frame, for instance, the system will
not be able to consider low-frequency components; conversely,
with a very long frame, high-frequency components will be
averaged over a long time interval. For each frame, the system
computes a vector of low-level features.

Three sets of low-level features have been considered and
experimented with, namely the Mel-frequency cepstral coeffi-
cients (MFCC) [27], energy ratios in Bark sub-bands [28] and
features based on temporal and spectral characteristics of the
signal [25], [26], previously employed in [24]. More details on
the three feature sets are reported in Table I.

B. Dictionary Learning

The low-level feature space is continuous and theoretically
infinite, thus not suitable for the detection of the presence
of specific relevant atomic units of sounds (hereinafter audio
words). In order to derive a finite set of audio words, we use
the K-means algorithm, which clusters the vectors on the basis
of their similarity. The output of the K-means algorithm is a
set of K points that correspond to the centroids of the clusters.
Since a centroid is representative for a group of similar low-
level vectors, we consider the set D = {u1, . . . , uK} of the
centroids as the dictionary of basic audio words.

C. High-Level Representation

In Fig. 1, a sketch of the process of construction of the
high-level representation is shown. Given the dictionary D,
for each low-level vector vi, the closest audio word uj is
determined. The occurrences of each word uj in a time-limited
interval are used to build a high-level feature vector. Such vector
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TABLE I
DETAILS OF THE THREE LOW-LEVEL FEATURE SETS USED FOR THE EXPERIMENTS

Fig. 1. Construction of the high-level representation. For each vector vi the nearest audio word uj in the dictionary is determined (b). Then, the occurrence
counts of the single audio words are stored in a histogram, whose bins are hj(j = 1, . . . ,K) that constitutes the high-level vector (c). In the example, vectors v1
and v2 have u2 as the nearest audio word in the dictionary. Thus, the second bin of the histogram has a value equal to 2. In the same way, audio word u3 has only
one close vector, resulting in a value equal to 1 for the third bin of the histogram. Audio words u1 and u4, instead, have no occurrences.

corresponds to the histogram H = (h1, . . . , hK), whose bins
are computed as:

hj =

N∑
i=1

δ(bi, j), j = 1, . . . ,K (1)

where δ (·) is the Kronecker delta and bi is the index of a word
within the set D, determined as:

bi = argmin
j

d(vi, uj), j = 1, . . . ,K (2)

where d(vi, uj) is a dissimilarity measure between the vector
uj and the prototype vi (the Euclidean distance is considered).

D. Classification Architecture

Our hypothesis is that certain classes of sounds are consid-
ered to have distinctive audio words that allow the system to dif-
ferentiate such sounds from the other classes. A pool of M + 1
Support Vector Machines (SVM), each of them dedicated to the
detection of a certain class of sounds (M events of interest plus
the background sounds), has been trained with the high-level
feature vectors. The SVM classifier is particularly suited for the
employed sound representation since it is able to learn which
are the words that are relevant for a particular class of events
and discard those words that do not contribute to an effective
classification, giving them a very low weight. We employed
SVM with linear kernel, which gives satisfactory results in our
experiments coupled with fast processing that is important for
real-time responses.

The SVM is, originally, a binary classifier. Thus, a pool of
SVM (Fig. 2) is realized in order to face the multi-class problem

Fig. 2. Architecture of the classifier. The scores of the SVM classifiers are
combined in order to determine the final class to be assigned to the input
vector H .

at hand. The i-th classifier is trained using as positive examples
the samples from the class Ci and as negative examples all
the samples from the other classes. During the testing phase,
each classifier computes a score si which is a measure of
the confidence of the classification, higher for more reliable
decisions. The final class C is chosen as the one of the SVM
that gives the highest score above a certain threshold λ:

C =

{
C0, if si < λ ∀ i = 0, . . . ,M

argmax
i

si, otherwise.
(3)

If all the classifiers give a confidence score si < λ the time
interval is classified as a background sound in class C0. For our
experiments the threshold is set as λ = 0. The use of a SVM
classifier for the background class increases the robustness of
the proposed system with respect to background noise and
entails a reduction of false alarms.
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Fig. 3. A sketch of the deployment of the proposed system: a set R of
microphones is located at a distance of m meters far from each other and at
a height hr . An event of interest can be recognized at a maximum distance of
d meters from the closest microphone.

III. DEPLOYMENT ARCHITECTURE

Our hypothesis for the deployment of the system is that we
have a set R = {ri|i = 1, . . . , Nm} of Nm microphones in-
stalled on one side of the road and located at a distance ofmme-
ters far from each other and at a height of hr meters (see Fig. 3).

The choice of the distance m strongly depends on two
factors: 1) the sound intensity of the events to be detected,
2) the maximum distance d from the microphone at which an
event can still be detected by the system. Of course, d depends
on the kind of environment the system has to work on: we
expect that this value is higher for a country road (where only
few vehicles go through the street with a low speed) than for
a highway, where the number of vehicles and their speed are
significantly higher.

In order to better understand the impact of the environment
on the coverage capabilities of the microphones, we consider
that the signal to noise ratio (SNR) of the sound acquired by a
microphone (expressed in decibel) is computed as follows:

SNR = Ls(d)− Ln (4)

where Ls(d) represents the intensity level expressed in decibel
of the event of interest occurring at a distance d from the micro-
phone, while Ln is the noise in decibel introduced by the traffic.
In the following more information about the computation of
these two contributions is provided.

A. Intensity Level of the Event of Interest

Since the propagation of the sound is affected by spreading,
absorption, ground configuration and so on, the intensity of
the audio event acquired by the microphone is attenuated by
a factor A(d):

Ls(d) = Ls(d0)−A(d) (5)

where Ls(d0) is the sound intensity at a reference distance d0.

According to the standard ISO 9613-2 [41], the attenuation
can be computed as a combination of four contributions,
which strongly depend on the environment where the sound is
propagating:

A(d) = Adiv(d) +Aatm(d) +Agr(d) +Abar(d). (6)

Each of these contributions is determined by particular char-
acteristics of the environment. In particular:

• Adiv is due to the geometrical divergence; we suppose
a spherical spreading from the source, whose sound is
radiated equally in all directions; thus, the sound level is
reduced by 6 dB for each doubling of distance from the
source:

Adiv(d) = 20 log
d

d0
+ 11 (7)

where 11, computed as 10 · log(4 · π), is a constant that
models the spherical spreading factor.

• Aatm is due to the atmospheric absorption during the
propagation of the sound waves and can be computed as
follows:

Aatm(d) =
α · d
1000

(8)

where α is the atmospheric attenuation coefficient, which
is a function of the temperature, the humidity and the
nominal frequency. According to [41], α = 32.8 dB/Km
assuming a temperature around 10 ◦C and a nominal
frequency of 4 kHz.

• The ground attenuationAgr is the result of sound reflected
by the ground surface interfering with the sound propa-
gating directly from the source (the vehicle causing the
sound of interest) to the receiver (the microphone). Let
hr and hs be the receiver height and the source height,
respectively. In order to compute Agr, the standard [41]
suggests to partition the area between the source and the
receiver into three regions: source region (whose size is
30 · hs), around the source, which determines the attenua-
tion As; middle region, which determines the attenuation
Am; receiver region (whose size is 30 · hr), around the
receiver, which determines the attenuation Ar. Agr is thus
computed as:

Agr(d) = As +Am(d) +Ar. (9)

In particular, at the nominal band of 4 kHz, Ar and As

can be computed as follows:

Ar = As = 1.5 · (1 −G) = 1.5. (10)

According to the standard, the G value is equal to 0, since
we suppose that the road is a hard ground. Conversely,
Am can be computed as:

Am(d) = 3 · q(d) · (1 −G) (11)
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where

q(d) =

{
0 d ≤ 30 (hs + hr)

1 − 30(hs+hr)
d d > 30 (hs + hr).

• Finally, Abar is due to the presence of barriers. Consid-
ering that the microphones are mounted directly on the
road, this factor can be neglected in our scenarios.

B. Intensity Level of the Traffic Noise

In the last decades the scientific community has proposed
several approaches for modeling traffic noise, since it is consid-
ered very important in order to evaluate the acoustical impact
both for environment management and urban planning. As
shown in [42] and [43], there is not a commonly adopted rule
but rather each country adopts its own standard: for instance,
the CoRTN [44] procedure has been adopted in England, the
RLS 90 [45] model in Germany, the C.N.R. model [46] in Italy
and the NMPB in France [47].

A common idea of such methodologies is to take into account
the traffic flow, both of light and heavy vehicles, the typology
of the road surface and the distance between the microphone
and the carriage generating the noise. In particular, in this paper
we apply the CoRTN model in order to evaluate the traffic noise
generated in different scenarios by taking advantage on the on
line application provided by [48]. The CoRTN model evaluates
the so called L10 (from now on Ln), that is the noise level
exceeded for just 10% of the time over a period of one hour.

The main idea is to partition the road into a set of S segments
(so as within one segment the noise level variation is lower
than 2 dB) and to separately evaluate for each i-th segment
the basic noise level Li, taking into account attenuation due to
the distance as well as the particular environment. Finally, the
contribution of all the segments is combined so as to obtain the
overall noise Ln.

According to the CoRTN model, the noise Li for the i-th
segment, evaluated with a given traffic flow q, is computed as
follows:

Li = 42.2 + 10 log10 q + C (12)

where C is the correction factor required for different values
of speed v, percentage of heavy vehicles p and gradient of
the road g. In fact, the basic computation of Li (with C = 0)
considers the average speed v = 75 Km/h, the percentage of
heavy vehicles p = 0% and the gradient of the road G = 0
degrees.

In order to simulate scenarios different with respect to the ba-
sic one, a proper correction C = C1 + C2 needs to be applied.
In particular, C1 is the correction for v and p:

C1=33 log10

(
v + 40 +

500
v

)
+ 10 log10

(
1 +

5p
v

)
− 68.8

(13)

while C2 is the correction for the gradient of the road and is
computed as:

C2 = 0.3 · g. (14)

TABLE II
SUMMARY OF THE VALUES OF THE PARAMETERS USED

FOR THE EVALUATION OF THE DISTANCE d

Finally, the contributions of the S segments are combined in
order to calculate the overall traffic noise Ln:

Ln = 10 log10

S∑
i=1

10Li/10. (15)

C. Discussion

The simulation has been performed by considering different
scenarios our system can work on. In particular, we evaluate
how the SNR varies depending on the following parameters:
the distance d, the vehicle speed v in the set {50, 70, 100,
130} km/h, the number of vehicles per hour q in the set
{100, 500, 1000, 4000} vehicles/h.

In Table II we report the value of the parameters considered
in the simulation, while the obtained results are reported in
Fig. 4: in particular, each figure shows how the SNR (y-axis)
varies with respect to the distance (x-axis) as the value of q is
fixed. The curves on the same graphic refer to different values
of v. As expected, it is evident how the SNR significantly
decreases by increasing the speed, the traffic flow and the
distance.

Although the considered model allows us to simulate the
behavior of the proposed system in several environments by
combining various traffic flows and vehicle speeds with dif-
ferent distances values, we decided to focus on the following
two scenarios representing somehow the best and the worst
case in which the proposed system can work: (1) a country
road, where vehicles have typically a limited speed (around
50 km/h) and the flow is very low (less than 100 vehicles/h);
(2) a highway, where in the rush-hours the vehicle flow may
be very high (around 4000 vehicles/h) as well as their speed
(around 100 km/h).

Taking into account, as we explain in detail in Section III,
that an event of interest with a SNR = 10 dB can be reliably
detected by the proposed system, we designed the positioning
of the microphones.

In Fig. 4(a) and (d), we depict the attenuation of the SNR
with respect to the distance at fixed traffic flow q = 100 and
q = 4000, respectively. In the first case, we observe that the
SNR of the sounds of interest is about 10 dB at a distance of
120 meters, while in the second case a SNR of 10 dB can be
achieved at a distance of about 25 meters. This implies that
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Fig. 4. Variation of the value of SNR (expressed in dB) with respect to the distance d (expressed in meters) the average speed v (expressed in km/h) and the
traffic flow q (expressed in vehicles/h).

for a country road the microphones can be placed at about
240 meters far from each other. The highway scenario, instead,
is definitively more challenging due to the high number of
vehicles crossing the road and the optimal distance between
microphones is approximately m = 50 meters.

IV. EXPERIMENTAL RESULTS

A. The Data Set

To the best of our knowledge, there are no publicly available
data sets for road surveillance applications. Thus, we created
a data set that contains two classes of hazardous road events,
namely crashes and tire skidding. The audio clips are sampled
at 32 kHz, with a resolution of 16 bits per PCM sample; the
whole data set was made publicly available at http://mivia.
unisa.it for benchmarking purposes.

An audio-based system for road surveillance has to deal with
different kinds of background sounds, ranging from very quiet
background (i.e. in the country roads) to highly noisy traffic
jams (i.e. in the center of a big city) and highways. Thus, in the
proposed data set the events of interest are superimposed to dif-
ferent background sounds in order to simulate their occurrence
in various environments. We, originally, collected 59 samples
of crashes and 45 of tire skidding, together with the sound of
23 different road locations. We adopted a procedure to combine
the original sounds, which we explain in the following.

The audio clips x(n) have been, initially, normalized so that
they have all the same overall energy:

x(n) =
x(n)

xrms(n)
(16)

where xrms(n) is the root mean square (RMS) value of the
clip. A background clip b(n) of about one minute duration
is randomly selected from the typical traffic sounds. Then a
number Ne of foreground events is randomly chosen from the
original data set and superimposed to the background sound,
in order to account for the occurrence of events of interest in
a real environment. The selected events are mixed with the
background sound, as follows:

outj(n) =
Ne∑
i=1

{
bj(n)⊕[si,ei] [A · xi(n)]

}
(17)

where⊕[si,ei] is an operator that combines the signal xi(n) with
the signal bj(n) in the interval delimited by [si, ei], starting

TABLE III
DETAILS ON THE COMPOSITION OF THE DATA SET. THE TOTAL

DURATION OF THE SOUNDS IS EXPRESSED IN SECONDS

and ending points of the sounds of interest, respectively. The
point ei is distanced from the starting point of the next sound
si+1 by an interval of 4 to 7 seconds in which only background
sound is present. The attenuation (or amplification) factor A is
determined so as to achieve a signal to noise ratio of 15 dB.

The final data set is composed of 57 audio clips of about
one minute created with the procedure defined above. Each
of the clips contains a sequence of events of interest: in total,
200 events per class are present. The produced clips are orga-
nized into N = 4 folds, each of them containing 50 events from
each class of interest that overlap various traffic background
sounds. The samples contained in a fold (both background and
events of interest) are not present in the remaining folds, which
are thus completely independent from each other. Moreover,
high variability in the data is ensured by the heterogeneous
background sounds on which the events of interest are super-
imposed. Within a given fold, the same event can be present as
mixed with different backgrounds, in order to better represent
various real situations. In the following of the text, we will refer
to the different classes with the following abbreviations: BN
for the background noise, CC for car crashes and TS for tire
skidding. A detail of the composition of the data set is reported
in Table III.

B. Experimental Setup

For the computation of the low-level features, the audio
stream is divided in frames of Tf = 32 milliseconds corre-
sponding to 1024 PCM samples. We found that the choice of
Tf = 32 ms is a reasonable compromise to take into account
both low- and high-frequency properties of the signal and to
perform a reliable short-time analysis of audio stream sampled
ad 32 KHz. Two consecutive frames are overlapped for the 75%
of their length in order to ensure continuity in the analysis of
the audio stream. Different values of the number K of clusters
(from 64 to 1024) have been considered for the experiments in
order to evaluate the sensitivity of the system.
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Fig. 5. On the first row the recognition rate of the proposed system (solid red line) for the three considered set of features is reported. The solid lines represent the
performance obtained on a test set with the same SNR as the training set (15 dB). The green and blue dashed lines show the results when the signal intensity (and
the SNR) is reduced by 3 dB and 6 dB, respectively. On the second row, the performance achieved with the kNN classifier demonstrate a loss in generalization
capabilities of the proposed method when a too high number of basic audio words is chosen.

The high-level feature vector is computed for a time window
of 3 seconds that shifts forward by 1 second. Two consecutive
time windows, thus, overlap by two seconds. In this way, the
continuity of analysis is ensured also at a time resolution of the
order of the seconds: events that occur at the end of one window
fall roughly in the middle of the next one.

For the experiments, the N -fold cross-validation is used.
Cross-validation is a technique used for the assessment of
the performance of a pattern recognition system and of its
generalization capabilities to different data. It consists in the
separation of a data set into a number of folds, which are
independent from each other in terms of samples. It means that
the samples contained in one fold are not present in other folds.
The cross-validation is often used to estimate how accurately
a system will work in practice and how stable it will be under
different conditions. In turn, N − 1 folds are used as a training
set to learn the classification model, and the remaining fold is
used as a test set. The results of the N test obtained in this way
are then averaged.

C. Performance Evaluation

We evaluate the performance of the proposed system by
measuring the recognition rate (true positive rate, TPR), i.e.
the rate of correctly detected events of interest, and the false
positive rate (FPR), i.e. the rate of wrongly detected events
of interest when only background sound is present. A correct
classification is counted when at least one of the overlapping
time windows with the events is correctly classified. A false
positive occurrence, which corresponds to a false alarm in a
real system, is counted if an event of interest is detected when
only background sound is present. In the case that the same

event of interest is detected in two consecutive background time
windows, only one false positive occurrence is counted.

Furthermore, we compute the receiver operating character-
istic (ROC) curve, a method that is widely used to evaluate
the overall performance of a classification system. It is a plot
of the trade-off between the TPR and FPR of a classifier as
its discrimination threshold is varied. The closer a ROC curve
to the top-left corner of the plane, the better the performance.
We consider the area under the ROC curve (AUC), which is
equal to 1 for a perfect system, as an overall measure of the
performance.

In Fig. 5 we report the performance of the proposed system
(red solid line) in terms of recognition rate on the data set.
We studied the variation of the recognition rate with respect to
the number of basic audio words (clusters) learned during the
training phase. In the top row of Fig. 5 the performance of the
SVM classifier is depicted for the three considered sets of low-
level features. We achieve an average recognition rate of 82%,
80.25% and 75% with a standard deviation of 1.5, 1.64 and 2.4
by employing as low-level features the set proposed in [24], the
MFCC and the BARK, respectively. Moreover, we estimated
the variance of the generalization error for the 4-folds cross-
validation using the method of Nadeau and Bengio [49]. We ob-
served that the estimated variance is from 25 to 50 times smaller
that the average error, thus confirming statistical significance of
the experiments on N = 4 folds.

In addition to the SVM classifier, we employed a k-Nearest
Neighbor (kNN) classifier in order to evaluate the generaliza-
tion capabilities of the proposed high-level representation. We
depict the performance achieved with the kNN classifier in the
bottom row of Fig. 5. The value of k has been experimentally
set to 5. Although the performance results of the SVM-based
classifier are stable with respect to the number of clusters, the
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TABLE IV
DETAILED RESULTS ACHIEVED BY THE PROPOSED SYSTEM

CONFIGURED WITH K = 64 BASIC AUDIO WORDS

TABLE V
CLASSIFICATION MATRICES ACHIEVED BY THE PROPOSED

METHOD ON THE DATA SET WITH THE THREE

CONSIDERED SETS OF LOW-LEVEL FEATURES

performance achieved with the kNN classifier suggests that
an increasing number of audio words causes a worsening of
generalization capabilities. Thus, if too many words are used
in the training phase, the system will be specialized in the
recognition of the events from the training set. However, for
the application at hand, the number of clusters is not a critical
parameter as it is kept below 128.

In Table IV we report a summary of the results achieved
by the system configured with K = 64 clusters, which is the
value that gives the highest generalization.2 In Table V, instead,
we report the classification matrices achieved by the proposed
system. We can note that the features proposed in [24] and
the MFCC features show higher robustness to traffic noise
with respect to Bark features. This determines that the system
achieves a larger false positive rate when the Bark features set is
used, due to the difficulties in differentiating the basic units of
the sounds of interest from the background in very noisy traffic
conditions. However, further studies on the temporal integration
of basic audio units could improve the robustness to noise and
the detection capabilities.

2With K = 64 clusters, the SVM classifiers learn for the classes BN , CC
and TS the following average number of support vectors: (60, 55, 50) for Bark
features set, (55, 70, 60) for MFCC features set and (50, 60, 55) for the feature
set in [24].

Fig. 6. ROC curves of the proposed system configured with the three consid-
ered sets of features.

D. Sensitivity Analysis

In a real environment, the sound source can be located at var-
ious distances from the microphone, resulting in the acquisition
of signals with different intensity and signal to noise ratio. We
performed a sensitivity analysis of the proposed system with
respect to the signal intensity and the number of clusters. We
decreased the intensity of the signal by −3 dB and −6 dB, in or-
der to evaluate the detection capabilities at a distance of 25 and
120 meters depending on the scenario, according to the analysis
presented in Section III. In practice, we trained the system on
the events in the original data set and then tested it on events
whose intensity is −3 dB and −6 dB of the original signal.

As observed in the previous paragraph, the number of basic
audio words learned during the training process influences the
generalization abilities of the system, while the trend of the
recognition rate on the attenuated versions of the sounds (green
and blue dashed lines for −3 dB and −6 dB, respectively) is
coherent with the one of the original data set.

Conversely, it is worth noting that the performance of the
system with respect to different distances of the sound source
depends mostly on the low-level representation of the audio sig-
nal. When temporal features based on the intensity and energy
of the signal are used to describe the audio frames, in fact, the
performance inevitably decreases with an increasing distance
of the events from the microphone [blue and green lines in
Fig. 5(a), (b), (d) and (e)]. In such cases, when the energy of an
event of interest decreases, it becomes comparable with the one
of the background noise and it is more difficult to discriminate
such events. The MFCC features, widely used for several audio
recognition tasks like speech recognition or speaker identifica-
tion, are sensitive to additive noise. However they show higher
robustness to different signal to noise ratios, resulting in more
stable results, as it can be seen in Fig. 6. From Fig. 5(c) and (f),
it is evident how the low-level features based on the distribution
of the spectral energy in sub-bands has shown to be robust with
respect to decreasing values of the power of the signal.

In Table VI we report the average recognition rate and its
standard deviation achieved by the proposed system varying
the number of clusters for the test on the original data set and
the one considering also the attenuated versions of the signals.
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TABLE VI
RESULTS OF THE PERFORMED SENSITIVITY ANALYSIS. FOR BOTH THE

EMPLOYED CLASSIFIERS THE AVERAGE RECOGNITION RATE AND

ITS STANDARD DEVIATION ARE REPORTED IN THE CASE OF

CLASSIFICATION OF THE EVENTS IN THE PROPOSED DATA

SET (ORIG.) AND THEIR ATTENUATED VERSION (ATT.)

The results registered by using the kNN classifier are highly
influenced by the loss in generalization capabilities when a
high number of cluster is configured. In Fig. 6, instead, we
compare the ROC curves achieved by using the three sets of
low-level features. The area under the curves (AUC) are equal
to 0.80, 0.90, and 0.86 for the features used in [24], the MFCC
and BARK, respectively. The ROC analysis confirms that the
features based on the intensity and energy of the signal [24] are
inadequate for recognition of sounds at various distances, while
features based on frequency-analysis (MFCC and BARK) have
higher robustness to different SNR.

E. Real-Time Performance

The algorithm utilizes about 3% of the resource of a single
Intel i5 CPU core to process audio streams sampled at 32 kHz. It
has been also implemented and runs in real-time on a STM32F4
board, making its deployment very inexpensive.

V. CONCLUSION

In this paper we proposed a system for detecting hazardous
situations on roads by analyzing the audio stream acquired by
surveillance microphones. We carried out the experiments on
a data set that we created and made publicly available, with
the aim of studying the sensitivity of the proposed system with
respect to its configuration parameters. Furthermore, we con-
ducted a careful design analysis in order to understand the po-
tentiality of the proposed architecture, in terms of the maximum
distance at which an event of interest can be still recognized
in different kinds of environment, ranging from country roads
to highways.

The achieved results confirm that the proposed system can
be effectively used in noisy road environments, with an average
accuracy of 78.95% at a maximum distance of 120 meters in
country roads and of 25 meters on highways. Furthermore,
its overall processing load is still compatible with low cost
systems, so encouraging its porting on embedded systems with
limited hardware resources. This property allows the realization
of road surveillance systems with low deployment cost, also
in combination with already existing surveillance architectures
that provide audio acquisition sensors.

REFERENCES

[1] T. Gandhi and M. Trivedi, “Pedestrian protection systems: Issues, sur-
vey, and challenges,” IEEE Trans. Intell. Transp. Syst., vol. 8, no. 3,
pp. 413–430, Sep. 2007.

[2] S. Rauscher, G. Messner, and P. Baur, “Enhanced automatic collision
notification system—Improved rescue care due to injury prediction-first
field experience,” in Proc. ESV , 2009, pp. 1–10.

[3] J. White, C. Thompson, H. Turner, B. Dougherty, and D. Schmidt,
“WreckWatch: Automatic traffic accident detection and notification
with smartphones,” Mobile Netw. Appl., vol. 16, no. 3, pp. 285–303,
Jun. 2011.

[4] S. Sivaraman, B. Morris, and M. Trivedi, “Observing on-road vehicle beha-
vior: Issues, approaches, and perspectives,” in Proc. IEEE ITSC, Oct. 2013,
pp. 1772–1777.

[5] L. Brun, A. Saggese, and M. Vento, “Dynamic scene understanding for
behavior analysis based on string kernels,” IEEE Trans. Circuits Syst.
Video Technol., vol. 24, no. 10, pp. 1669–1681, Oct. 2014.

[6] S. Sivaraman and M. Trivedi, “Looking at vehicles on the road: A survey
of vision-based vehicle detection, tracking, and behavior analysis,” IEEE
Trans. Intell. Transp. Syst., vol. 14, no. 4, pp. 1773–1795, Dec. 2013.

[7] L. Wang, N. Yung, and L. Xu, “Multiple-human tracking by iterative
data association and detection update,” IEEE Trans. Intell. Transp. Syst.,
vol. 15, no. 5, pp. 1886–1899, Oct. 2014.

[8] Y. Lv, Y. Duan, W. Kang, Z. Li, and F.-Y. Wang, “Traffic flow prediction
with big data: A deep learning approach,” IEEE Trans. Intell. Transp.
Syst., vol. 16, no. 2, pp. 865–873, Apr. 2015.

[9] A. Abadi, T. Rajabioun, and P. Ioannou, “Traffic flow prediction for road
transportation networks with limited traffic data,” IEEE Trans. Intell.
Transp. Syst., vol. 16, no. 2, pp. 653–662, Apr. 2015.

[10] M. Cristani, M. Bicego, and V. Murino, “Audio-visual event recognition
in surveillance video sequences,” IEEE Trans. Multimedia, vol. 9, no. 2,
pp. 257–267, Feb. 2007.

[11] P. Marmaroli, M. Carmona, J.-M. Odobez, X. Falourd, and H. Lissek,
“Observation of vehicle axles through pass-by noise: A strategy of mi-
crophone array design,” IEEE Trans. Intell. Transp. Syst., vol. 14, no. 4,
pp. 1654–1664, Dec. 2013.

[12] M. A. Anusuya and S. K. Katti, “Speech recognition by machine, a
review,” Proc. IEEE, vol. abs/1001.2267, 2010.

[13] L. Besacier, E. Barnard, A. Karpov, and T. Schultz, “Automatic speech
recognition for under-resourced languages: A survey,” Speech Commun.,
vol. 56, pp. 85–100, Jan. 2014.

[14] R. Cai, L. Lu, and A. Hanjalic, “Co-clustering for auditory scene
categorization,” IEEE Trans. Multimedia, vol. 10, no. 4, pp. 596–606,
Jun. 2008.

[15] H. Malik, “Acoustic environment identification and its applications to
audio forensics,” IEEE Trans. Inf. Forensics Security, vol. 8, no. 11,
pp. 1827–1837, Nov. 2013.

[16] L. Cordella, P. Foggia, C. Sansone, and M. Vento, “A real-time
text-independent speaker identification system,” in Proc. ICIAP, 2003,
pp. 632–637.

[17] Z. Saquib, N. Salam, R. Nair, N. Pandey, and A. Joshi, “A survey on auto-
matic speaker recognition systems,” in Signal Processing and Multimedia,
vol. 123. Berlin, Germany: Springer-Verlag, 2010, pp. 134–145.

[18] V.-T. Vu et al., “Audio-video event recognition system for public transport
security,” in Proc. Inst. Eng. Technol. Conf. Crime Security, Jun. 2006,
pp. 414–419.

[19] W. Zajdel, J. Krijnders, T. Andringa, and D. Gavrila, “Cassandra: Audio-
video sensor fusion for aggression detection,” in Proc. IEEE AVSS,
Sep. 2007, pp. 200–205.

[20] J.-L. Rouas, J. Louradour, and S. Ambellouis, “Audio events detection in
public transport vehicle,” in Proc. IEEE ITSC, 2006, pp. 733–738.

[21] P. Borkar and L. Malik, “Review on vehicular speed, density estimation
and classification using acoustic signal,” Int. J. Traffic Transp. Eng., vol. 3,
no. 3, pp. 331–343, 2013.

[22] S. Barnwal, R. Barnwal, R. Hegde, R. Singh, and B. Raj, “Doppler
based speed estimation of vehicles using passive sensor,” in Proc. IEEE
ICMEW, Jul. 2013, pp. 1–4.

[23] Q.-C. Pham et al., “Audio-video surveillance system for public transporta-
tion,” in Proc. IEEE IPTA, Jul. 2010, pp. 47–53.

[24] V. Carletti et al., “Audio surveillance using a bag of aural words classifier,”
in Proc. IEEE AVSS, Aug. 2013, pp. 81–86.

[25] Z. Liu, Y. Wang, and T. Chen, “Audio feature extraction and analysis for
scene segmentation and classification,” J. VLSI Signal Process., vol. 20,
no. 1/2, pp. 61–79, Oct. 1998.

[26] G. Peeters, “A large set of audio features for sound description (Similarity
and Classification) in the CUIDADO project,” IRCAM, Paris, France,
Tech. Rep., 2004.



288 IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS, VOL. 17, NO. 1, JANUARY 2016

[27] F. Zheng, G. Zhang, and Z. Song, “Comparison of different implementa-
tions of MFCC,” J. Comput. Sci. Technol., vol. 16, no. 6, pp. 582–589,
Nov. 2001.

[28] E. Zwicker, “Subdivision of the audible frequency range into critical bands
(frequenzgruppen),” J. Acoust. Soc. Amer., vol. 33, no. 2, p. 248, 1961.

[29] M. Crocco, M. Cristani, A. Trucco, and V. Murino, “Audio surveillance:
A systematic review,” CoRR, vol. abs/1409.7787, 2014.

[30] M. Vacher, D. Istrate, L. Besacier, J. F. Serignat, and E. Castelli, “Sound
detection and classification for medical telesurvey,” in Proc. ICBME,
Feb. 2004, pp. 395–398.

[31] C. Clavel, T. Ehrette, and G. Richard, “Events detection for an audio-
based surveillance system,” in Proc. ICME, 2005, pp. 1306–1309.

[32] L. Gerosa, G. Valenzise, M. Tagliasacchi, F. Antonacci, and A. Sarti,
“Scream and gunshot detection in noisy environments,” in Proc.
EURASIP Eur. Signal Process. Conf., Poznan, Poland, 2007, pp. 1–5.

[33] G. Valenzise, L. Gerosa, M. Tagliasacchi, F. Antonacci, and A. Sarti,
“Scream and gunshot detection and localization for audio-surveillance
systems,” in Proc. IEEE AVSS, 2007, pp. 21–26.

[34] A. Rabaoui, M. Davy, S. Rossignol, and N. Ellouze, “Using one-class
SVMs and wavelets for audio surveillance,” IEEE Trans. Inf. Forensics
Security, vol. 3, no. 4, pp. 763–775, Dec. 2008.

[35] S. Ntalampiras, I. Potamitis, and N. Fakotakis, “Probabilistic novelty
detection for acoustic surveillance under real-world conditions,” IEEE
Trans. Multimedia, vol. 13, no. 4, pp. 713–719, Aug. 2011.

[36] Q. Li, M. Zhang, and G. Xu, “A novel element detection method in
audio sensor networks,” Int. J. Distrib. Sens. Netw., vol. 2013, 2013,
Art ID. 607187.

[37] P. Foggia, A. Saggese, N. Strisciuglio, and M. Vento, “Cascade classifiers
trained on gammatonegrams for reliably detecting audio events,” in Proc.
IEEE AVSS, Aug. 2014, pp. 50–55.

[38] S. Ntalampiras, I. Potamitis, and N. Fakotakis, “An adaptive framework
for acoustic monitoring of potential hazards,” EURASIP J. Audio Speech
Music Process., vol. 2009, pp. 13:1–13:15, Jan. 2009.

[39] D. Conte, P. Foggia, G. Percannella, A. Saggese, and M. Vento, “An
ensemble of rejecting classifiers for anomaly detection of audio events,”
in Proc. IEEE AVSS, Sep. 2012, pp. 76–81.

[40] M. Chin and J. Burred, “Audio event detection based on layered symbolic
sequence representations,” in Proc. IEEE ICASSP, 2012, pp. 1953–1956.

[41] Acoustics—Attenuation of Sound During Propagation Outdoors, ISO
9613-2, S. Technical Committee ISO/TC 43, Acoustics, Dec. 1996.

[42] C. Steele, “A critical review of some traffic noise prediction models,”
Appl. Acoust., vol. 62, no. 3, pp. 271–287, Mar. 2001.

[43] J. Quartieri et al., “A review of traffic noise predictive models,” in Proc.
Recent Adv. Appl. Theoret. Mech., 2009, pp. 72–80.

[44] U. K. D. of Environment and H. welsh Office Joint Publication, Calcula-
tion of Road Traffic Noise. London, U.K.: H.M.S.O., 1975.

[45] “RLS-90 - Richtlinien für den lärmschutz an strassen,” BM für Verkehr,
Bonn, Germany, Mar. 1990.

[46] G. B. Canelli, K. Gluck, and S. Santoboni, “A mathematical model for
evaluation and prediction of mean energy level of traffic noise in Italian
towns,” Acustica, vol. 53, no. 1, pp. 31–36, May 1983.

[47] SETRA, CERTU, LCPC, and CSTB, “Bruit des infrastructures routieres:
Methode de calcul incluant les effets meteorologiques, version experimen-
tale, nmpb-routes-96,” 1995.

[48] Technical guides—Calculation of road traffic noise 1988, Nat. Phys.
Lab., Middlesex, U.K., 2015. [Online]. Available: http://resource.npl.co.
uk/acoustics/techguides/crtn/

[49] C. Nadeau and Y. Bengio, “Inference for the generalization error,” Mach.
Learn., vol. 52, no. 3, pp. 239–281, Sep. 2003.

Pasquale Foggia received the Laurea (cum laude)
degree in computer engineering and the Ph.D. de-
gree in electronic and computer engineering from
Federico II University of Naples, Naples, Italy, in
1995 and 1999, respectively. From 2004 to 2008, he
was an Associate Professor of computer science with
the Department of Computer Science and Systems,
Federico II University of Naples, and since 2008, has
been with the Department of Information Engineer-
ing, Electrical Engineering and Applied Mathemat-
ics (DIEM), University of Salerno, Fisciano, Italy.

His current research interests include basic methodologies and applications
in the fields of computer vision and pattern recognition. He is the author of
several research papers on these subjects. Dr. Foggia has been a member of
the International Association for Pattern Recognition (IAPR) and has been
involved in the activities of the IAPR Technical Committee 15 (Graph-Based
Representations in Pattern Recognition) since 1997.

Nicolai Petkov received the Dr.Sc.Tech. degree
in computer engineering (Informationstechnik)
from Dresden University of Technology, Dresden,
Germany. He is a Professor of computer science
with and the Head of the Intelligent Systems
Group, Johann Bernoulli Institute of Mathematics
and Computer Science, University of Groningen,
Groningen, The Netherlands. He is the author of
2 monographs and over 100 scientific papers, and he
is a coauthor of another book on parallel computing.
He is the holder of four patents. His current research

interests include image processing, computer vision, pattern recognition,
computer simulations of the visual system of the brain, brain-inspired
computing, computer applications in health care and life sciences, and creating
computer programs for artistic expression. Dr. Petkov is a member of the
editorial boards of several journals.

Alessia Saggese received the Laurea (cum laude)
degree in computer engineering from the University
of Salerno, Fisciano, Italy, in December 2010 and
the joint Ph.D. degree in electronic and computer
engineering from the University of Salerno and the
University of Caen Lower Normandy, Caen, France,
in February 2014. She is currently an Assistant
Professor with the Department of Information Engi-
neering, Electrical Engineering and Applied Mathe-
matics (DIEM), University of Salerno. Her research
interests mainly include real-time video analysis

and interpretation for traffic monitoring and video surveillance applications.
Dr. Saggese has been a member of the IAPR Technical Committee 15 (Graph-
Based Representations in Pattern Recognition) since July 2012.

Nicola Strisciuglio received the master’s (cum laude)
degree in computer engineering from the University
of Salerno, Fisciano, Italy, in 2012. He is currently
working toward the joint Ph.D. degree with the
Johann Bernoulli Institute for Mathematics and Com-
puter Science, University of Groningen, Groningen,
The Netherlands, and with the Department of Infor-
mation Engineering, Electrical Engineering and Ap-
plied Mathematics (DIEM), University of Salerno.
His current research interests include artificial intel-
ligence, pattern recognition, machine learning, audio

analysis, and computer vision.

Mario Vento is currently a Full Professor of com-
puter science and artificial intelligence with the
Department of Information Engineering, Electrical
Engineering and Applied Mathematics (DIEM), Uni-
versity of Salerno, Fisciano, Italy, where he is also
the Coordinator of the Artificial Vision Laboratory.
He is the author or coauthor of over 200 research
papers in international journals and conference pro-
ceedings. His research interests include the areas of
artificial intelligence, image analysis, pattern recog-
nition, machine learning, and computer vision. More

specifically, his research activities include real-time video analysis and interpre-
tation for traffic monitoring and video surveillance applications; classification
techniques, i.e., statistical, syntactic, and structural; exact and inexact graph
matching; multiexpert classification; and learning methodologies for structural
descriptions. Mr. Vento is a Fellow Scientist of the International Association
for Pattern Recognition (IAPR). From 2002 to 2006, he served as the Chair of
the IAPR Technical Committee 15 on Graph-Based Representation in Pattern
Recognition, and in 2003, he served as an Associate Editor of the Electronic
Letters on Computer Vision and Image Analysis. He currently serves as a
Referee for many relevant journals in the field of pattern recognition and
machine intelligence.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues false
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


