## Appendices.

## Appendix A: KRS-experiments.

The following figures represent different training cases, which has been performed to show the results from sample reordering algorithm. Every case is described by three figures. The first shows the original training signal; the second shows KRS plots by different example reorderings. The third plot represents either a snapshot from the Interact visualizer, or the generalization curves when testing. Some of the plots also appear in various places in the thesis. The systematization made here aims to give a quick overview of more made experiments and an easy way for their comparison and to allow a easy reference to various experiments, when the pictures are not really necessary to be plotted within the text. One is refered to table 5-1 for more numerical data.

## A. 1 Signal No 1.

Sinewave with noise (see also figure 5-2).
It shows, how even the addition of noise on the input signal does not remove the potential internal cancelation. However, dividing the signal into intervals removes the tendence to paralysis.




## A. 2 Signal No 2.

Complex goniometrical signal (see also figure 4-7).
The envelope of the signal is learned very fast, but then the internal cancelation prohibits any further progress.



## A. 3 Signal No 3.

Not appearing elsewhere in this thesis.
An arbitrary signal with local symmetry and additional noise has learning problems unless the input space is divided in small enough intervals.


## A. 4 Signal No 4.

Power generator signal (see also figure 5-5a).
Approximation for the signalpart corresponding to the first 400 timesteps is limited to the training of the envelope.


Resulting approximation


## A. 5 Signal No 5.

Power generator signal (see also figure 5-5a).
Approximation for the signalpart corresponding to the first 512 timesteps will not even learn the envelope for longer time fragments.


Resulting approximation


## A. 6 Signal No 6.

Single QRS signal (see also section 5.3.2).
The signal with some global but foremost local symmetry becomes (better) trainable when the number of intervals is raised.




## A. 7 Signal No 7.

Double QRS signal (see also section 5.3.2).
For the larger signal length the global symmetry is less apparent and training is already performed for the smaller interval numbers.




## A. 8 Signal No 8.

Symmetrical signal with second-order problem (see also figure 5-1a).
A complex signal with high global symmetry will have already have problems at the onset of learning.


Resulting approximation


## A. 9 Signal No 9.

Asymmetrical signal with second-order problem (see also figure 5-1b).
A complex signal with little global symmetry will encounter local symmetries later in the training process.


Resulting approximation


## Appendix B: The Random walk.

There are numerous intuitions about the outcome of myriad experiments with events of a random nature, which happen to be wrong. The random walk theory reveals this misjudgment and is a basis for more advanced theories. For the analysis, made in this thesis, several properties of a random walk are interesting. First, it is of use to know how often the successive cumulative gains are becoming zero. This quantification is related to getting a notion of how fast network parameters can degrade to the zero point during adaptation. Second, it is of interest how the random walk depends on the length of the step. This gives inside to the problem why the initial symmetrical phase, when the network parameters has small values, is the most often encountered degradation problem. The third interesting question is what the spread and distribution of the endpoints by many random walks is, which will help to understand how many experiments, which because of the reasons explained in the thesis are governed nearly by the lows of the random processes, have the chance to escape the stationary areas, and how this chance is related to the number of training examples in a cancelation set.

## B. 1 The random walk in one direction.

A ideal coin-tossing game is a well accepted way to describe the random walk problem. The outcomes of individual tosses are represented geometrically on a rectangular coordinate system with horizontal $t$-axis and vertical $y$-axis. Every point on this coordinate system has as an abscis the number $p$ of the current trial and as an ordinate the partial sum of the previous coin tossings $s_{p}$. All the partial sums draw a path $\left(s_{1}, s_{2}, \ldots, s_{p}\right)$. Every path is the outcome of a random walk experiment. Correspondingly the statistical characteristics of the multitude of paths can be quantified.
The probability, that at epoch $n$ the path S has reached the point $r$, is denoted by $p_{n, r}$.

$$
\begin{equation*}
p_{n, r}=P\left\{S_{n}=r\right\}=\binom{n}{\frac{n+r}{2}} 2^{-n} \tag{B-1}
\end{equation*}
$$

To the investigations, made in this thesis, the case is interesting, when the point $r$ is the zero point. In the theory of random walks, this case is known as a return to the origin.
A return to the origin occurs at epoch $k$, if $S_{k}=0$. Here $k$ is necessarily even, and for $k=2 v$ the probability of a return to the origin equals $p_{2 v, 0}$. Because of its frequent occurrence this probability it will be denoted by $u_{2 v}$.

$$
\begin{equation*}
u_{2 v}=\binom{2 v}{v}_{2}^{-2 v} \tag{B-2}
\end{equation*}
$$

The probability, that the first return to the origin occurs at epoch $2 n$ is given by the following equation:

$$
\begin{equation*}
f_{2 n}=\frac{1}{2 n-1} u_{2 n} \tag{B-3}
\end{equation*}
$$

Another quantifiable characteristic for a set of paths is the spread of the endpoints. It is defined by the probability, that the maximum of a path of length $n$ leading to point $A=(n, k)$ and having a maximum $\geq r$ with $k \leq r$ is denoted by $p_{n, 2 r-k}=P\left\{S_{n}=2 r-k\right\}$.

## B. 2 Generalizing the random walk.

All the conclusions made in the previous section concern the one-dimensional random walk by which the step length equals to unity. They can be illustrated with the outcome of a coin-tossing game. Here generalizations for multi-dimensional random walks as well as for random walks with unequal step length will be made.

In a two-dimensional random walk it can be imagined, that a particle moves in unit steps in the four directions, parallel to the $t-$ and $y$-axes. For a particle which starts from the beginning of the coordinate system, there are four possible positions which have real-valued coordinates. Similarly, in three dimensions every point has six neighbors. The random walk is then specified by the corresponding four or six probabilities. The generalizations will be made for a symmetric random walk, where all four or six directions are equally probable. The probability of a return to the origin is:

$$
\begin{equation*}
u_{2 v}=\frac{1}{4^{2 n}} \sum_{k=0}^{n} \frac{(2 n)!}{k!k!(n-k)!(n-k)!}=\frac{1}{4^{2 n}}\binom{2 n}{n} \sum_{k=0}^{n}\binom{n}{k}^{2} \tag{B-4}
\end{equation*}
$$

Equation (B-4) can be generalized for a higher dimensional case.
By the generalized one-dimensional random walk the restriction, that the particle moves in unit steps is avoided. In this case at each step the particle shall have the probability $p_{k}$ to move from any point $x$ to $x+k$. where the integer $k$ can be zero, positive or negative. This generalization is also known as sequential sampling.

## B. 3 Interpretation.

The theory of random walks is not (or at least not directly) applicable to neural networks. On each presentation, the weights will be adapted. In other words, each state of the neural network represents a different history and therefore a permuted input set will lead to a different state. Nevertheless, the characteristics of a non-learning neural network seem comparable. This can be interpreted in the following way. When a neural network is still in a state of infancy, it makes no difference what this state is: by providing a canceling input stream all that has been learned can be unlearned. It is only when a neural network has matured and "knows" what to do, that the different streams have a reduced input.
It is clear, that a neural random walk requires an enhanced theoretical model. The reason why this has not been attempted here, is largely that we intended to eliminate the occurrence of a longest ruin by construction rather than by analysis. Despite that, such a model will still be a welcome addition to the theory of neural design.

## Appendix C: Software.

As illustration to the provided algorithms, we supply here the basic routine that allows for the reordering schemes as discussed in this thesis.

## C. 1 The Permutation procedure.

NR_PATTERNS: the overall number of patterns
UINT_MAX: largest unsigned integer


```
        /* PERMWithOFFSET delivers offset..offset+size or
        offset..NR_PATTERNS-1; 0..offset+size MOD NR_PATTERNS . */
        if (ptype == PERMWithOFFSET)
        { for (ii = 0; ii < nr; ii++)
        { offset = (int) floor(NR_PATTERNS *drand48());
        for (i = 0; i < size; i++)
            { val = (int) floor(((size-i)*drand48()));
                val = (offset+val)% NR_PATTERNS;
                k = (offset+i) % NR_PATTERNS;
                /* swap pl[offset+i] and pl[offset+val] ........... */
                    j = pl[k]; pl[k] = pl[val]; pl[val] = j;
            }
        }
    }
    else if ((ptype == BOTHSWAPPED) ||
            (ptype == VALUESWAPPED))
    { for (k = 0; k < nr; k++)
        { for (i = 0; i < size; i++)
            { val = k * size + (int) floor(((size-i)*drand48()));
            /* swap pl[N-i] pl[val] ...............................*/
                j = pl[(k+1)*size-i-1];
                pl[(k+1)*size -i-1] = pl[val];
                pl[val] = j;
            }
        }
    }
    for (i = 0; i < nr; i++) memint[i] = i;
    if ((ptype == BOTHSWAPPED) ||
        (ptype == INDEXSWAPPED))
    { for (i = 0; i < nr; i++)
            { val = (int) floor(((nr-i)*drand48()));
                /* swap m[N-i] m[val] ................................. */
                j = memint[nr-i-1];
                memint[nr-i-1] = memint[val];
                memint[val] = j;
            }
    }
}
```


## Index of Terms.

| A | Data, 13 | physical, 21 <br> static, 22 <br> tolerance, 18 |
| :---: | :---: | :---: |
| global, 3 local, 26 | cluster, 7 <br> driven, 25,32 <br> generator, 1 | Feature extraction, 7 second-order, 26 |
| Algorithm learning, 5 randomized, 86 sampling, 85 | set, 7 |  |
|  | $\begin{aligned} & \text { Decision-making } \\ & \text { Bayesian, } 9 \\ & \text { predictive, } 9 \end{aligned}$ | G |
| ANN, 1 | Degradation, 18 | retarded, 54 |
| Area flat, 47 stationary, 33 | graceful, 18 network, 77 | surface, 30 Gradient |
|  | Descent, gradient, 86 Design | conjugate, 27 optimization, 4 |
| B | centering, 18 experiment, 91 | Growing, 36 |
| Behavior distributed, 60 spatially local, 60 | Differentiability, 129 | \| |
|  | Diversity, 36 | Importance casual, 95 predictive, 95 |
|  |  | Interference, 60 |
| C | ECG, 145 | Invariance, group, 48 |
| Cancelation, 70 general, 122 signal, 92 | Error, 17 <br> RMS, 42 |  |
|  | Example, 3, 13 pair, 7 | K Knowledge |
| Computing intelligent, 1 science, 1 | set, 86 | nowledge deep, 74 shallow, 74 |
| Conflict external, 60 internal, 60 | F Failure, 17 | KRS model, 75 ratio, 84 |
| Controlability, 18 | Fault, 17 dynamic, 22 | L |
| Curve, error-reject, 24 | functional, 21 logic, 21 | Learnfactor, 5 |

Learning, 3
active, windowed, 130
informative, 87
local, 60
progressive, 87
partial, 89
query, 88
supervised, 5
unsupervised, 5
Learning rule conjugate gradient, 31
EBP, 5
generalized delta, 56

## M

Machine
parity, 59
soft committee, 54
Map, associative, 19
Measure
ambiguity, 91
AQ, 42
Model
black-box, 74
data, 88
failure, 23
fault, 21

## N

Network
committee, 37
ensemble, 37
feedforward, 3
gating, 37
layered, 3
neural, 2
recurrent, 3
voting, 37

Neuron, 2
selective, 53
Nyquist, 85


Observability, 18
Optimization
determinstic, 38 stochastic, 38
OS, 112
OSRI, 113
Overparametrized, 5

P
Paralysis, 59
Pass
backward, 3
forward, 3
Phase
learning, 4
recall, 12
symmetrical, 34
initial, 77
Plasticity, 12
Pole, balancing, 6
Presentation, 75 order, 83
set, 85
Problem
mirror symmetry, 62
order, 61
Process
batch, 8
identification, 12 on-line, 8

Profile, operational, 18
Pruning, 36

## Q

Quality, 15
Query
construction, 89
filtering, 89
QRS, 145
R

Recovery, optimal, 91
Redundancy
functional, 36
n -modular, 19
spatial, 19
temporal, 19
Regularization, 9, 26, 38
Reliability, 19
Repeatedness, 47
Replica, 53
RS, 113
RSRI, 113

## S

Sample, 13
Sampling
active, 14, 87
random, 85
Saturation, 58
premature, 28, 58
Selection
active, 87
data, 89
data subset, 89
Sensitivity, 23
analysis, 18
fault, 18
Set
generalization, 8
learn, 8
test, 8
Sigmoid
logistic, 4
zero-centered, 4
Specificity, 23
Stroke, 125
Surface, error, 13
Symmetry, 47
breaking, 53
even, 49
network, 48
odd, 49
structural, 48
System, 15
dynamics, 63
reactive, 12
Truck, backer-upper, 6

## U

Underparametrized, 5
Theorem, Sampling, 85

Training
consecutive, 90
subset, combined, 90
Trajectory, 26
Transformation, coherent, 48

Unlearning, 59
catastrophic, 60
w

Weight decay, 39 elimination, 39

