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Abstract 

A formulation of the fundamental problem of resid- 
ual generation for fault detection in nonlinear systems 
based on the concept of output invariance is given. 
Consequences are derived in the geometric context. A 
necessary condition, which recovers the same result in 
the case of linear systems, and a normal form suitable 
for the solution of the problem are obtained. The re- 
cently introduced backstepping observer is then used 
as a residual generator. 

1 Introduction 

The theory of fault detection and isolation (FDI) deals 
with the conditions under which a filter exists and is 
able to “deduce”, with reasonable accuracy, if a fault 
has appeared. Isolation, in particular, means that, 
among possibly many faults, the device has to spec- 
ify which fault is really occuring. This task is usually 
performed in the presence of contemporary faults, d i s  
turbances and uncertainties. The detection and iso- 
lation of faults is carried out by endowing the filter 
with outputs signals, called residual signals - one for 
each possible fault - which become nonzero if the cor- 
responding fault arises. A possible formulation of the 
problem is to require the residuals to be completely de- 
coupled by signals which differ from the fault. That is, 
after a transient period, in which the initial conditions 
act on the residual, the residual itself can be consid- 
ered practically zero if the corresponding fault has not 
appeared yet. 
The problem of detecting and isolating faults for linear 
systems (by requiring the complete decoupling of the 
residual from all what is different from the fault) was 
formulated and solved in [NI. In particular, the Funda- 
mental Problem of Residual Generation (FPRG) and 
the Extended Problem of Residual Generation (EPRG) 
were introduced ([18]). The solutions of these two prob- 
lems show how to construct an FDI filter (or residual 
generator) by exploiting traditional concepts from lin- 
ear control theory, such as unknown input observers 
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([2], [3], [4]), eigenvalue assignments through output 
injection, (conditioned) invariant subspaces. This (ge- 
ometric) approach to  FDI is considerable because it 
leads to  state precise, concise and constructive neces- 
sary and sufficient conditions for the problem resolu- 
tion. Attempts to  generalize this approach to more 
general classes of systems have been carried out. See 
e.g. [lo] for a survey, the references therein, and [20]. In 
[5], [8], some geometric conditions are proved to be suf- 
ficient for the existence of a linear up to  input/output 
injection FDI filter. A detailed exposition of (other) 
geometric solutions t o  the problem of FDI for nonlin- 
ear input-affine systems can be found in [6], [7], [9], to 
which the interested reader is referred for the proofs of 
some of the results given here. 
One of the aims of this paper is to investigate some 
necessary conditions for the problem of FDI for nonlin- 
ear input-affine systems. They can be derived from the 
formulation of the problem stated using the concept of 
output invariance. In particular this leads to see how 
naturally the concept of conditioned invariant distribu- 
tions ([14]) arises in the nonlinear FPRG, in the same 
way as conditioned invariant subspaces ([l]) arise in 
the linear FPRG. The arguments are similar to those 
used in [17] for the problem of output tracking with 
disturbance rejection. Moreover, we delineate under 
which conditions the recently introduced backstepping 
approach to observer design ([15]) can be used as an 
FDI filter. So, in Section 2 we give geometric charac- 
terizations of the nonlinear version of the FPRG which 
closely resemble the linear analogue when expressed in 
geometric terms; in Section 3, these characterizations 
are used to derive necessary conditions and to com- 
ment some assumptions; in Section 4 the backstepping 
observer approach is applied to the problem; conclu- 
sions are drawn in Section 5. 

2 Output  invariance and fault detection 

Consider the analytic systems (we will relax such as- 
sumption in regularity hypothesis - see Remark 2): 



where the input functions may represent control, 
disturbance and fault signals. The j-th output 
yj(t; so; u1, . . . , u M )  corresponding to an initial condi- 
tion xo and to the set of input functions u1) . . . , U M  is 
unaffected by (or invariant under) ui if, for any initial 
condition xo in U (U being the open set of IR" - or, 
more abstractly, the state space manifold, - on which 
the system is defined) and any collection of admissible 
input functions 211, . , . , %-I, ui+l,. . . , u ~ ,  there holds: 

Yj(t;zO; 211,. . ., %-1, Ua,  %+I, 

y j ( t ; s O ;  711,. . . ,%-I7~b,%+l,. . . , U M )  

. , U M )  = 

for all t 2 0 and any pair ua,ub (for a detailed treat- 
ment of output invariancesee [13], Paragaphs 3.1-3.3). 
We say that yj is affected by ui if it is not unaffected 

We can give now the formulation of the NLFPRG. Con- 
sidered the system 

by %. 

2 
yj = hj(x) ,  j = 1,. . . , p  

= f(z) + C&l ga(z).lli + t(z)m + c;='=l Pi(Z)W 

(2) 
defined on a neighborhood U of the origin, with f (0) = 
0, h(0) = 0, and m a scalar fault signal, find, if possible, 
a filter 

(3) 
1 = 
T =  h(Y, 2 )  

&, 2) + c:=1 &(Y, 4% 

f E R", T E I@, 1 5 @ 5 p ,  with f(0,O) = 0, 
h(0,O) = 0, such that, when considered the cascaded 
system (with obvious significance of the symbols) 

U 

i=l 
S 

i=l 
r = he(xe )  (5) 

defined on Ue,  a neighborhood of (x,2) = (O,O), the 
following properties hold: (i) if m = 0, then T is un- 
affected by %, wj, Vz,j; (ii) T is affected by m; (iii) 
limt+oo JJr(t; so, 4O; ul,  . . . , up, 0, wl,. . . , w,)IJ = o for 
any initial condition xo, 2O in a suitable set containing 
the origin, and any set of admissible inputs (note that 
the convergence to  zero of the residual is required in 
absence of fault - m = 0). 
For the time being we refer t o  the NLFPRG without 
the stability requirement (iii). 
A similar formulation for the class of state-affine sys- 
tems was given in [ll]. 

Remark 1 It is not difficult to notice that a filter 
which solves the NLFPRG in particular assures that 
at least for an initial condition (x(O), k(0)) E U", a cer- 
tain collection (211). . . , up7 w1, . . . , w,), a certain time 

E 2 0, (at least) an index j E (1,. . . ,@} and a certain 
fault signal a, its j-th residual satisfies 

T j  (E;  Z0, 2'; 211, . . . , Up, fi, 201, . . . , 20,) # 
- 0 0  T j  (t; 5 , 4 ; 211, . . . 7 up, 0, w1, . . . , w,). 

Requiring T t o  be unaffected by the control and dis- 
turbance signals only when m = 0 is not a restrictive 
condition. Indeed, when a fault has occurred what is 
important is that the residual is evidently nonzero. Re- 
garding the possibility for the ui's, wj's t o  vanish the 
effect of m on T ,  we are assured this cannot happen 
by the requirement (5). Such a condition, in fact, 
guarantees that the fault influences the residual, at 
least in the sense specified above, whatever the signals 
q).. . , up, q).. . , w, are. Note also that, for linear 
systems, the NLFPRG reduces ezactly (see [6], [7]) to 
the FPRG as introduced in [18]. 

It is known from [14] (see, for instance, [13], Lemma 
3.3.1) that, as a consequence of the Fliess' functional 
expansion formula, condition (i) is equivalent to 

LgpLT; ... L,=;-,hje = O , i = l ,  ..., p (6)  

Lp:L,: ... Lpe- ,h ;  = 0, i = l,.. . , s  (7) 

for each j = 1, . . . , 6, each sequence {T?, . . . , T:~-~ } in 
the set of vector fields {f", 91,. . . , gG,p t , .  . . , p : }  and 
each integer re 2 1 (if re = 1, the sequence is to be 
intended void). For the same reason, the requirement 
(ii) is equivalent to the existence of (at least) an index 
j E (1,. . . such that 

L p  L,; . . . L p e  -, h; # 0 (8) 

where now se 2 1 is the minimum integer for which the 
previous condition is satisfied (if se = 1 the previous 
disequation coincide with Lph;  # 0). By virtue of 
condition (i) and the minimality of se, the vector fields 
of the sequence belong to a more restricted family, and 
in particular (6),(7),(8) are equivalent to (6),(7) and 

LpLkfC1hje = 0, 1 5 k < S" (9) 
LpLg-lhje # 0 (10) 

for some index j E { 1, .  . . ,@} and a positive integer se. 
So we can conclude: 

Theorem 1 The NLFPRG i s  solvable if and only if 
(6))(7), (9),(10) are satisfied. 

Let us introduce the Observation Space for (4)-(5) in 
absence of fault (m = 0), O,, as the smallest vector 
subspace of all smooth functions containing h:, . . . , h; 
and closed under differentiation along the vector fields 
f e, gf, . . . , gE,pT,. . . , p,". We also consider the associ- 
ated codistribution 

Ro,, := span{dX, x E U,} 
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and its annihilator a&,,. 
As a consequence of the relation between the coeffi- 
cients of the Fliess' functional expansion formula and 
the functions which define the observation space (see 
[13], Remark 3.1.2), it is easy to realize that the re- 
quirement (i) is equivalent to span{Ge,Pe} c a&,,, 
with span{Ge, P'} := span{gf, . . . ,gE,pT,. . . ,pz } .  For 
the same reason, (ii), expressed as in (8), is equivalent 
to le 4 Oh,". Consequently, (i), (ii) are equivalent to: 

(11) 
span{G",P"} c 

e" 4 %,e . 

Let us now recall that the distribution is invariant 
under {f",gT, ..., g;,pT ,..., p z }  and is contained in 
ker dh" (by definition, since 00," contains span{&"}). 
Moreover, let < f", 92, .  . . , g;, pf ,  . . . ,pzIspan{dh"} > 
be the smallest codistribution which is invariant under 
{f", gf ,  . . . , g;,p;, . . . , p:} and contains span{dh'). It 
is known (see [13], Lemma 1.9.1) that such a codistri- 
bution exists and is smooth. Then set: 

&" :=< f",gy,. . . , g ~ , p ; ,  . . . ,pzlspan{dhe} >I . 

We know ([13], Lemma 1.6.3) that Q" is a distribution 
invariant under {f", gf, . . . , gE,pT,. . . , p z } ,  it is con- 
tained in kerdh" and is the largest distribution with 
such two properties. As a consequence, a&," c Q". 
Moreover, recalling that (see [13], Remark 2.3.3 and 
Lemma 1.9.5) around any regular point = &" and 
Q" is involutive, it is possible to  state the following: 

Theorem 2 If the point (z,2) = (0,O) is a regular 
point offlo+, locally around (qk) = (O,O), (11) hold 
if and only if 

span{Ge,Pe} c Q" 
e" $ Q" (12) 

As noted in [6], it is more convenient to  focus the at- 
tention on the problem of determining a filter which 
satisfies (12) and the stability requirement (iii). So, 
following the terminology of [6], we shall henceforth 
consider this stronger version of the problem and refer 
to it as the regular version of the NLFPRG. 
As a consequence of what stated above, in view of the 
results in [16] and [13], Paragraph 1.7, the system ob- 
tained cascading the filter which solves the NLFPRG 
to the process admits a particular normal form. 

Corollary 1 The regular NLFPRG is solvable if and 
only if there exist a dzfleomorphism 2" = a(.") which 
transforms the cascaded system into: 
;e 
z1 = fp;) + &2;,2;)m 

2; = p(-; z ,z A; ) + ~ g 5 , i ( 2 ~ , ~ 5 ) ~ + ~ ( ~ T , ~ ; ) ~ +  
P 

i=l 

S 

XfJ;,z(2T, ?E?)Wi 
i=l 

r = q ( q  
with e nonzero on the domain of definition of 
the diffwmorphism and the system ( f L m , f f )  observ- 
able', and a set of initial conditions 2;(0) such that 
limt-tw IIr(t; ?I(O); 0)II = 0. 

Remark 2 So far, we have assumed the analiticity of' 
the process and of the appended system. It can be no- 
ticed, however, (see, e.g., [19], Proposition 4.23) that, 
the regularity assumption assures that the same con- 
clusions can be drawn if process and filter are smooth. 

Remark 3 In [5],  [8] a linearization up to 1/0 injec- 
tion approach is used to tackle the regular NLFPRG. 
The class of nonlinear systems for which a filter ex- 
ists which solves the problem is such that, in suitable 
coordinates, the plant-filter cascade can be written as: 

d = A e + & ( e , k ; ) m  
P 

2; = f ; (e ,k ; )  + Cg5,i(e,2i)ui +@(e,?;)m + 
i=l 

with 4 nonzero on the domain of definition of the sys- 
tem, the pair (C, A )  observable and a ( A )  c 6'-. 

In Section 4, we shall consider a slightly different for- 
mulation of the NLFPRG, which can be obtained by 
relaxing in (i) the requirement m = 0. We refer to 
this formulation as the strong NLFPRG. As before, we 
shall adopt the regular version of the problem. Indeed, 
substantially with the same arguments, assuming addi- 
tionally the regularity of the codistribution fro," asso- 
ciated to the smallest subspace of functions containing 
hq, . . . , hz and closed under differentiation along the 
vector fields f", gp, . . . ,g;, e",pl , .  . . , p z ,  and the non- 
singularity and involutivity of the largest distribution 
Qe invariant under {f", e"} and contained in ker dh", it 
can be proved that the strong NLFPRG (without the 
stability requirement) is solvable if and only if 

span{G", P"} c &' (13) 
ee $ $", ( 1 4  

As before, finding the filter which satisfies these 
stronger conditions will be referred to the regular 

'In the sense of [12] (see also [13], Theorem 1.9.7). 
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strong NLFPRG. The latter is solvable if and only if 
the system admits the normal form 

:e 
51 = f ; ( q + & % ; ) m  

i; = j;(q,2;)m + Cq;,z(q, q u i  + &:,$;)m + 
P 

i = l  
s 

i= 1 

r =  h: (27 1 
with & nonzero on the domain of definition of the 
diffeomorphism and the subsystem (k, fr, e) observ- 
able, and there exists a set of initial conditions P;(O) 
such that limt-,oo ~ ~ r ( t ; 2 ~ ( 0 ) ; 0 ) ~ ~  = 0. That is, requir- 
ing (i) without m = 0, the disturbance and the con- 
trol inputs can never affect r. This is due to the fact 
that the fault-residual behavior is described by the 2:- 
subsystem, which is isolated from the control and d i s  
turbance signals. On the contrary, in the previous case, 
in presence of fault, the residual r could be affected by 
(U, w )  through the state variables 2; which appears in 
the vector field 6. 

3 Necessary conditions for fault detection 

The characterization of the regular NLFPRG given in 
the last section are used here to derive a necessary con- 
dition for its solvability. The results are proved using 
arguments as those described in [21] for linear systems. 
In [17], the author, indipendently from [21], used the 
nonlinear version of these arguments t o  face the prob- 
lem of nonlinear output tracking with disturbance re- 
jection. It is showed here that the results of [17] can 
be adapted to prove a weaker necessary condition for 
the solvability of the regular NLFPRG. In [18], the au- 
thors express the conditions in terms of unobservabil- 
i ty subspaces (see [21]). These subspaces belong to the 
larger class of conditioned invariant subspaces (see [l]). 
Conditioned invariant distributions were introduced in 
[14]. The necessary conditions for the regular NLFPRG 
solvability are given in terms of conditioned invariant 
distributions. So, let us recall the concept of condi- 
tioned invariant distribution as introduced in [14] (see 
also [17]). 

Definition 1 A is  a locally Conditioned invariant dis- 
tribution f o r  the system (2) (with m = 0, w = 0)  if 
there hold 

[ f ,An kerdh] c A 
[gj, A n kerdh] c A, j = 1,. . . ,p .  

The main result of this section is now stated: 

Theorem 3 Suppose a solution to the regular NLF- 
PRG exists. Then there exists a locally conditioned 
invariant distribution A containing span{ P} ,  with 
span{ P }  := span(p1 , . . . , ps}, which satisfies the prop- 
erty e # A. If, additionally, the filter has a resid- 
ual function of the form he(ze) = hg(z) - hT(2) := 
& ( y )  - hl(2),  then A is  also contained in kerdhg. 

Remark 4 In the linear case, the residual function is 
of the form T = J 2  + Hy and it is easily verified that 
a locally conditioned invariant distribution is a con- 
ditioned invariant subspace. This means that if the 
FPRG is solvable in the linear case, then a conditioned 
invariant subspace S exists which contains Imp, is 
contained in ker(HC) and satisfies L # S. In fact, 
this is the necessary condition for the linear FPRG 
(cfr. [18]), where actually the conditioned invariant 
subspace is in particular an unobservability subspace, 
and therefore the condition also suffices to imply the 
existence of an observable disturbance-decoupled sub- 
system. See [6], [7] for details on the relationship be- 
tween certain conditioned invariant distributions and a 
suitable disturbance-decoupled subsystem which has a 
nonlinear observability property. 

It is well-known (see, e.g., [14], page 343) that find- 
ing an arbitrary conditioned invariant distribution is 
a much more difficult task than finding the smallest 
conditioned invariant distribution containing a given 
distribution, in this case span{ P}. Such a distribution, 
which we denote with A,, exists, can be computed (the 
algorithm is given in [14], page 341) and is involutive. 
It is then clearly true that: 

Corollary 2 If the regular NLFPRG is solvable, then 
the smallest locally conditioned invariant distribution 
A, containing span{P} is such that e 4 A,. 

Despite of the condition given in Theorem 3, that 
given in the previous corollary provides an effective 
way to check if the problem is solvable (any system 
admits many conditioned invariant distributions con- 
taining span{P}, whereas only one A, exists). Never- 
theless, the condition .! $! A* may be too conservative. 
In fact, in the case of linear systems, this condition is 
not sufficient and a more specific kind of conditioned 
invariant subspaces must be taken into account in or- 
der to obtain a sufficient condition (see also Remark 

So far we have only treated the detection of the faults. 
As already observed in [18] for the linear case, it is 
straightforward (see [7]) to formulate the Nonlinear Ex- 
tended Problem of Residual Generation (NLEPRG, see 
[IS] for the case of linear systems), which takes into 
account the contemporary presence of multiple faults, 
and extend the above conditions also to  the problem 

4) f 
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of isolating the faults. The result is here omitted for 
reasons of space. 

4 Backstepping observer for fault detection 

Let us first recall the backstepping observer of [15]: 

Theorem 4 For a system in the observable form 

XI = 2 2  

i,.-1 = x,. (15) 
x,. = fse(z) 
Y = x1 

there exists an observer 

i 1  = 22+#4(2)(y-21) 

1,. = fs. (5) + ps. (k)(y - $1) 

such that for any compact set K ,  positively invariant 
for (18), thew exist constants M > 0, E > 0, y > 0 
such that i f  x(0) E K and Ile(0)II < E then Ile(t)II < 
Mlle(O)llexP(-rt). 

Remark 5 While (16) has the structure of a high-gain 
observer, it is not a high-gain observer since its gain 
functions are not of high-gain type. The main reasons 
why the former is here adopted instead of the latter is 
that the (nonconstant) gains of the backstepping ob- 
server are iteratively constructed. This seems partic- 
ularly suited in view of the extension of the present 
approach to the case of uncertain systems. The use of 
high-gain observers has been pursued to  tackle a dif- 
ferent problem of stabilization of the residual signal in 
~91, [71. 

Throughout the section we make the following assump 
tion, which is easily understood in view of Theorem 1. 

Assumption 1 For the process (2), a filter (3) exists 
so that the vector fields of the cascaded system satisfies 
the following set of conditions: 

L,;L,;. . . L ~ * - ~ h j "  
Lp: L,; . . . L,:*-, h; 

= 
= 

0, i = 1,. . . , p 

0, i = 1,. . . , s 
for  each j = 1,. . . ,@, each sequence {T;, . . . , TF--~} in 
the set of vector fields { f e ,g f , .  . . , g t , p T , .  . . , p z }  and 
each integer re 2 1 (if re = 1, the sequence is to be 
intended void) and 

LpL;,'hj" = 0, 1 _< k < se 

LpL$-'hj" # 0 

for some index j E (1 , .  . . ,@} and a positive integer se. 

It is clear that, in this way, we are assuming that we can 
construct a filter whose residual is decoupled from all 
the input signals except for the fault. In the sequel we 
will see that this assumption is substantially enough 
to assure that the backstepping observer of [15] can 
also work as a fault detection filter. Additionally, let 
us assume, for the extended system, that xe = 0 is 
a regularity point of &,e and the nonsingularity of 
the smallest codistribution invariant under {fe, 1" )  and 
containing span{dhe}; let Q" the annihilator of such 
a codistribution which results t o  be nonsingular and 
involutive. We know from what discussed in Section 2 
that the assumption and the regularity hypotheses just 
introduced are equivalent t o  the properties 

s p ~ { a e ,  pe}  c &", ee 4 @. 
The following result is a standard fact (see [13]) and 
relates the two previous sets of conditions: 

Lemma 1 The diflerentials of the set 
{dhj", Lpdhj", . . . , L$-'dhj"} are linearly indipen- 
dent. Moreover, 

S' 

Qe c n ker(dLpk - lhj"). (17) 
k=l  

In particular, the first part can be found in [13], Lemma 
4.1.1, while the inclusion is easily understood by think- 
ing of the definition of the observation space and not- 
ing that, in the regularity hypotheses introduced, the 
codistribution associated with the observation space is 
(Qe)'-. A diffeomorphism then exists which transforms 
the extended system into: 

with eke a nonzero function on the domain on which 
the system is defined. 

Remark 6 If se = (dim@)'-, the filter obtained from 
a copy of the zl-subsystem with a linear correction 
term designed in order t o  assign the spectrum of the 
linearized estimate error system through output injec- 
tion works as a fault detection filter. However, the filter 
designed through the backstepping procedure is, so far 
as m = 0, an "exact" observer in the sense that it is 
not based on the linear approximation of the system. 
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The backstepping observer introduced above, endowed 
with a residual function, assures the local exponential 
decay to zero of the absolute value of the residual signal 
in absence of fault, and the finiteness of the relative 
degree between the fault and the residual. Specifically, 
in the above hypotheses, we have: 

Theorem 5 Let se = (dim&“)*. If for the zl- 
subsystem a backstepping observer (16) exists, chosen 
the residual function F = r - z:, there holds that, fo r  
any initial condition zi(0) in a suitable set2 and any 
2’ (0) suficiently close to z! (0), the residual converges 
to zero in  absence of fault. Moreover, the residual i s  
unaffected by w, U and affected by m. 

The proof is a straightforward consequence of the hy- 
potheses. We only want to remark that the decoupling 
of the 2’-subsystem from the disturbance and the con- 
trol input so far as m = 0 implies that r is unaf€&ed 
by w, U. Similarly, straightforward calculations show 
that the system composed by the process and the fil- 
ter, with output r ,  has a finite relative degree between 
the fault and the residual. 

Remark 7 The hypothesis se = (dimQ“)I is only 
done for the sake of simplicity. The same conclusion 
can be drawn if the z’-subsystem can be imbedded 
into a system locally (strongly) observable. See [15], 
for details. 

5 Conclusions 

The problem of residual generation for nonlinear fault 
detection and isolation has been discussed by exploit- 
ing the concept of output invariance. Characterizations 
of the problem have been derived in geometric terms. 
These characterizations have been shown to  be useful 
in deriving necessary conditions for the problem solv- 
ability, which partly generalizes the linear conditions. 
Finally, conditions under which the recently introduced 
backstepping observer can serve as a fault detection fil- 
ter as well have been analyzed. 
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2Which is contained in the positively invariant set. 
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