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A PERTURBATION-BASED APPROACH FOR MULTI-CLASSIFIER
SYSTEM DESIGN

V.DI LECCEY, G.DIMAURQO? A.GUERRIERO!, SIMPEDOVO? G.PIRLO? A.SALZO?

(1) Dipartimento d Ing. Elettronica - Politemico d Bari-
Via Re David - 70126 Bari - Italy
(2) Dipartimento di Informatica - Universita di Bari -
Via Orabona, 4 - 70126 Bari —Italy

This paper presents a perturbation-based approach useful to select the best combination
method for a multi-classifier system. The basic idea is to simulate small variations in the
performance of the set of clasdfiers and to evaluate to what extent they influence the
performance of the combined clasdfier. In the eperimental phase, the Behavioura
Knowledge Space and the Dempster-Shafer combination methods have been considered. The
experimental results, carried out in the field of handwritten numeral recognition,
demonstrate the df ectivenessof the new approach.

1 Introduction

The interest of reseachers in multi-classfier systems is motivated by the consideration that
they allow high performances aso in the caes of difficult classficaion poblems[1]. Since
theoreticd analysis of combination methods can be very difficult [2,3] the evaluation of
complex combination methods is generally caried ou on experimental basis [4,5]. The net
result isthat the design of multi-classfier systems gill presents many unsolved isaues[2,3].

An important isue is related to the sdledion of the best method to combine the
individual classfier for a spedfic goplicaion. This asped is generaly evaluated by
measuring the performance of the methods by using data sets derived from the red
application. In this case, there is no asaurance that similar results can be obtained in the
working environment in which the performance of the individual classfiers can change [5].

In this paper a perturbation-based approac is presented for the seledion of the best
combination method for a multi-classfier system. Small variations in the performance of the
set of clasgfiers are simulated and their effect to the performance of the cmbined classfier
is evauated. Some indexes are dso provided to dbtain information m the performance of the
combined clasdfiers.

The organisation d the paper is the following: Sedion 2 presents the problem of
seledion d the cmbination method for multi-classfier system. The new perturbation-based
approad is presented in Sedion 3. The experimental results are reported in Sedion 4.

553

In: L.R.B. Schomaker and L.G. Vuurpijl (Eds.), Proceedings of the Seventh International Workshop on Frontiers in Handwriting Recognition,
September 11-13 2000, Amsterdam, ISBN 90-76942-01-3, Nijmegen: International Unipen Foundation, pp 553-558



2 Multi-Classifier System Design

In a multi-classfier system the final dedsion is obtained by combining the dedsions of
severa classfiers [1]. When a parall el-combination topology is considered [6], the input
pattern p; is provided to ead clasdfier A; i=1,..K which deddes the membership of the
pattern x; to the pattern classes wy, wy,..., Wy . Let Ai(t) be the resporse of the i-th classfier
when the pattern x, is processed, the cmmbination method M provides the final response by
combining the responses of the individual clasdfiers. From the outputs of the individual
classfiers, the method computes a @nfidence score S(w) for ead class w, i=1,2,...m.
Successvely adedsionruleis used to producethe final classfication resporse.

The performance of a combination method is generally evaluated on experimental basis
by considering measures as the recognition rate Ry, the substitution rate Ey, and the rejedion
rate Ly, or other indexes and cost functions generally defined as a linea combination of Ry, ,
Ey andLy [1,2].

Now, let be Cy= Ly + aEy, the st function considered for the evaluation of the
combination methods [6], the seledion of the best method among M; and M, for a multi-
clasgfier system follows therules:

- If CM1<CM2then Lli

- If CM1>CM2then LmMz

= If Cyy = Cyzthen use M, or M, equivalently.
where Cy; and Cy, are evaluated using a test data set derived from the red working
environment. Unfortunately, since the performance of the individual classfiers can changein
time due to the learning capabiliti es of the dasdfiers or to the variability in input data quality,
there is no asarance that the cmbination method will provide accetable results for the
spedfic gplicaion in the working environment. Therefore, it is important that the
effediveness of methods for classfier combination M, is evaluated also when the
charaderistics of the set of individual classfiers change.

3 A perturbation-based approach to combination method selection

Let ApA,,...,Ac betheindividua classfiers combined by a cmbination method M. Let
us consider the vedor of responses obtained by inputting the patterns x; belonging to a
database T. If T contains N patterns, the vedor of resporses consists of N elements eat
having K resporses (one for ead classfier) (A4(t), Ax(t), ..., Ac(t)) , t=1,2,N.

From the multi-dimensional vedor, two kinds of features are derived:
=  Feduresat theleve of individua clasdfiers.

The recognition rate of ead classfier:

Ru= %zQR(A- (), %)
t

where
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L if A;(t) =w; andxbelonggotheclassw; (i.e.A; (t) iscorrect)
Qr(A (), %) = R pe
otherwise

Feaures at the level of the set of clasdfiers.
The mrrelation between clasdfiers[5]:

-

N
ZlQp (Ai (1), Aj (1)

pAi,Aj

moOoOad

, = 1,..K
i<
where

1
P A, A j N |
and
E} it Aj(t) =A; ()
Qo(AM), A () =D :
0 otherwise

Therefore, the performance of the cmbination method M can be @nsidered as
depending on the recognition rates of the individual classfiers R=(Ra1,Raz...,Rak) and on
the correlation p of the set of clasdfiers

Ce(R,p)= Le(R,p)+alEe(R,p) @
where Ly(R,p) and Ey(R,p) denate the rejedion rate and the substitution rate of the

combination method M as functions of R and p.

The cmbination method M can be evaluated in dfferent working condtions by
perturbing the characderistics of the dassfiers by mean of an automatic procedure. For this
purpose the vedor of resporses of the individual classfiers can be modified acording to the
following considerations:

*  Modification of feaures at the level of individua clasdfiers. For ead clasdfier a
variationis assumed in its recognition rate. For instance, for A; whose recognition rate is
originaly of Ry, we have that the new recognition rate R ; will rangein [Ry; - 3Ry ,
Rai + ORaj], where 0R,; is suitably defined.

* Modificdion of fedures at the level of the set of clasdfiers: A variation is assumed for
the crrelation p of the entire set of clasdfiers. Spedficaly we have that the new
correlation p” will rangein [p-dp, p+dp]where 3p is siitably defined.

For example, let us consider the vedor of responses in Figure 1 for A;,A,A3A, (N=10),

where: R Reaognition; S1,S2,S3,34 - Substitution (rejedions are not considered in this

example). It results R=(0.7,0.8,0.7,0.6) (in fad: Ra1=0.7, Ra»=0.8, Ra3=0.7, Ra4=0.6), and
p=3.2/6. In this case, if we mmbine A;,AyA3A, by the combination method M, we will
adiieve the vaue Cy(R, p)= Cy(0.7, 0.8, 0.7, 0.6, 3.2/6). In order to investigate the
behaviour of M, a perturbation can be performed onthe vedor of responses acarding to the
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considerations (a) and (b). In Figure 2 a perturbed version d the vedor of resporsesis siown
(the modificdions are marked with "~"). Firgt, the output of A4 for pattern 3 hes been
changed (this modificaion changes the recognition rate of A, and aso the value of p for the
entire set of clasdfiers). Seand the outputs of A, for patterns 7 and 8 have been swapped
(this modification does not change the recognition rate of A, but only the value of p for the
entire set of clasdfiers). It is essy to verify that, for the cae in Figure 2 we have
R'=(0.7,0.8,0.7,0.7) (in fad: R 4;=0.6, R 4,=0.6, R »35=0.6, R 2,=0.7), and p =3.8/6.

A Az As Ay
Pattern 1 R R R RN
Pattern 2 R R R
Pattern 3 R R === NN
Pattern 4 B (22 R =
Pattern 5 R R R R
Pattern 6 R R R | R >I]::>CM (R p)
Pattern 7 == R NSRN R ’
Pattern 8 == R AN
Pattern 9 R R R
Pattern 10 R R R R _J

Figure 1: Vector of responses (0.7,0.8,0.7,0.6,3.2/6)

A1 Az Az A4
Pattern 1 R R R R
Pattern 2 R R R IEEEH
Pattern 3 R R === R(")
Pattern 4 Bl (222 R =
Pattern 5 R R R R >||]:>
Pattern 6 R R R R * *
Pattern 7 == R(Y) NS R Cu(R* %)
Pattern 8 DR ASRN IIEEANI
Pattern 9 R R R R
Pattern 10 R R R R

%
Figure 2: Vector of responses after perturbation (0.7,0.8,0.7,0.7,3.8/6).
Modfications: A«3)=R (Fig. 1: As(3)=S2);Ax(7)=R ; Ax(8)=S2 (Fig. 1: Ax(7)=S2 ; AA8)=R).

Now, let us consider the set of values assumed by the st function for M when the
entire set of perturbed vedor is considered G,={Cu(R’, p) [(R", p )0 I'} where the
perturbation range I” is defined as I” =[Ra1-0Ra1 Ra1:0RA1]1X[Ra2-0Ra2 Ra2+0RAz] X. X[ Rak-
ORak , Rak+ORak] X[ p-0p,p+3p].

From the set G , useful information on the dfedivenessof M in dfferent working
condtions can be derived:
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max(Gy ): the maximum vauein Gy;
min(Gy ): the minimum valuein Gy;
M (Gy ): the mean value of Gy;
SD(Gy): the standard deviation o Gy.

These indexes allow a more accurate seledion d the combination method for a multi-
classfier system depending on the particular applicaion field. Typicd selection criteria can
be:

oooo

max(Gy ) minimum (worst performance & goodas posshle);
max(Gy ) minimum (best performance & good as posshble);
M (Gy ) minimum (best performance on average);

SD(Gy ) minimum (performance & sable & posshble).

YV VY

4 Experimental Results

The proposed approach has been applied to a system for hand-written numeral
reqognition that implements bath the Behavioural Knowledge SpaceMethod (BKS) [7] and
the Dempster-Shafer Method (DS) [8]. The system [9] combines four clasdfiers trained with
abou 18468 numeras of the CEDAR Database (BR diredory) [10]: Region (Ra=0.91),
Contour (Ra;=0.87), Loci (Ra3=0.90), Histogram (Ras=0.87).

Initially, from the vedor of resporses of the set of clasdfiers (tested with data of the BS
diredory of the CEDAR database) we derive the values R=(0.91,0.87,0.90,0.87) and p=0.84.
From eg. (1), (with a=10), it results Cgis=0,485 and Cps=0,472. Hence DS outcomes BKS.

Now, when the perturbation-based approac is applied to investigate the behaviour of
BKS(R*, p*) and DS(R*, p*) for (R*, p*)0 I", where dR,=0.01 (a variation o 1% is
considered for the recognition rate of the individual classfiers) and dp=0.03, we obtain the
sets Caks and (s as Table 1 shows.

Table 1: Perturbation-based analysis of BKS and DS

Gaks Gos
max(Gy ) 0.525 0.690
min(Gy) 0.475 0.323
M(Gy) 0.493 0.491
SD(Gu) 0.019 0.156

The result in Table 1 shows that, although DS and BKS have similar mean performance
(M(Gs )M (Caks)), DS outperforms BKS in terms of best result ((min(Cos )<min(Gaks)),
while BK'S results more stable than DS ((SD((ps)>SD(Caks)) and it is also superior to DSin
terms of worst result ((max(Cps)>max(Cgks))-
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5

Conclusions

This paper presents a new perturbation-based approach for the seledion of the

combination method best suited in a multi-clasdfier system for abstract-leve classfiers. The
approach provides useful information to evaluate the dfectivenessof a mmbination method
in red environments, where modifications of working conditions can occur due to variations
in quality of inpu patterns or to leaning capabili ties of classfiers.
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