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Practical stabilization of nonlinear systems with state-dependent
sampling and retarded inputs

Frédéric Mazenc, Claudio De Persis and Mounir Bekaik

Abstract— A solution to the problem of stabilizing nonlinear
systems with input with a constant pointwise delay and state-
dependent sampling is proposed. It relies on a recursive
construction of the sampling instants and on a recent variant
of the classical reduction model approach. State feedbacks
without distributed terms are obtained. A lower bound on
the maximal allowable delay is determined via a Lyapunov-
Krasovskii analysis.

I. INTRODUCTION

The importance of control problems of systems with
sampled input and output is a well acknowledge fact in the
control community. This importance is clearly explained in
particular in [8], [17]. A large body of literature is devoted
to these control problems as sampling significantly increases
the complexity. A similar comment applies to systems with
delay: for more information on systems with delay, see
[10]. Consequently, some studies are devoted to systems
that are affected both by sampling and delay. Most of them
present results that rely on delay-dependent conditions [7],
[18] and the very recent paper [9] presents, for a wide
family of nonlinear systems, a new control strategy based
on a predictor-based compensation of delays that allows to
cope with arbitrarily large delays. Related methods have
been employed in control systems under communication
constraints to cope with sampling, quantization and delays
(see e.g. [3], [5], [13]). The stabilizing control laws in [9]
are given by expressions that incorporate past values of
the controls. However, to the best of our knowledge, no
work addresses the problem of the stabilization of a system
with delay in the inputs and state-dependent sampling. This
problem, which is motivated by the fact that state-dependent
sampling may potentially lead to a reduced sampling rate, is
the one we address in the present work. Its difficulty arises
from the fact that state-dependent sampling precludes the
utilization of the classical reduction model approaches (see
for instance [14], [1], [11]), even in the linear case. This leads
us to use another technique: the main result we propose relies
on the recent contribution [16]. Let us briefly recall its main
features. The nonlinear system with delay

ẋ(t) = f (t,x(t))+ fτ(t− τ,x(t− τ))u(t− τ), (1)
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where x∈Rn, u∈Rp, τ > 0 is a pointwise delay and f and fτ

are globally Lipschitz functions, is considered. For it, a new
strategy of design of stabilizing state feedbacks is presented.
It consists of a variant of the reduction model approach. Two
of its main desirable features are: (i) it leads to continuous
globally asymptotically stabilizing control laws of the form
u(t,x(t − τ)) and (ii) it provides a Lyapunov-Krasovskii
functional for the closed-loop system, from which some
robustness properties can be derived. Its main limitation is
that it applies only if suitable delay dependent conditions are
satisfied.

The main result of the present work has both the ad-
vantages and the limitation of the main result of [16] we
have mentioned. Another advantage of our approach is that
it is based on a state-dependent sampling technique that
avoids unnecessary samplings by taking into account the
difference between the actual value of the sampled control
and the value of the desired control. It is inspired by the
quantized control problems studied in [4], [6], [12]. One
can easily prove that systems of the family (1) cannot be
asymptotically stabilized when it is used. However, we will
determine control laws that globally practically stabilize the
origin of the considered system, relative to the sampling
period. In other words, we will determine control laws that
render attractive a neighborhood of the origin whose size is
proportional to the accuracy of the sampling.

The control design and the stability analysis for the closed-
loop system we propose can be decomposed into three
steps. In a first step, we give the analytic expression of the
stabilizing control laws we consider and we describe the
sampling procedure we adopt. In a second step, we prove
that this control strategy results in a forward-complete system
(see [10] for the definition of forward-complete system) for
which there is no solution whose corresponding sequence of
sampling times accumulate in finite time. In a third step, we
prove the stability of the closed-loop system by revisiting
the proof of the main result of [16]. This last step is needed
because the stability analysis of [16] cannot be directly
adapted to the closed-loop system we obtain because the
sampling procedure introduces terms that preclude the use of
the Lyapunov-Krasovskii functional provided in [16]. From
the new Lyapunov-Krasovskii functional we construct, we
will determine a lower bound on the maximal delay for
which a feedback that is independent of the past values of
the inputs and globally practically stabilizes the system can
be designed.

To the best of our knowledge, the result we propose is
new, even when particularized to the family of the linear
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time-invariant systems and it does not seem to us that other
techniques of control are more suitable than the one we
adopt. We presume that the technique of [6], where we solved
the problem of stabilizing a family of nonlinear systems
with discontinuous retarded inputs by using a Lyapunov
construction of the control laws that is reminiscent of ideas of
the construction of [15], can be applied to solve the problem
that is investigated in the present study. But we do not think
that it would lead to a simpler or less conservative result.

The paper is organized as follows. Section II presents the
control problem we consider. In Section III, the sampling
strategy and the control law are described and studied. The
main result is stated and proved in Section IV. An illustration
is given in Section V. Concluding remarks in Section VI end
the paper.
Notation and definitions. • Denote | · | the Euclidean norm
of matrices and vectors of any dimension. • Given φ : I→
Rp defined on an interval I, denote its (essential) supremum
over I by |φ |I . • Let p be any positive integer and τ be a
positive real number. We denote Cin the set of all Rp-valued
Lipschitz functions defined on a given interval [−τ,0]. • For
a continuous function ξ : [−τ,+∞)→ Rk, for all t ≥ 0, the
function ξt defined by ξt(m) = ξ (t+m) for all m∈ [−τ,0] is
sometimes called translation operator. • For any number ∆ >
0, let ∆Z = {i∆ , i ∈ Z}. • The notations will be simplified
whenever no confusion can arise from the context.

II. PARTICULAR CONTROL PROBLEM

We consider the nonlinear time-varying system

ẋ(t) = f (t,x(t))+h(t− τ,x(t− τ))u(tk− τ), t ∈ [tk, tk+1) ,
(2)

where x ∈Rn is the state, u ∈Rp is the input, with p = 1 for
the sake of simplicity, τ > 0 is a constant delay and f and h
are nonlinear Lipschitz system functions. The times tk, with
k ∈ N∪{0} and t0 := 0, are the times at which a new zero-
order control value is applied. The notation u(tk−τ) refers to
the fact that the (feedback) control value applied during the
interval [tk, tk+1) depends on the state available at time tk−τ .
The state is sampled at times tk− τ and the corresponding
control value is applied τ units of time later. Thus, the delay τ

in u(tk−τ) takes into account the difference between the time
the control law is computed and the time it is actually applied
(for instance due to the presence of a delayed communication
channel). Having the same delay τ in u (due to computation
and transmission) and h (due to the nature of the process
to control) may be unrealistic. However, we observe that
in those cases where the delay in h is larger than the one
in u, one can always introduce an artificial delay in u to
match the difference. Although this may cause some loss of
performance, it allows us to deal with the two sources of
delays in a unified manner.

The problem we consider is to design a sequence of
sampling times and a zero-order control law u that result
in a practically stable closed-loop system. We solve it under
the following assumptions:
Assumption 1. There exist a continuously differentiable
function g(t,x) and a constant Hurwitz matrix L such that,

for all x ∈ Rn and t ≥−τ , the equality

f (t,x) = e−Lτ h(t,x)g(t,x) , (3)

where
f (t,x) = f (t,x)−Lx , (4)

is satisfied.
Assumption 2. There exists a real number f0 > 0 such that,
for all x ∈ Rn,

sup
t≥−τ

| f (t,x)| ≤ f0|x| , (5)

sup
t≥−τ

| f (t,x)| ≤ f0|x| , (6)

sup
t≥−τ

|h(t,x)| ≤ f0(|x|+1) . (7)

Observe for later use that Assumption 1 implies that there
is a symmetric and positive definite matrix P ∈ Rn×n and a
positive real number c such that the inequality

PL+L>P≤−cP (8)

holds. Let qp denote the smallest eigenvalue of P. Notice for
later use that qp > 0. Let us introduce the constant

rp =
qp

|P|
. (9)

In the next section we define sequences of sampling times
and control values leading to practically stable systems.

III. STATE-DEPENDENT SAMPLING AND CONTROL
GENERATION

The sequence of sampling times is iteratively designed
relying on the initial condition of the system and its response.
The control value is initialized as a function of the initial
condition of the system and when a function of the state
exceeds certain thresholds, which depend on the current
control value, a new sampling time and a new control value
are determined. We describe the process rigorously below.

Let ∆ be an arbitrary positive constant and ϕ ∈Cin be the
initial condition of a solution x of the system (2) such that
x(t) = ϕ(t) for all t ∈ [t0− τ, t0], where t0 = 0. Let

B = max
m∈[−τ,0]

|ϕ(m)| (10)

and C be a constant such that, for all (t1, t2) ∈ [−τ,0]×
[−τ,0],

|ϕ(t1)−ϕ(t2)| ≤ C |t1− t2| . (11)

First of all, identify that number µ0 ∈ ∆Z such that

µ0−
∆

2
≤−g(t0− τ,ϕ(t0− τ))< µ0 +

∆

2
and set accordingly

u(t0− τ) = µ0 if µ0−
∆

2
<−g(t0− τ,ϕ(t0− τ))< µ0 +

∆

2
and

u(t0− τ) = µ0−
∆

2
if µ0−

∆

2
=−g(t0− τ,ϕ(t0− τ))
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Observe that, as a consequence of the design of u(t0− τ),

u(t0− τ)− ∆

2
<−g(t0− τ,ϕ(t0− τ))< u(t0− τ)+

∆

2
. (12)

The control value u(t0 − τ) is applied during the interval
[t0, t1), where the time t1 is a real number in (t0,τ] that is
equal to τ if

u(t0− τ)− ∆

2
<−g(l− τ,ϕ(l− τ))< u(t0− τ)+

∆

2
for all l ∈ [0,τ] or is such that

u(t0−τ)− ∆

2
<−g(l−τ,ϕ(l−τ))< u(t0−τ)+

∆

2
,∀l ∈ [0, t1)

and either u(t0−τ)+ ∆

2 =−g(t1−τ,ϕ(t1−τ)) or u(t0−τ)−
∆

2 = −g(t1− τ,ϕ(t1− τ)). Moreover, if the former equality
holds, then we set u(t1 − τ) = u(t0 − τ) + ∆

2 , otherwise
u(t1− τ) = u(t0− τ)− ∆

2 .
The rest of the sampling times tk and the values of u are
defined similarly: given the increasing sequence of times
t0, t1, . . . , tk−1 in [0,τ], with k ≥ 2, the next time tk
(i) does not belong to [0,τ] if tk−1 = τ ,
(ii) is τ if tk−1 < τ and for all l ∈ [tk−1,τ],

u(tk−1− τ)− ∆

2
<−g(l− τ,ϕ(l− τ))< u(tk−1− τ)+

∆

2
,

(13)
(iii) is the smallest value r∈ (tk−1,τ] such that either u(tk−1−
τ) + ∆

2 = −g(r− τ,ϕ(r− τ)) or u(tk−1− τ)− ∆

2 = −g(r−
τ,ϕ(r− τ)) if tk−1 < τ and (13) is not satisfied for all l ∈
[tk−1,τ].

Then,
- in the case (ii), u(tk− τ) = u(tk−1− τ),
- and in the case (iii),

u(tk− τ) = u(tk−1− τ)+
∆

2

if −g(tk− τ,ϕ(tk− τ)) = u(tk−1− τ)+ ∆

2 and

u(tk− τ) = u(tk−1− τ)− ∆

2

if −g(tk− τ,ϕ(tk− τ)) = u(tk−1− τ)− ∆

2 . Observe for later
use that by construction, for all t ∈ [tk−1, tk),

u(tk−1− τ)− ∆

2 <−g(t− τ,ϕ(t− τ))< u(tk−1− τ)+ ∆

2 .
(14)

Now, we give a technical result, which will be instrumental
in proving that an accumulation in finite time of the tk’s does
not occur.

Lemma 1: Assume that the system (2) satisfies Assump-
tions 1 and 2. Then, when the control constructed above is
applied, there is a finite number `0 of times tk in [0,τ).

Proof: The proof is omitted.
Let us establish the following fact, which will allow us to

prove by induction the forward-completeness of the closed-
loop system we consider.

Lemma 2: Assume that the system (2) satisfies Assump-
tions 1 and 2. Then, when the control constructed above
is applied, the solution x(t) exists for all t ∈ [−τ,τ] and is
globally Lipschitz on [−τ,τ].

Proof: To begin with, we prove that x(t) exists over
[0,τ], X1 := maxt∈[0,τ] |x(t)| is finite and there exists a
constant X2 such that, for all t1 ∈ [0,τ], t2 ∈ [0,τ],

|x(t1)− x(t2)| ≤X2|t1− t2| .

From Lemma 1, we deduce that [0,τ] =

∪`0−1
i=0 [ti,min{τ, ti+1}]. Let t ∈ [0,τ] be such that x(·)

is defined over [−τ, t). Let k ∈ {0, ..., `0− 1} be such that
t ∈ [tk, tk+1). Bearing Assumptions 1 and 2 in mind, and
using the Lyapunov function S(x) = x>x, we deduce through
elementary calculations that for l ∈ [tk, t), we have the bound

S(x(l))≤ e4 f0(t−tk)S(x(tk))
+ 1

2 f 2
0 (t− tk)e4 f0(t−tk) (B+1)2 |u(tk− τ)|2 ,

with B defined in (10).
From this property, we deduce that x(t) is defined for all

t ∈ [tk,min{τ, tk+1}) and bounded. Hence, for all t ∈ [0,τ] the
solution x(t) exists, is bounded and satisfies, at each instant
t,

|x(t)| ≤
√

2e2 f0τ |x(tk)|+ f0
√

τe2 f0τ (B+1) |u(tk− τ)|

for some integer k ∈ {0,1, . . . , `0 − 1}, `0 ≥ 1. Moreover,
whenever ẋ(t) exists,

|ẋ(t)|= | f (t,x(t))+h(t− τ,x(t− τ))u(tk− τ)|,

which, in combination with Assumption 2, implies that

|ẋ(t)| ≤ f0|x(t)|+ f0|x(t− τ)||u(tk− τ)| .

Therefore there exists a constant X3 > 0 such that

|ẋ(t)| ≤ X3 ,

for all t ∈ [0,τ) such that there is no integer k such that t = tk.
We deduce that the restriction of x(·) to the interval [0,τ] is
a Lipschitz function. We easily deduce that the restriction of
x(·) to the interval [−τ,τ] is a Lipschitz function.

We can now iterate. Assume that, for an integer j ≥ 1
the numbers tk are defined over [0,( j+1)τ], the feedback u
is defined over [0, jτ] and the solution x(t) is defined over
[−τ,( j+1)τ] and Lipschitz over this interval. Then we can
define values tk over [0,( j+1)τ], u over [0,( j+1)τ] using
the constructions above and that way obtain a corresponding
solution x(t) defined over [−τ,( j+2)τ], which, according to
Lemma 2, is Lipschitz over [ jτ,( j+1)τ]. We easily deduce
that it is Lipschitz over [−τ,( j+1)τ].

Observe that, as a consequence of this construction, no
accumulation in finite time of the sampling times tk is
possible and the solution x(t) of (2) starting from the initial
condition ϕ ∈Cin exists for all t ≥ 0. The asymptotic behavior
of the solution is studied in the next section.

IV. MAIN RESULT

In this section, we give the main result of our work, which
requires the following extra assumption:
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Assumption 3. The delay τ > 0 satisfies the inequalities

τ ≤ 1
|L| ln

(
1
2 +

√
1
4 +

|L|
2

√
rp
f0

)
,

τ ≤
√rp

√
2 f0

√
5+
(

1+
√

1+2|L|
√ rp

f0
+

c√rp
4 f0

)2
, (15)

where f0, L are the constant and matrix introduced in
Assumptions 1 and 2, P is the matrix introduced in Section
II and rp is the constant defined in (9).

The constant ∆ > 0 satisfies the inequality

∆≤
c√rp

4 f0
. (16)

We state and prove the following result:
Theorem 1: Consider the system (2). Assume that it sat-

isfies Assumptions 1 to 3. Then there exists a real number
w > 0 (independent of ∆ and τ) such that all the solutions
with initial conditions in Cin of the system (2) in closed-
loop with the control law defined in Section III enter the set
E = {x ∈ Rn : |x| ≤ w∆} and stay in it thereafter.
Discussion of Theorem 1.

(i) Discussions on the important Assumption 1 are given
in [16].

(ii) If we consider the particular case of the linear time-
invariant systems

ẋ(t) = Ax(t)+Bu(tk− τ)

where A and B are constant matrices, then Assumption 1 is
satisfied if and only if there exist matrices M and L so that

A−L = e−τLBM . (17)

Moreover Assumption 2 is automatically satisfied and As-
sumption 3 is satisfied for sufficiently small values of τ and
∆. Detailed discussions about the solutions of the matrix
equation (17) are given in [16]. From them, we deduce that
Theorem 1 applies to a rather large family of linear systems.

(iii) For the sake of simplicity, we did not address the
case where the system (2) is subject to additive disturbances.
However, Theorem 1 can be adapted to this case by combin-
ing the proof we give below and the one of Theorem 2 in
[16]. As explained in the paper, this result can be used for
instance to apply the technique when only an approximate
solution of the matrix equation (17) can be found.

(iv) The proof of Theorem 1 provides an explicit expres-
sion for the constant w.

(v) In contrast to [16], in the present paper we do not
address the problem of determining positive solutions for the
closed-loop system. From the forthcoming proof, it appears
that this problem does not admit a solution similar to the one
presented in [16]. However, it is possible that constructions
of sampled feedbacks different from the one of Section III
may lead to closed-loop systems for which positive solutions
may be exhibited. This may be the subject of future studies.

(vi) For reasons explained in [16] and [15], the growth
conditions imposed in Assumption 2 cannot be removed

without being replaced by another assumption that prevents
the finite escape time phenomenon from happening.

(vii) The requirement (15) can be relaxed by using the
fact that, for any invertible matrix R, the matrix L satisfies
the equality L = RGR−1 with G = R−1LR and then arguing
as in [16]. For the sake of simplicity, we do consider the
requirement (15) only.

(viii) Increasing ∆ leads to a slower sampling rate (see
for instance rule (iii) before Lemma 1 and, for a more
explicit statement, Remark 1 after the proof of Theorem
1) and reduces the accuracy of the stability induced by the
controller.

Proof: To begin with, we observe that the arguments
of Section III ensure that, under the standing assumptions,
the solutions of (2) are defined over [−τ,+∞) i.e. the system
(2) is forward-complete.

Since we select the increasing sequence of times tk and the
feedback defined in Section III and Assumption 1 is satisfied,
the system (2) can be rewritten as:

ẋ(t) = Lx(t)+h(t− τ,x(t− τ))u(tk− τ)
+ e−Lτ h(t,x(t))g(t,x(t)) , t ∈ [tk, tk+1), k ∈ N (18)

and as
ẋ(t) = f (t,x(t))− eLτ f (t− τ,x(t− τ))
+h(t− τ,x(t− τ))[u(tk− τ)+g(t− τ,x(t− τ))] ,

t ∈ [tk, tk+1), k ∈ N .
(19)

Both the representations (18) and (19) will be useful. Next, to
ease our analysis, we introduce the operator ς :R×Cin 7→Rn,

ς(t,φ) = φ(0)−
∫ 0

−τ

eL(−`−τ)h(`+ t,φ(`))g(`+ t,φ(`))d`

(20)
and the simplifying notation

s(t) = ς(t,xt) (21)

where x is any solution of (18). Then the equality

x(t) = s(t)+
∫ t

t−τ

eL(t−`−τ)h(`,x(`))g(`,x(`))d` (22)

is satisfied for all t ≥ 0 and, for all t such that it does not
exist an integer m such that t = tm,

ṡ(t) = Ls(t)
+h(t− τ,x(t− τ))[u(tk− τ)+g(t− τ,x(t− τ))] .

(23)

If the term h(t − τ,x(t − τ)) [u(tk− τ)+g(t− τ,x(t− τ))]
was not present in (23) or was satisfying Assumption H4
in [16], then the equations (22), (23), with the help of
the main result of [16], would lead straightforwardly to a
strict Lyapunov-Krasovskii functional for the closed-loop
system. However, the presence of the term h(t − τ,x(t −
τ)) [u(tk− τ)+g(t− τ,x(t− τ))] forces us to conduct an-
other construction of Lyapunov-Krasovskii functional be-
cause this term does not satisfy Assumption H4 in [16].

In what follows, whenever we take the derivatives of
functions depending explicitly on s(t) and/or x(t), these
derivatives must be intended to hold everywhere except at
the times tk, where the functions are only continuous. This
is enough to infer our conclusions.
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The first part of our construction consists in determining
the derivative along the trajectories of the closed-loop system
of several functionals. First we notice that the derivative of
the nonnegative functional Q0 : R×Cin 7→ R,

Q0(t,φ) = ς(t,φ)>Pς(t,φ) , (24)

where P ∈ Rn×n is the matrix in (8), along the trajectories
of (18) satisfies, for a.e. t ≥ 0,

Q̇0(t)≤−cQ0(t,xt)
+2s(t)>Ph(t− τ,x(t− τ)) [u(tk− τ)−g(t− τ,x(t− τ))] .

(25)
Recall that the control value u(tk−τ) and the sampling time
tk satisfy (14). It follows that

−∆

2
< u(tk− τ)+g(t− τ,ϕ(t− τ))<

∆

2
(26)

for all t ∈ [tk, tk+1). Hence, for t ∈ [tk, tk+1),

|u(tk− τ)+g(t− τ,x(t− τ))| ≤ ∆

2
. (27)

Since there is a symmetric positive definite matrix P
1
2 such

that P = P
1
2 P

1
2 , from the triangle inequality and (27), it

follows that

Q̇0(t) ≤ − 1
2 cQ0(t,xt)

+ 1
c |P||h(t− τ,x(t− τ))|2 ∆2

4 .
(28)

From (7) in Assumption 2, we deduce that

Q̇0(t) ≤ − c
2 Q0(t,xt)

+ |P|c f 2
0 (|x(t− τ)|+1)2 ∆2

4 .
(29)

From the inequalities (|x(t− τ)|+1)2 ≤ 2(|x(t− τ)|2 +1)≤
2
(

1
qp

x(t− τ)>Px(t− τ)+1
)

, it follows that

Q̇0(t) ≤ − c
2 Q0(t,xt)+

∆2

2crp
f 2
0 Q1(x(t− τ))

+ |P|2c f 2
0 ∆2 ,

(30)

where rp is the constant defined in (9) and Q1 is the quadratic
function

Q1(x) = x>Px , (31)

which is positive definite because P is symmetric and positive
definite.

Next, using (19), we deduce that, for all t ∈ [tk, tk+1),

Q̇1(t) = 2x(t)>P
[

f (t,x(t))− eLτ f (t− τ,x(t− τ))
]

+2x(t)>P [h(t− τ,x(t− τ))[u(tk− τ)+g(t− τ,x(t− τ))]] .
(32)

From Assumption 2 and (27), we deduce that

Q̇1(t) ≤ 2|x(t)>P|
[

f0|x(t)|+ f0e|L|τ |x(t− τ)|
]

+2|x(t)>P| f0(|x(t− τ)|+1)∆

2 .
(33)

By reorganizing the terms and using the inequality P≥ qpId,
we obtain

rp
2 f0

Q̇1(t) ≤ Q1(x(t))
+

(
e|L|τ + ∆

2

)√
Q1(x(t))

√
Q1(x(t− τ))

+
√

Q1(x(t))
√qp∆

2 .
(34)

Using the triangle inequality, we obtain
rp

2 f0
Q̇1(t) ≤ 2Q1(x(t))

+
(
e|L|τ + ∆

2

)2
Q1(x(t− τ))+

qp∆2

4 .
(35)

Next, we consider the functional Q2 : Cin 7→ R,

Q2(φ) = 1
τ

∫ 0

−τ

(∫ 0

m
Q1(φ(`))d`

)
dm

+
∫ 0

−τ

Q1(φ(`))d` .

(36)

It is nonnegative and, for all t ≥ 0, Q2(xt) =

1
τ

∫ t

t−τ

(∫ t

m
Q1(x(`))d`

)
dm +

∫ t

t−τ

Q1(x(`))d`. It follows

that

Q̇2(t) = 2Q1(x(t))− 1
τ

∫ t

t−τ

Q1(x(`))d`

−Q1(x(t− τ)) .
(37)

Next, we observe that, it follows from (22) and Assumption
1 that, for all t ≥ 0,

Q1(x(t)) =
(

s(t)+
∫ t

t−τ
eL(t−`) f (`,x(`))d`

)>
×P
(

s(t)+
∫ t

t−τ
eL(t−`) f (`,x(`))d`

)
= s(t)>Ps(t)+2s(t)>P

1
2 P

1
2
∫ t

t−τ
eL(t−`) f (`,x(`))d`

+
(∫ t

t−τ
eL(t−`) f (`,x(`))d`

)>
P
∫ t

t−τ
eL(t−`) f (`,x(`))d` .

(38)
Using the triangle inequality, we obtain

Q1(x(t))≤ 2s(t)>Ps(t)

+2
(∫ t

t−τ
eL(t−`) f (`,x(`))d`

)>
P
∫ t

t−τ
eL(t−`) f (`,x(`))d` .

(39)
From (6) in Assumption 2, it follows that, for all t ≥ 0,

Q1(x(t))≤ 2Q0(t,xt)+2|P|e2|L|τ f 2
0

(∫ t

t−τ

|x(`)|d`
)2

. (40)

Using successively the Cauchy-Schwartz inequality and
qpId ≤ P, we deduce that, for all t ≥ 0,

Q1(x(t)) ≤ 2Q0(t,xt)

+2|P| f 2
0 e2|L|τ τ

∫ t

t−τ

|x(`)|2d`

≤ 2Q0(t,xt)

+ 2
rp

f 2
0 e2|L|τ τ

∫ t

t−τ

Q1(x(`))d` .

(41)

So, to summarize, we have, for a.e. t ≥ 0,

Q̇0(t) ≤ − c
2 Q0(t,xt)+

∆2

2crp
f 2
0 Q1(x(t− τ))

+ |P|2c f 2
0 ∆2 ,

Q̇1(t) ≤ 4 f0
rp

Q1(x(t))

+ 2 f0
rp

(
e|L|τ + ∆

2

)2
Q1(x(t− τ))

+|P| f0
∆2

2 ,

Q̇2(t) = 2Q1(x(t))− 1
τ

∫ t

t−τ

Q1(x(`))d`

−Q1(x(t− τ)) ,
Q1(x(t)) ≤ 2Q0(t,xt)

+
2 f 2

0
rp

e2|L|τ τ

∫ t

t−τ

Q1(x(`))d` .

(42)
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These inequalities lead us to consider the functional U : R×
Cin 7→ R,

U(t,φ) = Q0(t,φ)+
a1

|P| f0
Q1(φ(0))+a2Q2(φ) , (43)

where a1 and a2 are positive real numbers to be selected
later. According to the inequalities in (42), for a.e. t ≥ 0,

U̇(t) ≤ − c
2 Q0(t,xt)+

f 2
0 ∆2

2crp
Q1(x(t− τ))

+
|P| f 2

0
2c ∆2 + 4a1

qp
Q1(x(t))

+ 2a1
qp

b1Q1(x(t− τ))+a1
∆2

2

+2a2Q1(x(t))− a2
τ

∫ t

t−τ

Q1(x(`))d`

−a2Q1(x(t− τ)) ,

(44)

with b1 =
(
e|L|τ + ∆

2

)2
. Due to space limitation, we omit the

choices and the calculations that lead to the inequality

U̇(t) ≤ −b8U(t,xt)+b2∆2 , (45)

with
b8 = min

{
c
8
,

f0

rp
,

f0|P|
b7

}
.

It follows that there exists T ≥ 0 such that, for all t ≥ T ,

U(t,xt) ≤ 2 b2
b8

∆2 . (46)

From the definition of U , we deduce that, for all t ≥ T ,

qp|x(t)|2 ≤ Q1(x(t)) ≤ 2 |P| f0b2
a1b8

∆2 . (47)

It follows that
|x(t)| ≤ w∆ , (48)

for all t ≥ T , with w=
√

2 f0b2
rpa1b8

. Observing that the constants
present in the formula of w are independent from τ and ∆,
we deduce that w is independent from τ and ∆. This allows
us to conclude.

Remark 1: From the proof of Theorem 1 and Lemmas 1
and 2 we can obtain, through lengthy but simple calculations,
an upper bound for the sampling rate over each interval
[ jτ,( j+1)τ]. In the special case of time-invariant systems,
these bounds do not depend explicitly on the time.

V. ILLUSTRATION

To illustrate Theorem 1, we consider the one-dimensional
system

ẋ(t) = sin(x(t))+u(tk− τ) . (49)

Then, using the notation of Section II, Assumption 1 is
satisfied with L =−1, P = 1

2 and

f (t,x) = sin(x)+ x ,
h(t,x) = 1 , g(t,x) = e−τ(sin(x)+ x) .

(50)

Moreover, c = 1 and Assumption 2 is satisfied with f0 = 2.
Finally, Assumption 3 is satisfied with

∆ =
1

8
√

2
, τ =

1
√

22

√
5+
(√

1+
√

2+ 9
8

)2
(51)

and therefore Theorem 1 applies to (49) when the two
equalities in (51) are satisfied.

VI. CONCLUSION

We have established a result of global practical stabiliza-
tion for a family of nonlinear time-varying systems with
state-dependent sampling and delay in the inputs. In fur-
ther studies, we shall consider other types of discontinuous
systems, which in particular include systems in feedback
form and feedforward systems. Moreover, for the sake of
simplicity, in this paper we have assumed that the input is
scalar, the sampling is driven by a function of the state and
the delay is constant. The case of multi-input systems in
which the sampling depends on any component of the state
(independently of the others) and the delays are time-varying
represents an interesting extension.
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