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Chapter 1| Introduction

1.1 What are emotions?

2YHU�WKH�SDVW�FHQWXU\��PRUH�WKDQ�RQH�KXQGUHG�GH¿QLWLRQV�KDYH�EHHQ�SURSRVHG�IRU�WKH�
term ‘emotion’ (Plutchik, 2001; Scherer, 2005). Among these, there is a consensus that 
emotion is the subjective experience of the body’s physiological response to a stimulus 
(e.g., Damasio, 1994; Frijda, 1986; Scherer, 2005). Scherer (2005) describes a model 
RI�HPRWLRQ�ZLWK�¿YH�FRPSRQHQWV��D�FRJQLWLYH�FRPSRQHQW�ZKLFK�HYDOXDWHV�WKH�VWLPXOXV��
a neurophysiological component that creates physical symptoms, a motivational 
component that prepares a reaction, a motor expression component that transmits a 
facial or vocal reaction, and a subjective feeling component which monitors the internal 
experience. When an internal or external stimulus initiates a synchronised change in all 
of these components, an emotion is experienced. Should a vocalisation result from the 
experience, it will characterise the experience and can be referred to as a vocal emotion. 
,Q�JHQHUDO��YRFDO�HPRWLRQV�FRQWDLQ�VXI¿FLHQW�HPRWLRQDO�LQIRUPDWLRQ�IRU�D�OLVWHQHU�WR�
infer the experienced emotional state from the acoustic signal. 

7KH�¿YH�FRPSRQHQWV�LQ�6FKHUHU¶V��������PRGHO�FRPELQHG�ZLWK�WKH�LQ¿QLWH�QXPEHU�
of unique internal and external stimuli explain the heterogeneity of the emotions that 
KXPDQV�H[SHULHQFH��7KLV�KHWHURJHQHLW\�LV�DW�WKH�FHQWUH�RI�WKH�GHEDWH�RQ�WKH�FODVVL¿FDWLRQ�
of emotions, which yields two main accounts: a dimensional and a discrete account. 
Dimensional accounts organise emotions along two or more continua. Russell (1980) 
posited that all emotional states could be described using valence (positive to negative) 
and arousal (high to low). In this account, happy is high arousal and positive valence, 
while angry is high arousal and negative valence (Figure 1.1). Additional dimensions, 
including activation, intensity, potency, expectedness, effort, pleasantness, and sub-
missiveness have been proposed (Fontaine et al., 2007; Goudbeek & Scherer, 2010; 
Russell & Mehrabian, 1977; Smith et al., 1985; Watson & Tellegen, 1999). As such, the 
dimensional account offers a tool for a rich characterisation of the spectrum of human 
emotions. 

In comparison, the discrete account considers different emotional states (i.e., happy and 
VDG��WR�EH�VXI¿FLHQWO\�GLVWLQFW�WR�EH�FDWHJRULVHG�DV�GLVFUHWH�HPRWLRQV��,Q�GLVFUHWH�DFFRXQWV��
a reduced number of emotions are proposed as ‘basic universal emotions’, which coincide 
ZLWK�HYROXWLRQDU\�IXQFWLRQV�WKDW�VXSSRUW�VXUYLYDO��(NPDQ��������*ULI¿WKV��������,]DUG��
2007; Ortony & Turner, 1990; Prinz, 2004). A common criticism of the discrete account is 
that it does not consider the variability observed in the experience of emotion. Despite this 
shortcoming, the discrete account provides functional labels, which are necessary to obtain 
behavioural and objective neural measures of vocal emotion recognition accuracy.
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Figure 1.1 Circumplex model of affect. Emotions are categorised along continua of valence 
and arousal. Figure adapted from Russell (1980).

1.1.1 Recognition of emotions in speech

By evaluating the subjective feeling of an emotional state, the experiencer may recog-
nise the felt emotion, whether explicitly or implicitly. Other individuals may perceive 
the emotion signalled by the experiencer’s facial, vocal, and/or bodily motor expres-
VLRQV��7R�UHFRJQLVH�WKH�HPRWLRQ��WKH�SHUFHLYHU�PXVW�H[WUDFW�VXI¿FLHQW�LQIRUPDWLRQ�IURP�
the perceived motor expression and match this information to existing representations 
stored in semantic and procedural memory (Dricu & Frühholz, 2020). If the extraction 
or matching of emotional information to an existing representation is unsuccessful, 
WKH�SHUFHLYHU�ZLOO�IDLO�WR�UHFRJQLVH�WKH�HPRWLRQDO�VWDWH��'H¿FLWV�LQ�HPRWLRQ�UHFRJQLWLRQ�
FDQ�UHQGHU�VRFLDO�LQWHUDFWLRQV�PRUH�FKDOOHQJLQJ��+DOO�HW�DO���������6FKPLG�0DVW�	�
+DOO���������DQG�KDYH�QHJDWLYH�FRQVHTXHQFHV�IRU�VRFLDO�ZHOO�EHLQJ��&DUWRQ�HW�DO���������
O’Connell et al., 2021; Shimokawa et al., 2001; Simcock et al., 2020) and quality of 
OLIH��/XR�HW�DO���������6FKRUU�HW�DO����������0RUHRYHU��GH¿FLWV�LQ�HPRWLRQ�UHFRJQLWLRQ�
can negatively impact emotional development in childhood (Netten et al., 2015; Rieffe 
& Terwogt, 2000; Wiefferink et al., 2012) as well as academic (Agnoli et al., 2012; 
+DOEHUVWDGW�	�+DOO��������DQG�FDUHHU�VXFFHVV��.UDQHIHOG�	�%OLFNOH��������0RPP�HW�DO���
2015; Scherer & Scherer, 2011). 

In certain settings, access to the cues from the visual (face and body) channel conveying 
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emotional information is limited—for example, through a telephone conversation, or 
in a darkened room. In these situations, emotional information is perceived through 
the auditory (voice) channel. Recognition of vocal emotions, i.e., emotional states 
conveyed in the voice, develops throughout childhood, reaches adult-like maturity in 
early teenage-hood (Brosgole & Weisman, 1995; Morningstar et al., 2018; Nagels et al., 
2020), and seems to decline with advancing age (Christensen et al., 2019; Lambrecht et 
DO���������3DXOPDQQ�HW�DO���������6FKPLGW�HW�DO���������=LQFKHQNR�HW�DO����������+HDOWK\�
DGXOWV�ZLWK�QRUPDO�KHDULQJ��1+��UHFRJQLVH�YRFDO�HPRWLRQV�ZLWK�HDVH��&DQQRQ�	�
&KDWWHUMHH��������&KDWWHUMHH�HW�DO���������'HPHQHVFX�HW�DO���������'��+RXVH��������-LDQJ�
et al., 2015; Juslin & Laukka, 2001; Luo et al., 2007; Metcalfe, 2017; Paulmann et al., 
2008; Tinnemore et al., 2018; Van Bezooijen et al., 1983).

Recognition of vocal emotions is known to present a challenge for some clinical 
SRSXODWLRQV��'LI¿FXOW\�UHFRJQLVLQJ�HPRWLRQV�LQ�VSHHFK�KDV�EHHQ�REVHUYHG�LQ�SRSXODWLRQV�
diagnosed with Asperger’s syndrome (Lindner & Rosén, 2006; Mazefsky & Oswald, 
2007), autism spectrum disorders (Philip et al., 2010; Tobe et al., 2016), and alexithymia 
(Goerlich-Dobre et al., 2014), schizophrenia (Corcoran et al., 2015; Gold et al., 2012; 
Simpson et al., 2013), unipolar depression (Koch et al., 2018), social anxiety (McClure 
& Nowicki, 2001), Parkinson’s disease (Breitenstein, Van Lancker, et al., 2001; S. L. 
Buxton et al., 2013; Péron et al., 2012), disordered eating (Kucharska-Pietura et al., 
2003), and alcoholism (Kornreich et al., 2013). In these populations, assuming an lis-
tener has normal hearing, the acoustic signal transmitted to the listener would be intact, 
DQG�WKH�GLI¿FXOWLHV�WKHQ�OLNHO\�VWHP�IURP�D�QRQ�DXGLWRU\�QHXUDOO\�EDVHG�SHUFHSWLRQ�RU�
processing impairment (Frühholz & Staib, 2017).

,QGLYLGXDOV�ZLWK�KHDULQJ�ORVV��ZKR�XVH�FRFKOHDU�LPSODQWV��&,V��RU�KHDULQJ�DLGV��+$V��
DOVR�VHHP�WR�KDYH�GLI¿FXOWLHV�LQ�UHFRJQLVLQJ�YRFDO�HPRWLRQV��(YHUKDUGW�HW�DO���������
Goy et al., 2018; Jiam et al., 2017). The prevalence of hearing impairment increases 
with advancing age (Lin et al., 2011; Wilson & Tucci, 2021), which in turn is linked to 
reduced recognition of vocal emotions (Christensen et al., 2019; Lambrecht et al., 2012; 
Paulmann et al., 2008; Schmidt et al., 2016; Zinchenko et al., 2018). Recently, Chris-
WHQVHQ�HW�DO���������GHPRQVWUDWHG�WKDW�DJH�DQG�KHDULQJ�LPSDLUPHQW�LQÀXHQFH�UHFRJQLWLRQ�
of vocal emotions separately, meaning that for adult hearing-impaired listeners, the 
GH¿FLW�FDQ�EH�DWWULEXWHG�WR�UHGXFHG�DFXLW\�LQ�GHFRGLQJ�WKH�DFRXVWLF�VLJQDO��UHVXOWLQJ�IURP�
damage to the hair cells (Bernstein & Oxenham, 2006; Moore, 1995; Plack, 2018), com-
SRXQGHG�E\�VLJQDO�GHJUDGDWLRQV�WKDW�PD\�UHVXOW�IURP�WKH�&,�RU�+$�VLJQDO�WUDQVPLVVLRQ��
%HFDXVH�WKH�GH¿FLW�RULJLQDWHV�IURP�D�GHJUDGDWLRQ�RI�WKH�DFRXVWLF�VLJQDO�RU�GHFRGLQJ�
thereof, preliminary investigation of vocal emotion recognition in degraded listening 
FRQGLWLRQV�FDQ�EH�XVHG�WR�JDLQ�D�EHWWHU�XQGHUVWDQGLQJ�RI�KRZ�1+�DQG�KHDULQJ�LPSDLUHG�
listeners utilise acoustic cues to recognise vocal emotions behaviourally and to in-
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vestigate the neural representations of vocal emotions associated with successful and 
unsuccessful vocal emotion recognition. This thesis investigates these aspects of vocal 
HPRWLRQ�UHFRJQLWLRQ�LQ�1+�OLVWHQHUV�WR�OD\�WKH�JURXQGZRUN�IRU�VLPLODU�LQYHVWLJDWLRQV�LQ�
&,�DQG�+$�OLVWHQLQJ�

1.1.2 Acoustic characteristics of vocal emotions

Listeners extract emotional meaning in speech from emotional prosody (Banse & Scher-
er, 1996; Frick, 1985; Juslin & Laukka, 2003). Features conveying cues to emotional 
SURVRG\�FDQ�EH�TXDQWL¿HG�DV�DFRXVWLF�IHDWXUHV��DFFRUGLQJ�WR�WKHLU�SK\VLFDO�SURSHUWLHV��RU�
perceptual features, as they are perceived by a listener.

The primary acoustic features conveying acoustic cues to vocal emotion recognition 
are the fundamental frequency (F0), intensity, and speech rate (Frick, 1985; Juslin & 
Laukka, 2001; Murray & Arnott, 1993; Scherer et al., 1991). F0 is a measure of the rate 
of vibration of the vocal folds and is the acoustic correlate of voice pitch. The trajectory 
of F0 across an utterance, also referred to as the pitch contour, is commonly reported 
to be the strongest indicator of the emotional category conveyed in speech (Banse & 
6FKHUHU��������*OREHUVRQ�HW�DO���������+DPPHUVFKPLGW�	�-�UJHQV��������/HLWPDQ�HW�
al., 2010; Metcalfe, 2017; Mozziconacci, 1998; Patel et al., 2011; Pell, 1998; Rodero, 
������6FKHUHU�HW�DO���������6FKPLGW�HW�DO����������,QWHQVLW\�FDQ�EH�TXDQWL¿HG�DV�WKH�VRXQG�
pressure level (SPL) of the speech signal, an acoustic correlate of loudness. Speech rate, 
the number of syllables pronounced per second, is an acoustic counterpart of tempo. 
,QWHQVLW\�DQG�VSHHFK�UDWH�DOVR�YDU\�VXI¿FLHQWO\�LQ�PHDQ�YDOXH�DQG�YDULDELOLW\�EHWZHHQ�
HPRWLRQV�WR�FRQWULEXWH�WR�WKH�DFRXVWLF�SUR¿OHV�RI�YRFDO�HPRWLRQV��%DQVH�	�6FKHUHU��
1996; Breitenstein, Lancker, et al., 2001; Pakosz, 1983; Scherer & Oshinsky, 1977). 
Voice quality, i.e., tense and lax sounding voice, is a perceptual feature with many 
acoustic correlates, (such as the distribution of power in higher and lower frequencies 
and the relative distance between formants, i.e., broad spectral maxima in the speech 
VLJQDO��*REO�	�1t�&KDVDLGH��������/DXNNDQHQ�HW�DO���������:DDUDPDD�	�/HLVL|���������
Other acoustic features contributing to the perception of vocal emotion include the 
precision with which utterances are articulated, pause structure, onset of phonation in 
voiced speech sounds, and duration of stressed and unstressed syllables (Carlson et al., 
������/DXNND�HW�DO���������0R]]LFRQDFFL�	�+HUPHV��������0XUUD\�	�$UQRWW���������

With respect to dimensions in vocal emotions, the consensus is that arousal ratings are 
PRVW�FOHDUO\�UHÀHFWHG�LQ�WKH�DFRXVWLF�VLJQDO��%DFKRURZVNL��������*RXGEHHN�	�6FKHUHU��
2010; Patel et al., 2011; Rilliard et al., 2018; Sauter et al., 2010). The relationships 
described between dimensions and discretely labelled vocal emotions in the literature 
are inconsistent (Bachorowski, 1999; Goudbeek & Scherer, 2010; Laukka et al., 2005; 
Rilliard et al., 2018; Sauter et al., 2010), likely due to methodological differences 
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such as the dimensions and emotions under investigation, and whether the utterances 
FRQYH\LQJ�YRFDO�HPRWLRQV�ZHUH�VSRQWDQHRXV�RU�DFWHG��1RQHWKHOHVV��WKH�¿QGLQJV�FDQ�EH�
broadly summarised as follows: Vocal emotions rated as having higher arousal (e.g., 
anger) are associated with higher F0 mean and variability, higher intensity mean and 
variability, slower speech rate, and tense voice quality (Bachorowski, 1999; Goudbeek 
& Scherer, 2010; Laukka et al., 2005). Emotions with more positive valence (e.g., 
happiness), are associated with low mean F0, large F0 variability, low mean intensity 
and low intensity variability, fast speech rate, and lax voice quality (Bachorowski, 1999; 
Goudbeek & Scherer, 2010; Laukka et al., 2005). Sadness, rated as negative valence and 
lower arousal, is associated with a lower, and less variable, mean intensity (Bachorows-
ki, 1999; Goudbeek & Scherer, 2010).

Listeners’ abilities to successfully recognise vocal emotions in foreign languages 
suggests that acoustic characteristics of vocal emotions are, at least in part, universal, 
providing support for the discrete account (Bryant & Barrett, 2008; Jürgens et al., 2013; 
Koeda et al., 2013; Laukka et al., 2013; Sauter, 2013; Scherer et al., 2001; Thompson 
	�%DONZLOO��������9DQ�%H]RRLMHQ�HW�DO���������:DDUDPDD�	�/HLVL|���������+RZHYHU��
evidence also exists suggesting that acoustic characteristics of vocal emotions are cul-
ture-dependent (Bryant & Barrett, 2008; Jürgens et al., 2013; Koeda et al., 2013; Sauter, 
2013; Scherer et al., 2001; Van Bezooijen et al., 1983). Even at the level of a single 
speaker, the acoustic characteristics of basic emotions vary substantially (e.g., when 
KDSSLQHVV�LV�VXE�GLYLGHG�LQWR�¿QHU�FDWHJRULHV�RI�FRQWHQWPHQW�DQG�MR\��6FKHUHU��������
Laukka et al. (2012) provide an explanation reconciling the considerable variability in 
the acoustic characteristics of vocal emotions and the discrete account: Expressions of 
vocal emotions are ‘ideal-based goal-derived’, meaning that while the prosodic form of 
an expressed emotion can vary greatly, listeners are able to associate the expression with 
a prototype. This also explains why acted vocal emotions tend to be more acoustically 
prototypical than spontaneous vocal emotions (e.g., Laukka et al., 2012; Wilting et al., 
2006). In this thesis, emotions will be referred to with discrete labels, the reasoning 
EHLQJ�SXUHO\�SUDJPDWLF��$OWKRXJK�WKH�GLPHQVLRQDO�DFFRXQW�UHÀHFWV�WKH�FRPSOH[LW\�
and diversity of emotional experiences, discrete labels facilitate the acquisition of the 
behavioural accuracy scores with which vocal emotion recognition can be assessed.

1.1.3 Acoustically degraded speech and recognition of vocal emotions

In individuals with sensorineural hearing loss, at moderate or higher levels of hearing 
loss, the damage to inner and outer hair cells can reduce temporal and spectral acuity 
(Bernstein & Oxenham, 2006; Moore, 1995; Plack, 2018). To mitigate sensory loss, 
LQGLYLGXDOV�PD\�XVH�WKHUDSHXWLF�GHYLFHV�VXFK�DV�KHDULQJ�DLGV��+$V���ZKLFK�DPSOLI\�
sounds, and in severe cases of hearing loss, may also compress the intensity range to 
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¿W�WKH�OLPLWHG�G\QDPLF�DFRXVWLF�UDQJH��RU�FRFKOHDU�LPSODQWV��&,V���ZKLFK�FRQYHUW�DQ�
acoustic signal to a channelised electrical signal with a heavily compressed intensity 
range and limited spectral resolution, to match the electric stimulation limitations of 
WKH�QHUYH��%DúNHQW�HW�DO���������3ODFN���������$V�D�UHVXOW��FXHV�UHODWHG�WR�)��DUH�ZHDNO\�
WUDQVPLWWHG�LQ�WKH�VSHHFK�VLJQDO�GHOLYHUHG�E\�PRGHUQ�&,V��%DúNHQW�HW�DO���������&KDW-
WHUMHH�	�3HQJ��������(YHUKDUGW�HW�DO���������3ODFN���������:KLOH�+$V�FDQ�WUDQVPLW�WKH�
ORZ�IUHTXHQFLHV�IURP�ZKLFK�)��FDQ�EH�H[WUDFWHG��+$�UHODWHG�IDFWRUV�LQFOXGLQJ�OLVWHQHUV¶�
LQGLYLGXDO�DPSOL¿FDWLRQ�VHWWLQJV��PLFURSKRQH�SODFHPHQW��DQG�WKH�UHVXOWLQJ�ODFN�RI�SLQQD�
¿OWHULQJ��PD\�DOWHU�WKH�RYHUDOO�VKDSH�RI�WKH�VSHFWUXP�DQG�WKH�WHPSRUDO�SURSHUWLHV�RI�WKH�
signal. Further, the dynamic range of intensity may also be reduced due to the need to 
match the reduced dynamic range resulting from hearing loss (Lesica, 2018). These 
collectively could alter the prosodic cues related to vocal emotions (Goy et al., 2018). 
&,�DQG�+$�XVHUV�KDYH�GLI¿FXOW\�LGHQWLI\LQJ�HPRWLRQV�LQ�VSHHFK��H�J���IRU�+$��*R\�HW�DO���
2018; Most & Aviner, 2009; Waaramaa et al., 2018, and for CI: Chatterjee et al., 2015; 
Everhardt et al., 2020; Gilbers et al., 2015; Jiam et al., 2017; Luo et al., 2007; Most & 
Aviner, 2009; Nakata et al., 2012; Pak & Katz, 2019; Panzeri et al., 2021; Pereira, 2000; 
Peters, 2006; Waaramaa et al., 2018), likely resulting from the combination of an altered 
auditory perceptual system (due to hearing loss) and the altered signal delivered by the 
KHDULQJ�GHYLFHV��PDWFKHG�WR�WKH�OLVWHQHU¶V�KHDULQJ�ORVV�SUR¿OH���

The categorical invariance in listeners’ perception of acoustically variable speech is a 
SHUYDVLYH�SKHQRPHQRQ�LQ�VSHHFK�SHUFHSWLRQ��H�J���+ROW�	�/RWWR���������8QVXUSULVLQJO\��
this also applies to vocal emotions (Laukka et al., 2012). Toscano & McMurray (2010) 
propose that listeners cope with the acoustic variability by weighting acoustic features 
according to the usefulness of the cues they provide, i.e., listeners adapt to altered 
speech signals by affording less weight to uninformative acoustic cues and more weight 
to informative acoustic cues. According to the weighting-by-reliability hypothesis 
(Toscano & McMurray, 2010), listeners may rely more on other acoustic cues to 
compensate for any reduced reliability, or usefulness, of F0 as a cue for processing 
vocal emotion, although the evidence is inconclusive. To examine this, studies have 
SUHVHQWHG�&,�OLVWHQHUV�DQG�1+�OLVWHQHUV�ZLWK�IXOO�VSHFWUXP�DQG�QRLVH�YRFRGHG�YRFDO�
emotions respectively, and manipulated intensity and speech-rate cues (Chatterjee et al., 
2015; Everhardt et al., 2020; Gilbers et al., 2015; Luo et al., 2007; Metcalfe, 2017). By 
presenting vocal emotions with normalised and intact overall intensity, Luo et al. (2007) 
IRXQG�WKDW�&,�DQG�1+�OLVWHQHUV�FDQ�PDNH�XVH�RI�RYHUDOO�LQWHQVLW\�FXHV�WR�UHFRJQLVH�
YRFDO�HPRWLRQV��+HJDUW\�	�)DXONQHU��������UHSRUW�WKDW�&,�OLVWHQHUV�DUH�QRW�DEOH�WR�PDNH�
use of intensity information, making use of duration information instead to recognise 
emotions. Gilbers et al. (2015) normalised each overall intensity and speech rate cues 
separately and found no evidence for compensatory use of cues from acoustic features 
LQ�1+�RU�&,�OLVWHQHUV��$GGLWLRQDO�HYLGHQFH�WKDW�OLVWHQHUV�FDQ�UHZHLJKW�DFRXVWLF�IHDWXUHV�
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based on their usefulness comes from studies examining question/statement intonation 
and sentence stress—which are primarily conveyed by the pitch contour (P. Warren, 
�������1+�OLVWHQHUV�ZKR�KHDUG�QRLVH�YRFRGHG�&,�VLPXODWLRQV��DQG�&,�OLVWHQHUV�ZKR�
listened to full-spectrum speech, made use of intensity (Marx et al., 2015; Meister et al., 
2011; Peng et al., 2012, 2009) and duration (Peng et al., 2012) information to recognise 
intonation patterns and sentence stress. When vocal emotions and aspects of linguistic 
prosody are considered together, the evidence suggests that listeners faced with uninfor-
mative F0 cues rely more heavily on intensity cues than timing cues, such as speech rate 
and duration.

1.1.4 Neuroimaging measures of vocal emotion recognition

Neuroimaging techniques, such as functional magnetic resonance imaging (fMRI), 
positron emission tomography (PET), electroencephalography (EEG) and magnetoen-
cephalography (MEG), enable investigation of neural mechanisms contributing to the 
processing of vocal emotions. A model proposed by Frühholz et al., (2016) synthesises 
¿QGLQJV�IURP�QHXURLPDJLQJ�WHFKQLTXHV²PDLQO\�I05,�DQG�3(7²WR�GHVFULEH�WKH�QHXUDO�
network involved in processing vocal emotion (Figure 1.2): The processing of emotion 
conveyed in speech is initiated by the transmission of the acoustic signal from the 
peripheral auditory system to the amygdala and the auditory cortex, where the acoustic 
signal is decoded and an auditory percept is formed. The auditory cortex decodes 
changes in the signal over time (Ethofer et al., 2012; Frühholz & Grandjean, 2013a), 
while the amygdala contributes a valence appraisal (Frühholz et al., 2014). Moreover, a 
functional differential of the decoding of slower and faster signal components is thought 
to exist, in which faster components, such as phonetic characteristics of speech sounds, 
are decoded by the left auditory cortex and slower components, such as F0 contours, are 
decoded by the right (Flinker et al., 2019; Meyer et al., 2004; Poeppel, 2003).

The percept formed by the auditory cortex and amygdala is then subjected to higher-lev-
el processes in the frontal brain regions including the medial frontal cortex, the orbi-
tofrontal cortex, and the inferior frontal gyrus. The medial frontal cortex is suggested 
to evaluate and appraise the percept (Ethofer, Kreifelts, et al., 2009), the orbitofrontal 
cortex may enrich that percept with learned reward/punishment information (Kringel-
bach & Rolls, 2004), and the inferior frontal gyrus prepares a response while cate-
gorising the emotion (Frühholz & Grandjean, 2013b). These higher-level processes are 
suggested to be mediated by the insula (Kotz et al., 2013). The hippocampus is believed 
to facilitate access to episodic memory (Frühholz et al., 2014) and the basal ganglia to 
decode rhythm information (Grahn & Brett, 2007). Finally, the cerebellum may initiate 
automatic motor responses to vocal emotions and encode basic rhythmic information 
(Schwartze & Kotz, 2013).
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Figure 1.2. Schema of the network for processing emotional prosody. Light blue compo-
nents belong to the core auditory processing network; AC=auditory cortex, STC=superior 
temporal cortex, Thal=thalamus. Dark blue components belong to fronto-insular regions; 
MFC=medial frontal cortex, IFG=inferior frontal gyrus, OFG=orbitofrontal cortex, Ins=in-
sula. The orange components belong to the supporting subcortical network; Thal=thalamus, 
%* EDVDO�JDQJOLD��$P\ DP\JGDOD��+& KLSSRFDPSXV��&EOO FHUHEHOOXP�LV�JUH\��GHQRWLQJ�D�
supporting role in processing vocal emotions. Figure adapted from (Frühholz, Trost, et al., 
2016).

Frühholz et al.’s (2016) model describes the network of brain regions composing the 
ventral auditory perceptual stream (i.e., the ‘what’ stream), but not those included in 
the dorsal stream (i.e., ‘where/how’ stream; Arnott et al., 2004; Belin & Zatorre, 2000; 
Rauschecker, 2012). The ventral stream, from the primary auditory cortex to the broader 
superior temporal cortex and the frontal regions, is responsible for the extraction of 
acoustic features (Arnott et al., 2004), the generation of a percept, and its appraisal 
drawing upon semantic memory representations (Dricu & Frühholz, 2020). Positive 
correlations between activity in the bilateral superior temporal gyri and mean F0, mean 
intensity, and duration offer support for the function of this pathway (Wiethoff et al., 
2008). The dorsal pathway, linking the primary auditory cortex with prefrontal and 
parietal regions, draws upon procedural memory traces to evaluate (Dricu & Frühholz, 
2020) or mirror (J. E. Warren et al., 2006) the perceived audio motor sequence as 
extracted from spectral changes in the speech signal (Belin & Zatorre, 2000). The 
IXQFWLRQDOLW\�RI�WKH�GRUVDO�VWUHDP�DSSOLHV�WR�DXGLWLRQ�LQ�JHQHUDO�UDWKHU�WKDQ�VSHFL¿FDOO\�
to vocal emotions, providing a potential explanation for why it is not described in depth 
in Frühholz et al.’s (2016) model.

Frühholz et al.’s (2016) model provides a framework of the neural networks enabling 
successful processing of vocal emotions in normal-hearing adults with typical cognition. 
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This model serves as a robust point of reference for investigations into the neural 
PHFKDQLVPV�ZKLFK�PD\�H[SODLQ�WKH�GH¿FLW�LQ�UHFRJQLVLQJ�YRFDO�HPRWLRQV�LQ�WKH�FOLQLFDO�
populations described above. See Frühholz & Staib (2017) for a review pertaining to 
autism, schizophrenia, and mood disorders. Further, and consistent with recent fMRI 
studies (e.g., Giordano et al., 2021), the model reconciles the discrete and dimensional 
DFFRXQWV�RI�HPRWLRQ�FODVVL¿FDWLRQ��6XEFRUWLFDO�VWUXFWXUHV��VXFK�DV�WKH�DP\JGDOD�PD\�EH�
more sensitive to dimensions like valence, while frontal and temporal brain regions are 
involved in categorisation of perceived emotions into functional categories (Frühholz, 
Trost, et al., 2016). 

3HUVRQDOLW\�DQG�FRJQLWLYH�FKDUDFWHULVWLFV�PD\�DOVR�H[SODLQ�YDULDELOLW\�DPRQJ�1+�
listeners in the patterns of neural activity evoked by vocal emotions. Concerning gender, 
fMRI studies report that men show increased activation to vocal emotions compared 
to women in the inferior frontal gyri (Beaucousin et al., 2011), or right middle frontal 
gyrus (D. Wildgruber et al., 2002), plausibly indicating increased attention and semantic 
processing (Beaucousin et al., 2011). Using fMRI, increased neuroticism has been 
associated with increased activity in the somatosensory cortex during vocal emotion 
processing, suggesting increased reliance on the dorsal pathway (Brück et al., 2011), 
and increased activation of the insula during the processing of vocal emotions has been 
associated with stronger empathetic ability (Sachs et al., 2018). 

Little is known about the neural activity associated with processing vocal emotions with 
uninformative, i.e., acoustic cues. While neural processing of acoustically degraded 
vocal emotions is poorly documented, various EEG studies have investigated vocal 
emotion processing in CI listeners, a population in which the F0 cues important for 
emotion recognition are highly compromised (Agrawal et al., 2012, 2013; Deroche et 
al., 2019). Deroche et al. (2019), for instance, found enhanced late evoked potentials 
����±���PV�SRVW�VWLPXOXV�RQVHW��LQ�1+��EXW�QRW�&,��OLVWHQHUV�IRU�HPRWLRQDO�UHODWLYH�WR�
unemotional vocalisations, indicating reduced neural differentiation between emotional 
and unemotional speech in CI listeners. Cartocci et al. (2021) also reported that reduced 
emotion recognition accuracy in paediatric CI listeners is associated with increased right 
KHPLVSKHUH�DFWLYLW\�LQ�WKH�JDPPD�EDQG²SURSRVHG�WR�UHÀHFW�LQFUHDVHG�HIIRUW�WR�H[WUDFW�
emotional meaning. These EEG studies overcome the electrical artefacts in the EEG signal 
typically caused by electrical interference from the CI device. Further, they exploit EEG’s 
strong temporal resolution to distinguish between neural decoding of the acoustic signal 
and appraisal of vocal emotions, revealing that increased bottom-up processing is required 
to decode the degraded speech signal and that CI listeners exhibit reduced appraisal of the 
FRQYH\HG�HPRWLRQ��+RZHYHU��QHXUDO�DFWLYLW\�HYRNHG�E\�DFRXVWLFDOO\�GHJUDGHG�HPRWLRQV�
remains relatively unstudied, as does the relationship between individual listeners’ abilities 
to recognise vocal emotions in degraded speech and their cortical activity while doing so. 
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1.2 Functional near-infrared spectroscopy (fNIRS) 

Functional near-infrared spectroscopy (fNIRS) uses low levels of near-infrared (NIR) 
light to provide an indirect measure of cortical neural activity by quantifying changes 
in cerebral blood oxygenation (Yücel et al., 2017). fNIRS is a non-invasive, portable 
technique with better temporal resolution than fMRI and PET, although relatively poor 
compared to EEG and MEG (Table 1.1; Pinti et al., 2018). fNIRS is well suited to 
auditory research as it is very quiet, thus not interfering with the auditory stimulation (S. 
&��+DUULVRQ�	�+DUWOH\���������%HLQJ�OLJKW�EDVHG��I1,56�LV�VXLWDEOH�IRU�XVH�ZLWK�IHUURXV�
PHWDOV��L�H���+$V��&,V��SDFHPDNHUV�RU�GHQWDO�DSSOLDQFHV���)XUWKHU��WKH�UHFRUGHG�VLJQDO�LV�
QRW�VXVFHSWLEOH�WR�HOHFWULFDO�QRLVH��H�J���IURP�+$V��&,V�RU�SDFHPDNHUV��%RUWIHOG��������
Saliba et al., 2016), like EEG and MEG (e.g., Undurraga et al., 2021) and is robust to 
movement compared to other neuroimaging techniques (Table 1.1). Its main drawbacks, 
however, are limited penetration depth (~15 mm into the head, 5–8 mm into the cortex; 
+XSSHUW��������6WUDQJPDQ�HW�DO���������DQG�ORZHU�VSDWLDO�UHVROXWLRQ�FRPSDUHG�WR�I05,��
PET and MEG. Moreover, fNIRS cannot be used to generate structural images (Pinti et 
al., 2020) and is more reliable at the group than the individual-participant level (Wig-
gins et al., 2016). 

Figure 1.3. Schema of fNIRS measurement and example haemodynamic response. A) 
Schema of fNIRS recording technique, in which NIR light is continuously emitted from 
WKH�VRXUFHV�DQG�SDVVHV�WKURXJK�WKH�VFDOS�LQWR�WKH�FRUWH[��7KH�SKRWRQV�DUH�GLIIXVHO\�UHÀHFWHG�
(scattered omnidirectionally), and a certain proportion of the photons are absorbed as they 
pass through chromophores in haemoglobin. The unabsorbed photons, which scatter along 
a banana-shaped arc from the source to a detector are detected as they re-emerge. Short-de-
tectors can be used to measure and regress extracerebral concentrations of haemoglobin out 
of the cortical signal. Figure adapted from Mohammadi-Nejad et al. (2018) under a CC BY-
NC-ND 4.0 license. B) Example of haemodynamic response elicited by 10-s stimulus, i.e., 
WLPH�FRXUVH�RI�R[\JHQDWHG��+E2���GHR[\JHQDWHG��+E5���DQG�WRWDO�KDHPRJORELQ��+E7���2I�
QRWH��WKH�5�LQ�+E5�UHIHUV�WR�WKH�µUHGXFHG¶�IRUP�RU�VWDWH�RI�WKH�KDHPRJORELQ��VHH�0XLUKHDG�
& Perutz, 1963), rather than changes in concentration. Grey area indicates stimulus duration 
relative to time-course. Figure adapted from Scholkmann et al. (2014).
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1.2.1 Haemodynamic responses

In brain-imaging techniques such as fMRI and fNIRS, task-evoked cortical activity is 
characterised by a ‘haemodynamic response’ (Figure 1.3B). To record haemodynamic 
responses, fMRI and fNIRS exploit a physiological phenomenon called neurovascular 
coupling, which is based on the premise that active neurons metabolise oxygen at an 
increased rate: To meet the metabolic demands of active neurons, local arterial blood 
ÀRZ�LV�LQFUHDVHG�WKURXJK�YDVRGLODWLRQ��:ROI�HW�DO����������7KH�LQFUHDVHG�ORFDO�EORRG�
ÀRZ�FDXVHV�DQ�LQFUHDVH�LQ�R[\JHQDWHG�KDHPRJORELQ��+E2��DQG�UHVXOWV�LQ�LQFUHDVHG�ORFDO�
blood volume, which in turn reduces the concentration of deoxygenated haemoglobin 
�+E5��)HUUDUL�	�4XDUHVLPD��������+XSSHUW�HW�DO����������7KHVH�RSSRVLWH²QHJDWLYHO\�
FRUUHODWHG²G\QDPLFV�RI�+E2�DQG�+E5��FROOHFWLYHO\�FDOOHG�FKURPRSKRUHV��DUH�FKDUDF-
teristic of neural activity (Wolf et al., 2002). While, the blood oxygen level dependent 
�%2/'��UHVSRQVH�PHDVXUHG�ZLWK�I05,�LV�DQ�LQGLUHFW�PHDVXUH�RI�FKDQJHV�LQ�+E5�
FRQFHQWUDWLRQ��+XSSHUW�HW�DO���������/RJRWKHWLV�	�:DQGHOO���������I1,56�LV�XVHG�WR�
PHDVXUH�KDHPRG\QDPLF�UHVSRQVHV�LQ�ERWK�+E2�DQG�+E5��7KH�%2/'�UHVSRQVH�DQG�WKH�
KDHPRG\QDPLF�UHVSRQVH�PHDVXUHG�LQ�+E5�ZLWK�I1,56�DUH�VWURQJO\�FRUUHODWHG��+XSSHUW�
et al., 2006). 

8OWLPDWHO\��I1,56�XVHV�1,5�OLJKW�WR�TXDQWLI\�WKH�SUHVHQFH�RI�+E2�DQG�+E5�LQ�WKH�
cortex, thereby recording haemodynamic responses and providing an indirect measure 
of cortical activity (Figure 1.3A, 1.3B). Changes in local cortical blood volume can 
DOVR�EH�TXDQWL¿HG�XVLQJ�I1,56��E\�VXPPLQJ�WKH�PHDVXUHG�+E2�DQG�+E5�WR�FDOFXODWH�
WRWDO�KDHPRJORELQ��+E7��)LJXUH����%��:ROI�HW�DO����������,PSRUWDQWO\��D�KDHPRG\QDPLF�
response can be observed in either chromophore, yet a negative correlation between 
+E2�DQG�+E5�SURYLGHV�WKH�VWURQJHVW�HYLGHQFH�WKDW�WKH�PHDVXUHG�UHVSRQVH�LV�RI�QHXUDO�
origin (Wolf et al., 2002). Accordingly, a consensus has emerged that measures of 
both chromophores should be reported in fNIRS studies, for the sake of transparency, 
generalisability, and replicability (Yücel et al., 2021). 

Measured haemodynamic responses elicited by motor, visual, and auditory tasks 
are largest in amplitude over the associated primary motor or sensory cortical areas, 
decreasing in amplitude further from these areas (e.g., Mushtaq et al., 2019; Plichta et 
al., 2006, 2011; Shader et al., 2021; Watanabe et al., 2012; Wijeakumar et al., 2012). In 
JHQHUDO��WKH�FRQFHQWUDWLRQ�RI�+E2�EHJLQV�WR�LQFUHDVH�DQG�WKH�FRQFHQWUDWLRQ�RI�+E5�EH-
JLQV�WR�GHFUHDVH��±��V�DIWHU�VWLPXOXV�RQVHW��UHDFKLQJ�PD[LPDO�GHÀHFWLRQ��SHDN�IRU�+E2��
PLQLPXP�IRU�+E5��a�±��V�SRVW�WDVN�RQVHW��SODWHDXLQJ�IRU�WKH�GXUDWLRQ�RI�VWLPXODWLRQ�
DQG�UHWXUQLQJ�WR�EDVHOLQH�DIWHU�VWLPXOXV�RIIVHW��+RQJ�	�1JX\HQ��������+RQJ�	�6DQWRVD��
������+XSSHUW�HW�DO����������$�WUDQVLHQW�GHFUHDVH�LQ�+E2�RU�LQFUHDVH�LQ�+E5�UHODWLYH�WR�
WKH�EDVHOLQH�PD\�EH�REVHUYHG�EHIRUH�RU�DIWHU�WKH�PDLQ�VWLPXOXV�HYRNHG�GHÀHFWLRQ��H�J���
Khan et al., 2020). The initial dip, immediately following stimulus-onset is believed 
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WR�UHÀHFW�WKH�UDWH�RI�QHXURQDO�R[\JHQ�PHWDEROLVP�EULHÀ\�RXWSDFLQJ�WKH�UDWH�RI�ORFDO�
EORRG�ÀRZ��5��%X[WRQ���������ZKHUHDV�WKH�SRVW�VWLPXOXV�GLS�PD\�UHÀHFW�D�VORZ�UHWXUQ�
RI�ORFDO�EORRG�YROXPH�RU�ERWK�ORFDO�EORRG�ÀRZ�DQG�R[\JHQ�PHWDEROLVP�WR�EDVHOLQH��(��
Y. Liu et al., 2019). With respect to the negatively correlated time courses of the two 
FKURPRSKRUHV��WKH�UHGXFWLRQ�LQ�+E5�PD\�ODJ�D�IHZ�VHFRQGV�EHKLQG�WKH�LQFUHDVH�LQ�+E2��
$OWKRXJK�WKLV�ODJ�LV�QRW�DOZD\V�REVHUYHG��LW�PD\�UHÀHFW�IDVWHU�FKDQJHV�LQ�EORRG�ÀRZ��DV�
LQGH[HG�E\�+E2��WKDQ�EORRG�YROXPH��DV�LQGH[HG�E\�+E5��+XSSHUW�HW�DO���������+��/��
Liu et al., 2000). Variation in these aspects of response morphology, i.e., time to peak, 
WKH�V\PPHWU\�RI�WLPH�FRXUVHV�RI�+E2�DQG�+E5��GHOD\�EHWZHHQ�VWLPXOXV�RIIVHW�DQG�
return to baseline may vary as a function of the task domain and the measured brain 
areas (e.g., Shader et al., 2021; Toronov et al., 2007; Weder et al., 2018). Moreover, 
the amplitude of measured haemodynamic responses may be larger for cortical regions 
closer to the scalp, i.e., on gyri rather than sulci, or below thinner regions of the skull 
�%ULJDGRL�	�&RRSHU��������+DHXVVLQJHU�HW�DO���������

0RWRU�WDVNV��VXFK�DV�¿QJHU�WDSSLQJ��DUH�ZHOO�VXLWHG�WR�YDOLGDWLQJ�DQ�I1,56�ODE�VHWXS��
7KH\�HOLFLW�LQFUHDVHG�FRQFHQWUDWLRQV�RI�+E2�LQ�SULPDU\�PRWRU�FRUWH[��ZKLFK�UHPDLQ�
elevated for the duration of the task (e.g., Rahimpour et al., 2020; Sato et al., 2007). 
7KH�FRQFRPLWDQW�UHGXFWLRQ�LQ�+E5�ODJV��±��V�EHKLQG�+E2�ZKHQ�FRPSDUHG�WR�D�EDVHOLQH�
RI�UHVW��EXW�QRW�ZKHQ�FRPSDUHG�WR�D�EDVHOLQH�LQYROYLQJ�¿QJHU�WDSSLQJ�RQ�WKH�RWKHU�
KDQG��%RGHQ�HW�DO���������-DVG]HZVNL�HW�DO����������$GGLWLRQDOO\��+E5�PD\�UHDFK�WKH�
minimum as late as 15 s post-task-onset, which in turn delays return to baseline (Leff 
HW�DO����������7KH�KDHPRG\QDPLF�UHVSRQVHV�HYRNHG�E\�¿QJHU�WDSSLQJ�FDQ�EH�REVHUYHG�
LQ�LQGLYLGXDO�SDUWLFLSDQWV��H�J���+XSSHUW�HW�DO����������OLNHO\�GXH�WR�WKH�ORFDWLRQ�RI�WKH�
SULPDU\�PRWRU�FRUWH[�DVVRFLDWHG�ZLWK�KDQG�DQG�¿QJHU�PRYHPHQWV�RQ�WKH�SUH�FHQWUDO�
gyrus (Yousry et al., 1997) which results in a relatively short distance between the 
location of optodes on the scalp and the brain. 

Auditory tasks, such as the listening tasks investigated in this thesis, activate the pri-
PDU\�DXGLWRU\�FRUWH[��ORFDWHG�RQ�+HVFKO¶V�J\UXV��ZKLFK�LV�SDUW�RI�WKH�VXSHULRU�WHPSRUDO�
gyrus (STG; Dick et al., 2012). The primary auditory cortex is situated ~25 mm below 
the scalp (Ohnishi et al., 1997), while fNIRS measures reliably from ~15 mm below the 
VFDOS��6WUDQJPDQ�HW�DO����������PHDQLQJ�WKDW�YHU\�IHZ�RI�WKH�HPLWWHG�SKRWRQV�UHÀHFWHG�
EDFN�WR�WKH�GHWHFWRU�ZLOO�SDVV�WKURXJK�+HVFKO¶V�J\UXV��+RZHYHU��DXGLWRU\�KDHPRG\QDP-
ic responses can be reliably recorded with fNIRS from the superior temporal gyrus at 
WKH�JURXS�OHYHO��67*��+DUULVRQ�	�+DUWOH\��������YDQ�GH�5LMW�HW�DO����������,Q�DGXOWV��WKH�
+E2�UHVSRQVH�JHQHUDOO\�SODWHDXV�IRU�WKH�OHQJWK�RI�WKH�VWLPXOXV��UHWXUQLQJ�WR�EDVHOLQH�
up to 10 s post-offset, (e.g.,  Lawrence et al., 2018; Plichta et al., 2011). Weder et al. 
(2018) recently observed that haemodynamic responses evoked by 18-s-long auditory 
stimuli remained elevated for the duration of the stimulus in the anterior (rostral) part of 
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the STG, whereas haemodynamic responses in the posterior (caudal) parts of the STG 
SHDNHG�VKRUWO\�DIWHU�WKH�VWLPXOXV�RQVHW�DQG�RIIVHW��7KH�V\PPHWU\�RI�WKH�+E2�DQG�+E5�
time courses evoked by auditory stimuli remains a topic of discussion with some studies 
UHSRUWLQJ�D�ODJ�LQ�+E5�UHODWLYH�WR�+E2��4XDUHVLPD�HW�DO����������DQG�RWKHUV�UHSRUWLQJ�QR�
lag (Mushtaq et al., 2019; D. Zhang et al., 2018).

1.2.2 Continuous-wave fNIRS

During fNIRS recordings, light-emitting sources and light-receiving detectors—collec-
tively called optodes—are positioned snuggly on the participant’s scalp with the hair 
moved aside. With a continuous wave (CW) spectrometer, NIR light is continuously 
emitted from the sources and passes through the scalp into the cortex. The photons are 
GLIIXVHO\�UHÀHFWHG��VFDWWHUHG�RPQLGLUHFWLRQDOO\���DQG�D�SURSRUWLRQ�RI�WKH�SKRWRQV�DUH�
absorbed as they pass through chromophores in haemoglobin. The remaining photons, 
which scatter along a ‘banana-shaped’ arc from a source to a detector, are detected as 
they re-emerge (Figure 1.3A). The attenuation of the light, i.e., the difference between 
the intensity of the emitted and detected light, is recorded as raw intensity, yielding raw 
time-series data (Scholkmann, Kleiser, et al., 2014). 

7R�REWDLQ�PHDVXUHPHQWV�RI�+E2�DQG�+E5��PRVW�&:�V\VWHPV��VXFK�DV�WKH�1,56FRXW;�
described in Chapter 2.2, use two NIR wavelengths between 650–950 nm. Although 
a third chromophore, cytochrome oxidase, can also be measured using wavelengths 
within this range (Figure 1.4; Zhu et al., 2012), this thesis will investigate changes in 
+E2�DQG�+E5��$W�����QP��+E2�DQG�+E5�KDYH�WKH�VDPH�DEVRUSWLRQ�FRHI¿FLHQW��L�H���
LVRVEHVWLF�SRLQW��)LJXUH�������7R�RSWLPLVH�VHQVLWLYLW\�WR�+E2�DQG�+E5��WZR�ZDYHOHQJWKV�
between 695–770 and 830–850 nm are usually used. These wavelengths, within the 
1,5�VSHFWUXP��KDYH�D�ORZ�DEVRUSWLRQ�FRHI¿FLHQW�IRU�WKH�FRPSRQHQWV�RI�WKH�VFDOS��VNXOO�
and brain, including haemoglobin, water, lipids, melanin, and collagen (Scholkmann, 
Kleiser, et al., 2014). This means that the proportion of NIR light absorbed by these 
WLVVXHV�LV�D��VXI¿FLHQW�WR�EH�PHDVXUHG��DQG�E��VPDOO�HQRXJK�WR�HQDEOH�WKH�1,5�OLJKW�WR�
penetrate ~15 mm below the scalp (Strangman et al., 2013), equating to the 5–8 most 
VXSHU¿FLDO�PP�RI�WKH�FRUWH[�DIWHU�DFFRXQWLQJ�IRU�WKH�WKLFNQHVV�RI�WKH�VFDOS��+XSSHUW��
2016). The depth of penetration of a source-detector pair is approximately equal to half 
the source-detector separation on the scalp. In adults, a source-detector separation of 
25–30 mm yields the best compromise between signal-to-noise-ratio and depth sensitiv-
ity, with a spatial resolution of  1–3 cm (Pinti et al., 2020; Quaresima & Ferrari, 2019). 
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Figure 1.4. Absorption spectra for chromophores found in human tissue. UV=ultraviolet, 
,5 LQIUDUHG��+E2 �R[\JHQDWHG�KDHPRJORELQ��+E5 GHR[\JHQDWHG�KDHPRJORELQ��&W2[ F\-
tochrome oxidase. Adapted from Scholkmann et al. (2014).

7R�REWDLQ�UHODWLYH�FRQFHQWUDWLRQV�RI�+E2�DQG�+E5��UDZ�LQWHQVLW\�IRU�HDFK�ZDYHOHQJWK�
LV�FRQYHUWHG�WR�RSWLFDO�GHQVLW\��WKHQ�WR�UHODWLYH�FRQFHQWUDWLRQV�XVLQJ�WKH�0RGL¿HG�%HHU�
Lambert Law (MBLL; Delpy et al., 1988; Kocsis et al., 2006). The MBLL accounts 
for a partial pathlength factor, which is the product of the differential pathlength factor 
(DPF) and the partial volume factor (PVF). The DPF is used to calculate the effective 
distance travelled by photons as they scatter through biological tissue, which can vary 
with age, brain region, and wavelength (Duncan et al., 1995; Scholkmann & Wolf, 
2013). The PVF is a factor to account for the reduced proportion of emitted photons 
that pass through cerebral tissue, as opposed to extracerebral tissue (Strangman et al., 
2003). CW spectrometers quantify chromophores in relative concentrations based on the 
assumption of a constant DPF across brain regions, as well as participants (of variable 
sex and age). As this assumption is known to be incorrect, best practice is to compare 
evoked haemodynamic activity within a brain region, rather than between regions, and 
to match participants for sex and age (Scholkmann, Kleiser, et al., 2014). 

1.2.3 fNIRS signal components

$�FRPPRQ�DLP�LQ�I1,56�VWXGLHV�LV�WR�TXDQWLI\�WKH�QHXUDO�DFWLYLW\�HYRNHG�E\�D�VSHFL¿F�
WDVN��+RZHYHU��I1,56�LV�YHU\�VHQVLWLYH�WR�SK\VLRORJLFDO�QRLVH�DQG�PRWLRQ�DUWHIDFWV�
�+XSSHUW���������PHDVXUHG�FKDQJHV�LQ�+E2�DQG�+E5�UHVXOWLQJ�IURP�DQ\�RULJLQ�RWKHU�
than neurovascular coupling (Kirilina et al., 2012; R. Saager & Berger, 2008). The raw 
signal contains extracerebral and cerebral components, both of which can be evoked by 
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the task, or occur independently. Furthermore, the cerebral signal component contains 
both neural and systemic signals, while the extracerebral signal component consists 
mainly of systemic signals (Figure 1.5;  Tachtsidis & Scholkmann, 2016). The latter are 
JHQHUDWHG�E\�KHDUW�UDWH��a��+]���UHVSLUDWLRQ�UDWH��a����+]���DQG�EORRG�SUHVVXUH�UHJXOD-
WLRQ��L�H���0D\HU�ZDYHV��a����+]��-XOLHQ��������

Extracerebral sources of physiological noise can be accounted for very effectively with 
VSHFL¿F�FKDQQHOV�WKDW�RQO\�UHFRUG�H[WUDFHUHEUDO�FKDQJHV�LQ�+E2�DQG�+E5��7KHVH�DUH�
commonly called short channels and are source-detector pairs separated by ~8 mm 
(Figure 1.3). With short channels of the optimal (8 mm) length as a regressor, ~95% 
of the extracerebral signal component in the long-channel signal can be accounted for 
(Brigadoi & Cooper, 2015). Extracerebral physiological signal components have been 
demonstrated to be heterogeneous across different scalp regions, but symmetrical across 
hemispheres (Y. Zhang et al., 2015).

Accounting for physiological noise, beyond short-channel regression, depends on 
the approach to the statistical analysis (Tak & Ye, 2014). Analyses based on epoched 
and averaged time-courses of the haemodynamic response apply a variety of signal 
pre-processing steps including principal component analyses (e.g.,  Defenderfer et al., 
2017; Yücel et al., 2014), or common average reference calculated across channels 
�H�J���%DXHUQIHLQG�HW�DO����������LQ�FRQMXQFWLRQ�ZLWK�EDQG�SDVV�¿OWHUV��H�J�������±����+]�
WR�UHPRYH�a��+]�FDUGLDF�VLJQDOV�DQG�VORZ�GULIWV���)XUWKHU�VLJQDO�LPSURYHPHQW�FDQ�EH�
achieved by enhancing the theoretically and empirically supported negative correlation 
EHWZHHQ�+E2�DQG�+E5��&XL�HW�DO���������

Figure 1.5. Composition of fNIRS signal. Illustration of the origins of fNIRS signal 
components and their relative contributions. Figure adapted from Tachtsidis & Scholkmann 
(2016) under a CC BY 3.0 license.
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$QDO\VHV�EDVHG�RQ�JHQHUDO�OLQHDU�PRGHOV��*/0V��+XSSHUW��������/XNH�HW�DO���������
Ye et al., 2009) predict the amplitude of each participant’s measured haemodynamic 
response to each stimulus condition, which is modelled using a canonical haemody-
namic response function (e.g., Friston et al., 1998; Glover, 1999) convolved with the 
trial occurrence and length. GLMs assume non-correlated noise, i.e., spherical noise. 
This assumption is violated by the correlated, non-spherical nature of the physiologi-
FDO²FDUGLDF��UHVSLUDWRU\��EORRG�SUHVVXUH²QRLVH�LQ�WKH�I1,56�VLJQDO��+XSSHUW���������
To account for the correlated noise, an autoregressive noise model can be calculated 
in the GLM, per channel or for the whole of the data, effectively down-weighting the 
SK\VLRORJLFDO�QRLVH��%DUNHU�HW�DO���������+XSSHUW��������

Interestingly, some systemic signals are considered ‘noise’ in the context of extracting 
haemodynamic responses from the fNIRS signal, but can still provide valuable informa-
tion about cerebral processing. For example, heart rate can provide a reliable measure 
of signal quality; the scalp-coupling index (SCI; Pollonini et al., 2014) calculates the 
FRUUHODWLRQ�FRHI¿FLHQW�EHWZHHQ�WKH�KHDUW�UDWH�LQ�WKH�+E2�DQG�+E5�VLJQDOV�IRU�HDFK�
channel. A higher index indicates better coupling of the optodes with the scalp. This 
metric can be used as a criterion for channel rejection. 

Finally, fNIRS is also sensitive to motion artefacts, although less so than other neuro-
imaging techniques. These result from physical movement by the participant, which 
can alter the contact quality between the optode and the scalp. Changes in pressure of 
FRQWDFW�RU�DQJOH�RI�RSWRGH�UHODWLYH�WR�WKH�VFDOS�FDQ�LQWURGXFH�ODUJH�GHÀHFWLRQV�LQ�WKH�
signal (Orihuela-Espina et al., 2010). In the epoch-averaging approach, avenues for 
removing motion artefacts include excluding epochs with peak-to-peak amplitudes 
exceeding a certain cut-off, or employing signal-repairing algorithms (e.g., Cui et al., 
2010; Fishburn et al., 2019; Scholkmann et al., 2010). In the GLM approach, where the 
autoregressive noise model is applied, the addition of the iteratively re-weighted least-
squares procedure can repair motion artefacts, reducing the risk of Type I errors (Barker 
HW�DO���������+XSSHUW���������

1.2.4 Illuminating vocal emotions with fNIRS

Speech-evoked haemodynamic responses can be measured with fNIRS over the bilateral 
STG (Bortfeld, 2019; Quaresima et al., 2012; van de Rijt et al., 2018). Similarly, 
fNIRS studies report that vocal emotions evoke activation of bilateral STG, with larger 
KDHPRG\QDPLF�UHVSRQVHV�LQ�WKH�ULJKW�KHPLVSKHUH��6RQND\D�	�%D\D]ÕW��������'��=KDQJ�
HW�DO���������=KHQ�HW�DO����������FRQVLVWHQW�ZLWK�¿QGLQJV�REWDLQHG�ZLWK�I05,��H�J���
:LWWHPDQ�HW�DO����������:LWK�I1,56��VLJQL¿FDQW�FRUWLFDO�DFWLYLW\�LV�UHSRUWHG�LQ�OHIW�,)*�
IRU�KDSS\�VSHHFK��6RQND\D�	�%D\D]ÕW��������'��=KDQJ�HW�DO���������=KHQ�HW�DO����������
right MFG for sad (Anuardi & Yamazaki, 2019), as well as bilateral IFG (Gruber et al., 
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�������OHIW�0)*��=KHQ�HW�DO���������DQG�ELODWHUDO�0)*��6RQND\D�	�%D\D]ÕW��������IRU�
DQJU\��*UXEHU�HW�DO�¶V��������¿QGLQJ�RI�ELODWHUDO�,)*�DFWLYLW\�HYRNHG�E\�DQJU\�VSHHFK�
is based on a region of interest analysis (ROI; responses averaged across channels, 
although only in left and right IFG). The remaining fNIRS studies on vocal emotions 
analyse haemodynamic responses in individual channels (Anuardi & Yamazaki, 2019; 
6RQND\D�	�%D\D]ÕW��������6WHEHU�HW�DO���������'��=KDQJ�HW�DO���������=KHQ�HW�DO����������
an approach that has been suggested to be less reliable than ROI analyses (Wiggins 
et al., 2016). fNIRS studies of visual emotion perception (for review see Westgarth et 
al., 2021), many of which employ channel-wise analyses, are also inconsistent in their 
¿QGLQJV��UHSRUWLQJ�DFWLYLW\�LQ�D�YDULHW\�RI�FRUWLFDO�UHJLRQV��

Interest in the utility of fNIRS for investigating the cortical representations of vocal 
emotions is relatively recent and the existing studies involving adults report variable 
patterns of cortical activity (described above, see also Anuardi & Yamazaki, 2019; 
*UXEHU�HW�DO���������6RQND\D�	�%D\D]ÕW��������6WHEHU�HW�DO���������'��=KDQJ�HW�DO���
2018; Zhen et al., 2021). Before fNIRS can be used to investigate recognition of vocal 
emotions in populations such as CI users, the technique’s sensitivity to the cortical 
representations of vocal emotions must be determined. 

1.3 Aims of this thesis

&RQVLGHUDEOH�VFLHQWL¿F�HIIRUW�KDV�EHHQ�SDLG�WR�XQGHUVWDQGLQJ�WKH�DFRXVWLF�SUR¿OHV�RI�
vocal emotions (e.g., Banse & Scherer, 1996; Frick, 1985; Juslin & Laukka, 2003), 
and listeners’ behavioural capacity to recognise emotions in natural and degraded 
listening situations (e.g., Christensen et al., 2019; Everhardt et al., 2020; Scherer et 
al., 1991). The outcomes of these studies suggest that substantial variability exists 
between listeners’ individual abilities to recognise different emotions in speech. This 
variability has yet to be assessed in neuroimaging studies, particularly those that might 
seek to explain the neural underpinnings of successful and failed recognition of vocal 
HPRWLRQV��0RUH�VSHFL¿FDOO\��WKH�UHODWLRQVKLS�EHWZHHQ�WKH�DFFXUDF\�ZLWK�ZKLFK�OLVWHQHUV�
recognise emotions in speech and cortical activity evoked by vocal emotions has yet to 
EH�DVVHVVHG��7KLV�UHODWLRQVKLS�LV�RI�SDUWLFXODU�LQWHUHVW�LQ�FDVHV�ZKHUH�UHGXFHG�¿GHOLW\�RI�
acoustic cues (F0, intensity, and speech rate) might lead to reduced accuracy of vocal 
emotion recognition. The aims of this thesis are: 
 
To develop a set of vocal emotion stimuli with which to obtain behavioural and neuro-
physiological measures of vocal emotion processing in natural and degraded speech.
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i. To determine, when variation within acoustic features (i.e., F0, 
intensity, speech rate) is attenuated, rendering acoustic cues to vocal 
emotions less informative, whether normal-hearing listeners can 
H[WUDFW�VXI¿FLHQW�LQIRUPDWLRQ�IURP�LQWDFW�FXHV�WR�UHFRJQLVH�YRFDO�
emotions. 

ii. To determine if fNIRS is sensitive to cortical signatures evoked by 
discrete vocal emotions conveyed in natural speech.

iii. To determine if cortical activation evoked by vocal emotions, as 
PHDVXUHG�ZLWK�I1,56��UHÀHFWV�WKH�DFFXUDF\�ZLWK�ZKLFK�QRUPDO�KHDU-
ing listeners recognise emotions in acoustically degraded speech. 

1.4 Thesis structure

Chapter 2. General methods 
This chapter details the selection of stimulus items and the signal processing procedures 
applied to degrade the speech signal, followed by an in-depth description of the fNIRS 
equipment and laboratory, as well as the experimental protocol and data processing 
pipeline.

Chapter 3. Withholding emotion: Attenuating variation in voice pitch, intensity, and 
speech rate yields differentially reduced accuracy of vocal emotion recognition  
7KH�¿UVW�H[SHULPHQWDO�FKDSWHU�LQYHVWLJDWHV�1+�OLVWHQHUV¶�DELOLWLHV�WR�UHFRJQLVH�HPRWLRQV�
conveyed in speech with uninformative acoustic cues to vocal emotions and to make use 
RI�PRUH�LQIRUPDWLYH�VHFRQGDU\�FXHV��7KH�¿QGLQJV�LQGLFDWH�OLVWHQHUV�UHFRJQLVH�HPRWLRQV�
conveyed in natural speech with ease. The accuracy with which listeners recognise 
emotions is greatly reduced for emotions conveyed in speech with uninformative F0 cues 
and mildly reduced for emotions conveyed in speech with uninformative intensity and 
speech-rate cues. The data demonstrate that listeners were not able to use intensity or 
speech-rate cues to compensate for uninformative F0 cues to vocal emotions.

Chapter 4. Illuminating emotion: Assessing functional near-infrared spectroscopy’s 
sensitivity to discrete vocal emotions  
The second experimental chapter assesses the sensitivity of fNIRS to cortical haemo-
dynamic activity evoked by discrete vocal emotions (i.e., angry, happy, sad) conveyed 
in natural speech. The results indicate that fNIRS is sensitive to haemodynamic activity 
evoked by speech in the bilateral auditory brain regions, with evidence of a right-later-
DOLVDWLRQ�HYRNHG�E\�HPRWLRQDO�VSHHFK��&RUWLFDO�DFWLYDWLRQV�GLG�QRW�GLIIHU�VLJQL¿FDQWO\�
between any discrete vocal emotion and unemotional speech, indicating that fNIRS is 
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not sensitive to cortical representations of discrete vocal emotions, but rather to more 
general aspects of auditory processing.

Chapter 5. Deciphering emotion: Cortical responses to vocal emotions with attenuat-
ed voice pitch variations as measured by functional near-infrared spectroscopy 
The third experimental chapter investigates cortical haemodynamic activity evoked by 
vocal emotions conveyed in natural speech and speech with uninformative F0 cues. 
Particular attention was paid to the relationship between listeners’ abilities to recognise 
vocal emotions conveyed in speech with uninformative F0 cues and their cortical 
DFWLYLW\�IRU�YRFDO�HPRWLRQV��7KH�¿QGLQJV�LQGLFDWH�WKDW�YRFDO�HPRWLRQV�FRQYH\HG�LQ�
natural speech and speech with uninformative F0 cues evoke haemodynamic activity in 
WKH�ELODWHUDO�DXGLWRU\�EUDLQ�UHJLRQV��DOWKRXJK�WKH�PHDVXUHG�DFWLYLW\�GLIIHUV�VLJQL¿FDQWO\�
from the activity evoked by the control silent condition only in the right hemisphere. 
$�VLJQL¿FDQW�DVVRFLDWLRQ�ZDV�REVHUYHG�EHWZHHQ�OLVWHQHUV¶�DELOLWLHV�WR�UHFRJQLVH�YRFDO�
emotions with uninformative F0 cues and their haemodynamic activity in the right 
auditory brain regions, whereby reduced accuracy is associated with increased haemo-
dynamic activity.

Chapter 6. General discussion 
7KLV�FKDSWHU�VXPPDULVHV�DQG�V\QWKHVLVHV�WKH�UHOHYDQFH�RI�WKH�¿QGLQJV�IURP�&KDSWHUV�
3–5, as they pertain to the research aims examined in this thesis.

Chapter 7. Conclusions
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Chapter 2| General methods

2.1 Stimulus creation

Speech stimuli conveying vocal emotions were created to investigate vocal emotion 
UHFRJQLWLRQ�DQG�SURFHVVLQJ�LQ�QRUPDO�KHDULQJ��1+��OLVWHQHUV��7R�H[DPLQH�1+�OLVWHQHUV¶�
usage of the cues conveyed by acoustic features in their recognition of vocal emotions, 
cues in the main acoustic features conveying emotional information, i.e., fundamental 
frequency (F0), intensity, and speech rate, were systematically rendered less infor-
mative, one or two at a time. Subsequently, stimuli were generated for a) behavioural 
N-alternative forced-choice tasks and b) block-design functional near-infrared spectros-
copy (fNIRS) experiments.

2.1.1 Generation of pseudo-sentences

The speech stimuli consisted of six-syllable sentences with real function-words and 
rhyming pseudo-content-words, such as “the ziffox is dorval” and “the miffox is borval” 
(see Table 2.1). The combination of real function-words and pseudo-content-words 
served to respect English phonotactics and syntax while eliminating confounds due to 
emotional associations related to semantic content, e.g., “snake” being associated with 
negative emotions (Demenescu et al., 2014; Pell et al., 2009; Scherer et al., 1991; D. 
=KDQJ�HW�DO����������7KH�UK\PLQJ�SVHXGR�ZRUGV�DOORZ�IRU�VSHHFK�VRXQG�VSHFL¿F�SKRQHW-
ic information such as vowel length and consonant voicing (i.e., glottal fold vibration) 
to be held constant between sentences. This is important as vowel length and F0 can 
EH�LQÀXHQFHG�E\�WKH�VXUURXQGLQJ�FRQVRQDQWV��$��6��+RXVH�	�+RXVH��������:KDOHQ�HW�
al., 1993); rhyming pseudo-words minimise these differences while ensuring that F0 
measurements, taken from voiced segments, are extracted from comparable phonetic en-
vironments. Finally, varying voiced consonants only in the pseudo-word-initial position, 
PLQLPLVHG�WKH�LQÀXHQFH�RI�WKH�SKRQHWLF�FKDUDFWHULVWLFV�RI�LQGLYLGXDO�VSHHFK�VRXQGV�RQ�
comparisons of mean F0, intensity, and speech rate between stimuli and emotions.

The pseudo-words miffox and borval�ZHUH�GHVLJQHG�WR�PHHW�WKHVH�FULWHULD��7KH�¿QDO�
consonant cluster /ks/ in miffox does not cause elision of the voiced schwa in is���ԥ]���
The /l/ coda of borval�LV�YRLFHG��IDFLOLWDWLQJ�WKH�LGHQWL¿FDWLRQ�RI�WKH�VSHHFK�RIIVHW�IRU�
each sentence, which is needed to calculate the speech rate. For the pseudo-words miffox 
and borval, six additional rhyming pseudo-words were created by replacing the initial 
voiced consonant with another voiced consonant, yielding a total of seven sentences 
(Table 2.1). 
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2.1.2 Recording of sentences

To create stimuli suitable for Australian listeners, one 27-year-old female native speaker 
of standard Australian English, from Sydney, Australia, was recorded pronouncing the 
sentences in each ‘angry’, ‘happy’, ‘sad’, and ‘neutral/unemotional’ prosodies. Angry, 
happy and sad emotions were selected on the basis that they are a subset of Ekman’s 
basic emotions (1992), each of which occupies a different quadrant in Russell’s (1980) 
dimensional account, as shown in Chapter 1, Figure 1.1: angry is high arousal and 
negative valence, happy is high arousal and positive valence, sad is low arousal and 
negative valence. Although unemotional/neutral is not considered a basic emotion, it 
was added to facilitate comparisons between emotional and unemotional speech, and 
may be best described as mid-level arousal and mid-level valence.

During a single recording session in an anechoic chamber, recordings were made using 
a Røde NT1 microphone with a pop cover (RØDE Microphones, Silverwater, Australia) 
FRQQHFWHG�WR�DQ�50(�)LUHIDFH�8&�VRXQG�FDUG��50(��+DLPKDXVHQ��*HUPDQ\���7KH�
sentences were digitally recorded using Adobe Audition (version 13.0.8.43; Adobe 
6\VWHPV��0RXQWDLQ�9LHZ��86$��RQ�D�SHUVRQDO�FRPSXWHU�DW�D�VDPSOLQJ�UDWH�RI����N+]�
(32 bits mono). For each emotion, each of the seven sentences in Table 2.1 was recorded 
at least four times. The rendition of each item, for each emotion, with the fewest 
recording artefacts (i.e., mouth noises created by spittle or lips), mispronunciations and 
RWKHU�EDFNJURXQG�QRLVHV��ZDV�VHOHFWHG�DQG�VDYHG�DV�D�GLVFUHWH�:$9�¿OH�XVLQJ�$GREH�
$XGLWLRQ��(DFK�LWHP�ZDV�PDQXDOO\�WULPPHG�DW�]HUR�FURVVLQJV�IURP�WKH�RQVHW�RI�WKH�¿UVW�
FRQVRQDQW��LQLWLDO�LQFUHDVH�LQ�HQHUJ\�DQG�LQLWLDO�JORWWDO�SXOVH��WR�WKH�RIIVHW�RI�WKH�¿QDO�
FRQVRQDQW��¿QDO�GHFUHDVH�LQ�HQHUJ\�DQG�¿QDO�JORWWDO�SXOVH��XVLQJ�3UDDW��YHUVLRQ���������
Boersma & Weenink, 2018). 

Table 2.1. Recorded stimulus sentences

Item # Sentence

1 The ziffox is dorval
2 The biffox is jorval
3 The diffox is morval
4 The niffox is zorval
5 The giffox is lorval
6 The miffox is borval
7 The riffox is gorval
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2.1.3 Further adjustments 

Further adjustments were made to the selection of recordings with the input of lab mem-
EHUV�DQG�FROOHDJXHV�ZLWK�H[SHULHQFH�LQ�WKH�VSHHFK�DQG�ODQJXDJH�¿HOG�LQ�LQIRUPDO�SLORW�
listening sessions. First, to ascertain whether the stimuli categories were behaviourally 
discriminable, 10 experienced listeners were asked to indicate the emotion conveyed by 
each stimulus in a 4-alternative forced-choice task (7 sentences for each of 4 emotions, 
1�WULDOV �����'XULQJ�D�¿UVW�URXQG��WKH�UHVSRQVH�DOWHUQDWLYHV�ZHUH�ODEHOOHG�DV�angry, 
happy, sad or neutral. Happy and sad�ZHUH�FRPPRQO\�PLVLGHQWL¿HG�DV�neutral stimuli 
(consistent with confusions reported by Paulmann, Pell, & Kotz, 2008; Scherer, Banse, 
& Wallbott, 2001). In a second round, 10 new experienced listeners completed the same 
task, except this time neutral was re-labelled unemotional. With these alternatives, there 
were almost no confusions between happy and unemotional (rate of happy stimulus 
EHLQJ�PLVLGHQWL¿HG�DV�unemotional=0.01), but the confusions between sad and unemo-
tional remained (rates for unemotional�VWLPXOXV�PLVLGHQWL¿HG�DV�sad=0.27, sad stimulus 
mislabelled unemotional=0.21). Accuracy was near ceiling in all four emotions (angry 
M=1, SD=0; happy M=0.94, SD=0.1; sad M=0.80, SD=0.18; unemotional M=0.71, 
SD=0.17) indicating that the stimuli are behaviourally discriminable. 

1H[W��WR�UHGXFH�WKH�QXPEHU�RI�UHWDLQHG�UHFRUGLQJV��WKH�¿YH�VHQWHQFHV�ZLWK�WKH�EHVW�
H[SUHVVLRQ�RI�HDFK�HPRWLRQ�ZHUH�LGHQWL¿HG��(OHYHQ�QHZ�H[SHULHQFHG�OLVWHQHUV�ZHUH�
asked to judge the relative strength with which the relevant emotion was conveyed in 
each item. All seven sentences for each emotion were presented on a computer screen 
at once, and listeners were instructed to play each sentence and order them from ‘most 
to least strongly’ conveying the relevant emotion. Listeners could play the sentences as 
often as they wished. The two sentences for each emotion most frequently ordered as 
µOHDVW�VWURQJO\¶�ZHUH�GLVFDUGHG��\LHOGLQJ�VHWV�RI�¿YH�VHQWHQFHV�SHU�HPRWLRQ��7DEOH������

Table 2.2. Retained sentences for each emotion

Emotion Retained sentences Discarded sentences

angry 1, 2, 4, 5, 6 3, 7

happy 1, 3, 4, 5, 7 2, 6

sad 2, 3, 4, 6, 7 1, 5

unemotional 1, 2, 3, 6, 7 4, 5

2.1.4 Acoustic measures and acoustic analysis

7KH�PHDQ�)���+]���PHDQ�LQWHQVLW\��G%��UHODWLYH�WR�WKH�PD[LPXP�PHDVXUHG�URRW�PHDQ�
square, RMS), and mean speech rate (syllables per second) were measured for each 
sentence using a Praat script (Figure 2.2; Table 2.3).
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7R�FRQ¿UP�WKDW�WKH�HPRWLRQV�DUH�DFRXVWLFDOO\�GLVWLQFW��L�H���WKDW�WKH�HPRWLRQV�GLIIHU�
VLJQL¿FDQWO\�IURP�RQH�DQRWKHU�LQ�DW�OHDVW�RQH�DFRXVWLF�IHDWXUH��D�VWDWLVWLFDO�DQDO\VLV�ZDV�
performed using R (version 3.6.3; R Core Team, 2020) and the RStudio IDE (version 
1.3.959; RStudio Team, 2019). An alpha level of 0.05 was used for all statistical tests. 
To assess the presence of differences between emotions, a Kruskal-Wallis test was 
SHUIRUPHG�IRU�HDFK�)���LQWHQVLW\��DQG�VSHHFK�UDWH��UHYHDOLQJ�VLJQL¿FDQW�GLIIHUHQFHV�
EHWZHHQ�HPRWLRQV��L�H���)���Ȥ2(3, N=20)=16.07, p ��������LQWHQVLW\��Ȥ2(3, N=20)=17.86, 
p���������DQG�VSHHFK�UDWH��Ȥ2(3, N=20)=11.75, p=0.008). 

Subsequently, to test for differences between emotions within each acoustic feature 
(Figure 2.2), post-hoc pairwise Wilcoxon rank sum tests were computed with false 
GLVFRYHU\�UDWH�FRUUHFWLRQ�IRU�PXOWLSOH�FRPSDULVRQV��)'5��%HQMDPLQL�	�+RFKEHUJ��
�������7KHUH�LV�HYLGHQFH�WR�VXSSRUW�VLJQL¿FDQW�GLIIHUHQFHV�LQ�)��EHWZHHQ�WKH�IROORZLQJ�
pairs: mean F0 is higher for each angry, happy and sad relative to unemotional (all 
W=25, p=0.008), as well as angry relative to sad (W=24, p=0.008), and happy relative 
to sad (W=23, p ��������0HDQ�)��GRHV�QRW�GLIIHU�VLJQL¿FDQWO\�EHWZHHQ�angry and happy 
(W=13, p ����0HDQ�LQWHQVLW\�GLIIHUV�VLJQL¿FDQWO\�EHWZHHQ�DOO�SDLUV��DOO�W=25, p=0.008). 
0HDQ�VSHHFK�UDWH�LV�VLJQL¿FDQWO\�KLJKHU�IRU�happy than each angry, unemotional, and 
sad (all W=25, p ��������0HDQ�VSHHFK�UDWH�GRHV�QRW�GLIIHU�VLJQL¿FDQWO\�EHWZHHQ�angry 
and unemotional (W=6, p=0.222), angry and sad (W=8, p=0.421), or sad and unemo-
tional (W=13, p=1).

Figure 2.1. Praat analysis window for a happy recording (sentence 1). Above, the wave-
form of the recording with the RMS on the y-axis and time (s) on the x-axis. Below, the 
VSHFWURJUDP�ZLWK�IUHTXHQF\��+]��RQ�WKH�\�D[LV��DQG�HDFK�WKH�)���EOXH�OLQH��DQG�WKH�LQWHQVLW\�
(yellow line) contours overlaid on the spectrogram.  
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Table 2.3. Mean and standard deviation of each acoustic feature for recordings of each emotion

Emotion F0
�+]�

Intensity
(dB)

Speech rate
(syl/sec)

M SD M SD M SD

angry 241.47 6.14 -0.99 1.01 4.50 0.07

happy 243.31 10.29 -10.97 0.85 5.57 0.18

sad 215.97 11.44 -17.76 1.44 4.70 0.31

unemotional 167.04 8.37 -15.04 0.58 4.68 0.26

Overall mean 216.95 32.70 -11.19 6.59 4.86 0.47

Note. dB is relative to the maximum measured RMS
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Figure 2.2. Analyses of acoustic feature within each emotion. The dashed line indicates the 
RYHUDOO�PHDQ�DFURVV�HPRWLRQV��6LJQL¿FDQFH�IRU�:LOFR[RQ�UDQN�VXP�WHVW��p�������p<0.01.

Despite the small number of stimuli and variability within each emotion, each emotion 
patterns in an acoustically discriminable fashion. The mean values and the relative 
positions of emotions within each acoustic feature match those previously reported (for 
F0 and rate, Paulmann & Uskul, 2014; for F0, Gilbers et al., 2015; Pell, 1998, for in-
tensity, Luo 2007, for rate, Most & Aviner, 2009). The direction of differences between 
emotions is also similar to those previously described for each acoustic feature (Belin et 
al., 2008; Murray & Arnott, 1993; Paulmann & Kotz, 2008; Pollermann & Archinard, 
2002; Yildirim et al., 2004). 
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2.1.5 Creation of conditions

1H[W��WKURXJK�WKH�FUHDWLRQ�RI�¿YH�VSHHFK�FRQGLWLRQV��)���LQWHQVLW\��DQG�VSHHFK�UDWH�
cues were systematically rendered uninformative by attenuating variations in the given 
IHDWXUH��7KH�¿YH�FRQGLWLRQV�ZHUH�QDPHG�DFFRUGLQJ�WR�WKH�DWWHQXDWHG�IHDWXUH�V���D��
natural (all variations in features intact), b) intensity+rate, c) F0, d) intensity+F0, e) 
rate+F0. In the natural condition, the signal was not altered, thus leaving variations in 
investigated acoustic features intact. To create the intensity+rate, F0, intensity+F0, and 
rate+F0 conditions, variations in the investigated features were attenuated sequentially. 
9DULDWLRQV�LQ�)��ZHUH�DWWHQXDWHG�¿UVW��IROORZHG�E\�YDULDWLRQV�LQ�LQWHQVLW\��WKHQ�VSHHFK�
rate (e.g., for the rate+F0 condition, variations in F0 were attenuated before variations 
in speech rate). Next, the speech stimuli were prepared for each experiment type (i.e., 
individual sentences for behavioural experiments, 5-sentence blocks of each emo-
tion-condition pair for fNIRS experiments), and uniformly normalised to presentation 
sound level (Figure 2.3).

The following section will describe the signal processing procedures applied to the speech 
signal to attenuate variations in each F0, intensity and speech rate, as well as the procedures 
used to prepare speech for presentation in behavioural and fNIRS experiments (Figure 2.3). 
After attenuating variations in a cue, the acoustic properties of the stimuli were measured 
to ensure that the selected signal processing procedure did attenuate variations to the target 
value (Figure 2.4). The process of attenuating variations in any cue can alter other aspects of 
the speech signal. This is unavoidable, and where possible, measures were taken to mini-
PLVH�WKHVH�DOWHUDWLRQV��7KH�SURFHGXUHV��WKHLU�VXFFHVV��DQG�DQ\�REVHUYHG�LQÀXHQFH�RQ�RWKHU�
untargeted acoustic features or the signal in general will be described next. 

Figure 2.3. Stimulus creation pipeline. Flowchart illustrating the order of steps taken to 
create single-sentence stimuli for behavioural experiments and 5-sentence blocks fNIRS 
experiments.
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Attenuation of F0 variation

Variations in F0 were attenuated using the PyWORLD vocoder python package (ver-
sion 0.2.11; Morise et al., 2016). First, the F0 contour is extracted using Distributed 
,QOLQH�¿OWHU�2SHUDWLRQ�DOJRULWKP��',2��'UXJPDQ�HW�DO����������7KH�)��ÀRRU�DQG�FHLOLQJ�
ZHUH�VHW�WR�����DQG�����+]��UHVSHFWLYHO\��7KH�HVWLPDWHG�)��FRQWRXU�ZDV�WKHQ�UH¿QHG�
using StoneMask (Al-Radhi et al., 2019)— an algorithm that reduces the effects of noise 
on the estimated F0 values. Second, the spectral envelope was extracted using Cheap-
Trick (Morise, 2015) with its default parameters (a spectral recovery parameter of -0.15 
DQG�DXWRPDWLFDOO\�FRPSXWHG�))7�VL]H�WKDW�DOORZV�DFFXUDWH�UHSUHVHQWDWLRQ�RI�)��ÀRRU���
7KLUG��WKH�DSHULRGLFLW\�ZDV�HVWLPDWHG�XVLQJ�'H¿QLWLYH�'HFRPSRVLWLRQ�'HULYHG�'LUW�
Cheap (d4c; Morise, 2016). The threshold for the aperiodicity-based voiced/unvoiced 
decision was set to the default 0.85. Finally, the original F0 contour was replaced with 
D�FRQVWDQW�)��RI�����+]²WKH�PHDQ�)��DFURVV�DOO�VWLPXOL²DQG�WKH�VSHHFK�VLJQDO�ZDV�
reconstructed based on the target F0, spectrogram, and aperiodicity.

As displayed under the experimental condition F0 in Figure 2.4, manipulating F0 may 
KDYH�D�VPDOO�LQÀXHQFH�RQ�WKH�506�RI�angry stimuli; the RMS mean, median and vari-
ability are slightly increased for angry in the F0 condition. Attenuating variations in F0 
GRHV�QRW�DSSHDU�WR�KDYH�LQÀXHQFHG�VSHHFK�UDWH�RU�LQWURGXFHG�DQ\�REYLRXV�DEQRUPDOLWLHV�
to the general signal.

Attenuation of intensity variation

Variations in intensity were attenuated using a Praat ‘intensity-neutralizer’ script shared 
by the UCLA (University of California, Los Angeles) Phonetics Lab (Vicenik, n.d.-a). 
7R�DWWHQXDWH�YDULDWLRQV�LQ�LQWHQVLW\�WR�WKH�WDUJHW�YDOXH�DFURVV�D�:$9�¿OH��KHUH���������
dB relative to max RMS—the mean across all natural stimuli), the function measured 
the intensity of the signal at 10-ms-intervals. At each interval, the difference between 
the measured and target intensity was obtained. Next, at each interval, the intensity was 
scaled to the target intensity of -11.19 dB (relative to max RMS). 

Attenuating variations in intensity caused a slight reduction of the mean F0 of angry 
stimuli, as illustrated under the intermediate condition Intensity in Figure 2.4. It did 
QRW�LQÀXHQFH�VSHHFK�UDWH��2QH�GUDZEDFN�RI�WKH�DSSOLHG�SURFHGXUH�LV�WKDW�LW�ÀDWWHQHG�
the intensity of all speech segments and periods of silence, with the latter resulting in 
periods of white noise (illustrated in Figures 2.5 and 2.6, intensity+rate and intensi-
tity+F0). In 25% of the intensity+rate stimuli and 35% of the intensity+F0 stimuli, 
attenuating variations in intensity introduced a 20 to 30-ms clicks. Attempts to resolve 
WKLV�LVVXH�IDLOHG�WR�V\VWHPDWLFDOO\�UHGXFH�WKH�XQZDQWHG�QRLVH�ZLWKRXW�LQÀXHQFLQJ�WKH�
overlap between words. Rather than further distorting the speech signal, clicks were 
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accounted for as a difference between stimulus sentences by including ‘sentence’ as a 
random effect when using generalised mixed-effects models (GLMMs) to predict the 
accuracy of vocal emotion recognition. Note that the conditions containing stimuli with 
clicks were not included in fNIRS experiments.

Attenuation of speech rate variation

Variations in speech rate were attenuated at the sentence level using the audioTSM 
python package (Muges, 2017). The phase-vocoder function was used to adjust the 
speed of the speech by a scaling factor (equal to the original duration divided by the 
target duration). This function implements the Waveform Similarity-based Overlap-Add 
procedure (WSOLA; Verhelst & Roelands, 1993). WSOLA uses the overlap-add (OLA) 
procedure in which the signal is windowed, and the windows are concatenated with 
D�¿[HG�DPRXQW�RI�RYHUODS��ZKLFK�OHQJWKHQV�RU�VKRUWHQV�WKH�VLJQDO��7KH�µZDYHIRUP�
VLPLODULW\¶�LV�DQ�DGGLWLRQDO�SURFHGXUH�WKDW�DOORZV�D�YDULDEOH��LQVWHDG�RI�¿[HG��DPRXQW�RI�
overlap, depending on the similarity of the concatenated windows, to preserve periodic 
signal components, i.e., reduce aperiodic artefacts. The target duration was set to 1.24 
V��ZKLFK�LV�HTXDO�WR������V\O�V��7KH�GXUDWLRQ�RI�WKH�UHVXOWLQJ�:$9�¿OHV�ZDV�M=1.22 s 
(SD=0 s), which is equal to 4.92 syl/s. This duration is slightly shorter than the target 
GXUDWLRQ��7KLV�GHYLDWLRQ�IURP�WKH�WDUJHW��DV�ZHOO�DV�WKH�PLQLPDO�YDULDELOLW\�EHWZHHQ�¿OHV�
(~0.004 s), can be attributed to the precision of the WSOLA procedure.

Attenuating variations in speech rate resulted in a reduction of the RMS for all emo-
tions, as evidenced under the intermediate condition rate in Figure 2.4. There was also a 
small increase in mean F0 for all emotions except happy, mirroring the relative change 
in speech rate (i.e., increased for all emotions except happy).

Figure 2.4. (Next page) Measured acoustic properties for each emotion within each 
H[SHULPHQWDO�FRQGLWLRQ��DQG�WZR�LQWHUPHGLDWH�FRQGLWLRQV��7KH�¿UVW�URZ�VKRZV�PHDQ�)��
LQ�+]��WKH�VHFRQG�VKRZV�PHDQ�LQWHQVLW\�LQ�G%�UHODWLYH�WR�WKH�PD[�506��WKH�WKLUG�VKRZV�
mean speech rate in syl/s. The columns indicate how the signal has been changed. The 
columns for experimental conditions illustrate the acoustic properties of the experimental 
stimuli and the supplementary columns for intermediate conditions illustrate the acoustic 
properties of conditions that were not included in the experiments (i.e., intensity and rate 
alone). The intermediate conditions provide insight into the alterations of the speech signal 
incurred by attenuation of variations within those features. Where variations in a feature 
were not attenuated (i.e., F0 in the intensity+rate condition), the distribution of the emotions 
resembles the natural condition. Where variations in a feature have been attenuated (i.e., F0 
in F0 condition), all emotions have the same mean value as the target value (dashed line; 
mean across all emotions).
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Figure 2.5. Happy, waveforms and narrowband spectrograms per condition.

Figure 2.6. Angry, waveforms and narrowband spectrograms per condition.



49

2.1.6 Preparing stimuli for behavioural and fNIRS experiments

Intensity normalisation

:LWK�WKH�H[FHSWLRQ�RI�WKH�VHQWHQFH�OHQJWK�VWLPXOL�SUHVHQWHG�LQ�WKH�¿UVW�EHKDYLRXUDO�
experiment on vocal emotion recognition (Chapter 3) where intensity was investigated 
as a cue for emotion recognition, the overall intensity of all stimuli was normalised 
(Chapters 4 and 5). To ensure that the overall intensity of all stimuli was equal, a 
UCLA Phonetics Lab Praat ‘intensity-scaler’ script (Vicenik, n.d.-b) was adapted for 
WKLV�SXUSRVH��8VLQJ�WKLV�VFULSW��WKH�VLJQDO�RI�HDFK�:$9�¿OH�ZDV�PXOWLSOLHG�E\�D�VFDOLQJ�
factor to obtain an overall intensity of -11.19 dB (relative to max RMS). Subsequently, a 
10-ms ramp was applied to beginning and end of each sentence stimuli using the Pysox 
python package (version 1.4.0; Bittner et al., 2016). This served to smooth onset and 
offsets of speech, alleviating clicks.

Blocks for fNIRS experiments

Using the intensity-normalised and ramped stimuli, a block was created for each 
emotion in each of the natural and F0 conditions. Blocks were generated by concatenat-
LQJ�WKH�¿YH�VHQWHQFHV�IRU�HDFK�HPRWLRQ�ZLWK�WKH�3\VR[�SDFNDJH��7KH�VHQWHQFHV�ZLWKLQ�
a block were separated by 200 ms of silence and bookended with 100 ms of silence. 
$QRWKHU����PV�UDPS�ZDV�DSSOLHG�WR�WKH�EHJLQQLQJ�DQG�HQG�RI�WKH�:$9�¿OH�IRU�HDFK�
block using the Pysox package. 

)RU�HDFK�I1,56�H[SHULPHQW��¿YH�DGGLWLRQDO�VWLPXOL�ZHUH�FUHDWHG�WR�EH�XVHG�LQ�DWWHQ-
tion-keeping trials (i.e., trials eliciting a button-press response upon hearing a tone to 
ensure the participant was attending to the stimuli). These stimuli were identical to the 
experimental stimuli, with an additional pure tone overlapping with the speech at a ran-
dom time. To create these, each of the experimental stimuli was copied and a 500-ms-
ORQJ�����+]�SXUH�WRQH��PHDQ�LQWHQVLW\�RI��������G%�UHODWLYH�WR�PD[LPXP�VWLPXOXV�
RMS) generated in Praat, was overlaid on the speech using Adobe Audition. The tone’s 
LQWHQVLW\�ZDV�VHOHFWHG�WR�HQVXUH�WKDW�WKH�DWWHQWLRQ�WDVN�ZDV�VXI¿FLHQWO\�FKDOOHQJLQJ�WR�
maintain participants’ attention but that the tone was not overly salient or shocking.

Following the intensity normalisation and ramping, an additional 200 ms of silence was 
appended to the beginning and 100 ms to the end of all sentence stimuli using the Pysox 
package. This was done to ensure that the stimuli would not be interrupted by buffering 
GHOD\V��1H[W�����PV�UDPSV�ZHUH�DSSOLHG�WR�WKH�EHJLQQLQJ�DQG�HQG�RI�WKH�:$9�¿OHV�

Matching to presentation level

,Q�D�¿QDO�VWHS��DOO�EHKDYLRXUDO�DQG�I1,56�VWLPXOL�ZHUH�PDWFKHG�WR�WKH�WDUJHW�SUHVHQWDWLRQ�
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level. For the behavioural experiment on vocal emotion recognition (Chapter 3), the tar-
get level was 60 dBA. Participants reported that subjectively, the stimuli were presented 
at a comfortable level, but could be presented at a higher level and still be comfortable. 
As stimulus intensity is positively correlated to the amplitude of auditory haemody-
namic responses (Weder et al., 2018), which are intrinsically relatively small (e.g., 
relative to motor responses), the target level was increased to 70 dBA for the fNIRS 
experiments (Chapters 4 and 5) and the associated behavioural experiment (Chapter 
5), to ensure that reliable haemodynamic responses could be obtained. Sound-level 
matching was achieved using a white noise generated in Praat, which was played in Pre-
VHQWDWLRQ�WKURXJK�DQ�50(�)LUHIDFH�8&�DWWDFKHG�WR�(W\PRWLF�(5���¿UVW�EHKDYLRXUDO�
experiment) or ER3 (fNIRS and second behavioural experiment) insert phones (Ety-
motic Research, Inc., Elk Grove Village, USA). The long-term average sound pressure 
level (in dBA) of the white noise was measured over ~20 s using a 2-cc ear simulator 
(RA0045, G.R.A.S., Twinsburg, USA) and a B&K Type 2250 sound level meter (Brüel 
& Kjær, Nærum, Denmark). The measured level (96 dBA) was used to calculate the 
RMS of the white noise, which served as the reference RMS. Using this reference, 
the RMS was calculated for a calibration track consisting of concatenated intensity+rate 
sentences with no silences (the silence threshold was set to -40 dB). Using these RMS 
values and the reference RMS, the calibration track and the stimuli were then scaled to 
the target presentation level (i.e., 60 dBA for the behavioural experiment in Chapter 
3, and 70 dBA for the fNIRS experiments and associated behavioural experiment in 
Chapters 4 and 5).

2.1.7 Final stimuli for behavioural and fNIRS experiments

In the behavioural experiment (Chapter 3), the experimental paradigm comprised 
angry, happy, sad, and unemotional�VHQWHQFHV��SUHVHQWHG�LQ�¿YH�FRQGLWLRQV��natural, 
intensity+rate, F0, intensity+F0, rate+F0). In both fNIRS experiments in this thesis, 
a reduced number of conditions and/or emotions was presented, with a silent control 
condition and 10 attention trials, to respect the time constraints imposed by fNIRS 
UHFRUGLQJV��)RU�WKH�¿UVW�I1,56�H[SHULPHQW��&KDSWHU�����WKH�EORFN�GHVLJQ�SDUDGLJP�
included each angry, happy, sad, and unemotional trials (natural condition only), the 
silent control trials, as well as attention and practice trials (total trials=114, duration=50 
minutes). In the second fNIRS experiment (Chapter 5), the block-design paradigm 
included two emotions (happy and sad), in two speech conditions (natural and F0), as 
well as the silent control, attention, and practice trials (total trials=144, duration=50 
minutes).
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2.1.8 Percepts vs. acoustic measures

As discussed above and illustrated in Figure 2.4, the success of attenuating variations in 
HDFK�DFRXVWLF�IHDWXUH�ZDV�YHUL¿HG�DQG�VHFRQGDU\�HIIHFWV�RI�WKH�LPSOHPHQWHG�VLJQDO�SUR-
FHVVLQJ�SURFHGXUHV�ZHUH�FRQVLGHUHG��6WLOO��LW�LV�GLI¿FXOW�WR�GHWHUPLQH�ZKHWKHU�WKH�FXHV�
associated with acoustic features have been rendered completely perceptually constant, 
DQG�WKXV�XQKHOSIXO��WR�OLVWHQHUV��$XGLWRU\�VSHHFK�SHUFHSWLRQ�LV�ÀH[LEOH��PHDQLQJ�WKDW�
one acoustic characterisation of a feature can be perceived differently depending on 
the accompanying acoustic landscape (Liberman 1967). Concretely, this means that 
despite efforts to limit the richness of the cues in each F0, intensity and speech rate, 
the associated percepts may be enriched by acoustic information from the unattenuated 
acoustic features and acoustic features beyond the scope of this thesis, including spectral 
information (Plack, 2018), and aspects of voice quality, such as vocal effort (Gobl & 
Ní Chasaide, 2003; Waaramaa et al., 2010) and vocal fry (Kuang & Liberman, 2016). 
For example, when variations in F0 are attenuated, the harmonic information may be 
VXI¿FLHQW�WR�FUHDWH�D�UHSODFHPHQW�)��SHUFHSW��7HUKDUGW���������,QWHQVLW\�LV�WKH�DFRXVWLF�
FRUUHODWH�RI�SHUFHLYHG�ORXGQHVV��ZKLFK�LV�LQÀXHQFHG�E\�)��DQG�VSHFWUDO�LQIRUPDWLRQ�
(Plack, 2018; Yanushevskaya et al., 2013), and can even covary with expectation and 
meaningfulness (Mershon et al., 1981; Tian et al., 2018). Finally, speech rate impacts 
WKH�SHUFHSWLRQ�RI�JOREDO�)��SHDNV��1LHEXKU�	�3¿W]LQJHU���������ZKHUHDV�YRFDO�IU\�LQ-
duces a lower F0 percept (Kuang & Liberman, 2016). In sum, the relationship between 
the richness of variations in F0, intensity, and speech rate and the associated percepts is 
complex.  

2.2 Functional near-infrared spectroscopy (fNIRS) 

2.2.1 Equipment and laboratory

7KH�I1,56�GDWD�SUHVHQWHG�LQ�WKLV�WKHVLV�ZDV�FROOHFWHG�XVLQJ�D�1,56FRXW;��1,5[�
Medical Technologies LLC, Berlin, Germany), with 24 sources, 32 detectors (with 
avalanche photodiode sensors) and one bundle of 8 short detectors. The spectrometer 
PHDVXUHV�R[\JHQDWHG��+E2��DQG�GHR[\JHQDWHG��+E5��KDHPRJORELQ�XVLQJ�ZDYHOHQJWKV�
RI�����DQG�����QP��DQG�WKH�VDPSOLQJ�UDWH�LV������+]�GLYLGHG�E\�WKH�QXPEHU�RI�VRXUFHV�
XVHG��)RU�WKH�H[SHULPHQWV�GHVFULEHG�LQ�WKLV�WKHVLV��WKH�VDPSOLQJ�UDWH�ZDV�����+]�������
+]����VRXUFHV���7KLV�VDPSOLQJ�UDWH�LV�KLJKHU�WKDQ�WKH�UDWH�RI�FDUGLDF��UHVSLUDWRU\�DQG�
EORRG�SUHVVXUH��SK\VLRORJLFDO�QRLVH��VLJQDO�FRPSRQHQWV��IDFLOLWDWLQJ�WKH�LGHQWL¿FDWLRQ�RI�
WKHVH�FRPSRQHQWV��+XSSHUW���������7KH�RSWRGHV�ZHUH�VHFXUHG�RQ�WKH�KHDG�XVLQJ�ÀH[LEOH�
PHVK�FDSV��(DV\FDS��+HUUVFKLQJ��*HUPDQ\��SUH�PDUNHG�ZLWK�,QWHUQDWLRQDO�������V\VWHP�
positions (Chatrian et al., 1985; Figure 2.9C). Optode cables were supported by a 
strain-relief arm for stabilisation and to alleviate any pull on the optodes or the partici-
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pant’s head (Figure 2.7).

The fNIRS measurements were conducted in a sound-proof booth, with the computers 
running the recording and experiment presentation software in the adjacent room to 
PLQLPLVH�DPELHQW�VRXQG�OHYHOV��$Q�50(�)LUHIDFH�8&�VRXQG�FDUG��$XGLR�$*��+DLP-
hausen, Germany), Etymotic ER3 insert phones (Etymotic Research, Inc., Elk Grove 
Village, USA) used to present auditory stimuli, and an RB-840 button box (Cedrus 
Corporation, San Pedro, USA) were inside the booth. Participants were supervised via 
a video camera (Figure 2.7). The mean ambient sound level, i.e., the long-term average 
VRXQG�SUHVVXUH�OHYHO�LQ�G%$��PHDVXUHG�RYHU�a���V�XVLQJ�D�%	.�7\SH������IUHH�¿HOG�
microphone and B&K Type 2250 sound level meter (Brüel & Kjær, Nærum, Denmark) 
was ~26 dBA. During experiments, ambient light was minimised by turning off ceiling 
lights. As no visual stimulation was required in the experiments, all computer screens in 
the booth were also turned off. 

Figure 2.7. fNIRS lab arrangement. Lab arrangement with a comfortable chair, participant 
wearing an example cap, and ceiling lights turned on. Ceiling lights and computer screens 
were turned off during fNIRS recordings.

Before recording the data presented in Chapters 4 and 5, the lab setup and functionality 
RI�WKH�I1,56�HTXLSPHQW�ZHUH�WHVWHG�XVLQJ�D�¿QJHU�WDSSLQJ�H[SHULPHQW��NQRZQ�WR�HYRNH�
UHOLDEOH�KDHPRG\QDPLF�UHVSRQVHV�LQ�LQGLYLGXDO�SDUWLFLSDQWV��H�J���+XSSHUW�HW�DO����������
Motor-evoked haemodynamic responses were recorded from six participants (averaged 
waveforms in Figure 2.8) with optodes placed over the motor brain regions. Participants 
WDSSHG�WKH�¿QJHUV�RI�WKH�FXHG�KDQG��OHIW�DQG�ULJKW�LQ�VHSDUDWH�WULDOV��IRU��V�ZLWK����
repetitions per hand. A control rest condition was also included (also 30 repetitions). As 
VHHQ�LQ�)LJXUH������XQLODWHUDO�¿QJHU�WDSSLQJ�HYRNHG�KDHPRG\QDPLF�UHVSRQVHV�LQ�ERWK�
+E2�DQG�+E5�LQ�WKH�ELODWHUDO�PRWRU�UHJLRQV��ZLWK�ODUJHU�UHVSRQVHV�LQ�WKH�FRQWUDODWHUDO�
motor region. 
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Figure 2.8. +DHPRG\QDPLF�UHVSRQVHV�PHDVXUHG�IURP�PRWRU�EUDLQ�UHJLRQV�HYRNHG�E\�
¿QJHU�WDSSLQJ��*UDQG�DYHUDJH�ZDYHIRUPV�IRU�OHIW�KDQG�WDSSLQJ��ULJKW�KDQG�WDSSLQJ��DQG�
control conditions (rows) and left and right motor brain regions (columns). The position of 
the optodes in the left and right motor regions is represented in the inset head shape (viewed 
IURP�DERYH���6ROLG�OLQHV�LQGLFDWH�WKH�PHDQ�DQG�WKH�VKDGHG�DUHD�LQGLFDWHV�WKH�����FRQ¿GHQFH�
interval.

2.2.2 Designing of montage 

A montage of 24 sources, 17 detectors, and 8 short detectors was used to record from bi-
lateral STG, IFG and MFG. To cover these brain areas, the montage comprised 60 long 
channels (source-detector pairs ~30 mm apart), and 8 short channels (source-detector 
pairs 8 mm apart). Bilateral STG and IFG ROIs were covered by 10 long channels each, 
and bilateral MFG ROIs were covered by 6 long channels each. The short channels were 
distributed among the ROIs, with one in each IFG and MFG, and two in each STG to 
account for location-dependent heterogeneity in the extracerebral signals (Brigadoi & 
Cooper, 2015; Gagnon et al., 2012; Y. Zhang et al., 2015). 

The positions of optodes on the scalp were determined using the AAL2 atlas in the 
fOLD toolbox (Rolls et al., 2015; Tzourio-Mazoyer et al., 2002; Zimeo Morais et al., 
2018). The toolbox suggests channels within a selected anatomical region, which are 
DVVRFLDWHG�ZLWK�D�VSHFL¿FLW\�SDUDPHWHU��µ6SHFL¿FLW\¶�LV�DQ�HVWLPDWH�RI�SKRWRQ�VHQVLWLYLW\�
WR�WKH�EUDLQ�UHJLRQV�SUREHG�E\�HDFK�FKDQQHO�DV�D�SHUFHQWDJH��DQG�WKH�VSHFL¿FLW\�SDUDPH-
WHU�LV�XVHG�WR�GH¿QH�WKH�PLQLPXP�VSHFL¿FLW\�RI�WKH�FKDQQHOV�VXJJHVWHG�IRU�D�JLYHQ�EUDLQ�
DUHD��7R�GH¿QH�52,V�FRYHULQJ�ELODWHUDO�67*��,)*�DQG�0)*��WKH�UHOHYDQW�EUDLQ�DUHDV�
were selected using AAL2 nomenclature, with symmetry enforced to have an equal 
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number of channels over both hemispheres. This included left and right Temporal_Sup 
for the STG, left and right Frontal_Inf_Oper, Frontal_Inf_Tri, and Frontal_Inf_Orb for 
the IFG, and left and right Frontal_Mid_2 for the MFG. Subsequently, to maximise the 
number of channels covering each region, thereby accounting for individual differences 
in cortical anatomy and functionality (Cooper et al., 2012; D. Wang et al., 2015), the 
VSHFL¿FLW\�SDUDPHWHU�ZDV�UHGXFHG�LQFUHPHQWDOO\��2QFH�WKH�VXJJHVWHG�FKDQQHOV�LQFOXGHG�
one point of overlap with a neighbouring brain region of interest, the value of the 
VSHFL¿FLW\�SDUDPHWHU�ZDV�QRWHG�DV�WKH�VSHFL¿FLW\�FXW�RII�IRU�WKH�VHOHFWHG�EUDLQ�UHJLRQ�
(Table 2.4). All suggested channels from the International 10/10 system (Chatrian et 
DO����������DERYH�WKH�VSHFL¿FLW\�FXW�RII��ZHUH�LQFOXGHG�LQ�WKH�52,��$GGLWLRQDO�FKDQQHOV�
suggested for the IFG and STG according to the International 10/5 system (Oostenveld 
& Praamstra, 2001), were also included to maximise the use of available optodes. 
The optodes were mounted onto mesh caps marked with International 10/10 positions 
�(DV\FDS��+HUUVFKLQJ��*HUPDQ\��XVLQJ�JURPPHWV�DQG�VSDFHUV�WR�PDLQWDLQ����PP�
separation (NIRx Medical Technologies LLC, Berlin, Germany). 

7KH�PRQWDJH�SURYLGHV�GHQVH�FRYHUDJH�RI�WKH�52,V�ZLWK�YDULDEOH�VSHFL¿FLW\��9DULDEOH�
VSHFL¿FLW\�LV�WR�EH�H[SHFWHG�EDVHG�RQ�WKH�YDULDEOH�GHSWK�RI�WKH�FRUWLFDO�WLVVXH�EHORZ�WKH�
VFDOS��,Q�WKH�PRQWDJH��ELODWHUDO�0)*�KDV�WKH�KLJKHVW�VSHFL¿FLW\��IROORZHG�E\�ELODWHUDO�
,)*��DQG�¿QDOO\�67*��7DEOH�������$FFRUGLQJO\��WKH�VFDOS�EUDLQ�GLVWDQFH�LQFUHDVHV�IURP�
~13 mm for the MFG and IFG to ~15 mm for the STG (Cui et al., 2011). These scalp-
brain distances support the suitability of these ROIs for fNIRS measurements.

Table 2.4.�$YHUDJH�VSHFL¿FLW\�RI�ORQJ�FKDQQHOV�SHU�52,

ROI Hemisphere N channels /RQJ�FKDQQHO�VSHFL¿FLW\��
Long Short Cut-off M SD

STG L 10 2 12 22.55 8.27

R 10 2 15 39.01 21.78

Bilateral - - 14 - -

IFG L 10 1 25 56.86 18.04

R 10 1 26 50.62 20.87

Bilateral - - 30 - -

MFG L 6 1 48 62.78 17.8

R 6 1 62 69.97 6.69

Bilateral - - 60 - -
Notes.�$YHUDJH�FKDQQHO�VSHFL¿FLW\��L�H���DQ�HVWLPDWH�RI�SKRWRQ�VHQVLWLYLW\�WR�WKH�SUREHG�EUDLQ�DUHD�DV�D�
percentage per ROI, extracted from fOLD toolbox using the AAL2 atlas (Rolls et al., 2015; Zimeo Morais et 
DO����������&XW�RII�UHIHUV�WR�PLQLPXP�VSHFL¿FLW\�RI�VXJJHVWHG�FKDQQHOV�ZLWKLQ�52,��ZKHUH�µELODWHUDO¶�LQGLFDWHV�
cut-off values for channels suggested with symmetry between hemispheres enforced.
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Figure 2.9. Positioning of optodes, channels and the ROIs on the head. A) ROIs coded by 
colour. STG=superior temporal gyrus, IFG=inferior frontal gyrus, MFG=middle frontal gyrus. 
IFG and MFG overlap at F3, F5, F4 and F6. IFG and STG overlap at FT7 and FT8. B) Array 
of sources, detectors and short detectors in the montage. C) Cap positioned on the head; 
red tags indicate source positions, blue tags indicate detector positions. Tags are attached to 
grommets that hold optodes and are separated by 30-mm spacers.

Figure 2.10. Visualisation of montage over brain. Black spheres are detector optodes, red spheres 
are source optodes, and yellow spheres represent the estimated point of measurement between a 
source-detector pair. Short-channel detectors are not represented.
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2.2.3 Experiment protocol

%HIRUH�WKH�H[SHULPHQW��WKH�UHVHDUFKHU�WXUQHG�RQ�WKH�1,56FRXW;��DOORZLQJ�DW�OHDVW����
minutes to reach stable temperature before recording) and turned on all lab computers. 
The researcher opened the fNIRS recording software (NIRStar, version 15.3, NIRx 
0HGLFDO�7HFKQRORJLHV�//&��*OHQ�+HDG��86$���VHOHFWHG�WKH�PRQWDJH�GHVFULEHG�DERYH�
DQG�YHUL¿HG�WKDW�WKH�KDUGZDUH�VHWWLQJV�ZHUH�FRUUHFW��L�H���FRUUHVSRQGHG�WR�WKH�FRUUHFW�
number of available sources, detectors and short-detectors). During a preview recording, 
the researcher checked that the experiment was correctly presented (i.e., correct triggers 
received in NIRStar, correct inter-stimulus intervals, and stimuli were heard through 
LQVHUW�SKRQHV���)XUWKHUPRUH��WKH�SUHVHQWDWLRQ�OHYHO�RI�WKH�DXGLWRU\�VWLPXOL�ZDV�YHUL¿HG�
as described in the stimulus creation section (see Chapter 2.1.6).

After a participant was welcomed to the lab, the researcher explained the experiment 
and requested informed consent from the participant. Upon receiving informed consent, 
the participant was seated in the comfortable armchair and instructed to let down hair, if 
needed. To ensure correct positioning of the cap, a measuring tape was used to position 
the CZ-marker on the cap at the midpoint between the nasion and inion. Because op-
todes interfere with measurements between preauricular points, the researcher checked 
WKDW�FDS�ORRNHG�FHQWUHG�RQ�WKH�IRUHKHDG�DQG�WKH�SDUWLFLSDQW¶V�HDUV�¿W�HTXDOO\�LQWR�WKH�
cap’s ear-slits. Optodes were mounted onto the cap, ensuring that hair was moved to the 
side, allowing each optode to make contact with the scalp. Glasses were positioned on 
the outside of the cap if they were needed. 

Once all optodes were mounted, the signal quality was checked in NIRStar, using a 
computer inside the booth with the ceiling lights dimmed. NIRStar’s signal quality metric 
combines the gain stage of each source LED, with the measured voltage and a measure of 
noise for each channel, describing a channel’s signal quality as ‘excellent’, ‘acceptable’, 
‘critical’ or ‘lost’ (Figure 2.11). For channels that were not ‘excellent’, hair was cleared 
again from under the corresponding optode pair and the signal quality was re-assessed. 
While the aim was to reach ‘excellent’ for all channels, this was not always possible 
�L�H���LQ�FDVHV�RI�YHU\�WKLFN��FRDUVH��GDUN�KDLU���2QFH�VDWLV¿HG�ZLWK�WKH�VLJQDO�TXDOLW\��
the researcher turned off the computer screens in the booth, instructed the participant 
on the task, and invited the participant to ask questions. Next, the researcher placed the 
button-box on the participant’s lap and inserted the insert phones into the participant’s 
ears, with the participant’s permission. The researcher left the booth and turned off the 
ceiling lights. The calibration was repeated from the adjacent room, with the ceiling lights 
off in the lab, before beginning the fNIRS recording and the experiment. If necessary, the 
researcher re-entered the booth to remove hair from under ‘critical’ channels. The calibra-
tion values for each channel were noted for each participant, participants with more than 
two ‘critical’ and/or ‘lost’ channels, were excluded from the analysis.
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During the experiment, the researcher monitored the participant from the adjacent room 
via the video camera, as well as the fNIRS signal in NIRStar. After the experiment, the 
researcher stopped the recording, turned the ceiling lights on to a dim setting, entered 
the booth and, with the participant’s permission, removed insert phones and the fNIRS 
cap from the participant’s head. If a behavioural task was included, participants were 
offered a break before continuing. When all tasks were completed, the participant was 
debriefed, thanked, and paid an honorarium or given course credit for their participa-
tion. The recorded data was saved in BIDS data format (Gorgolewski et al., 2016). The 
optodes were then detached from the cap, and subsequently, the optodes, cap and lab 
were sanitised.

Figure 2.11. Lookup table for NIRStar signal quality metric, all units used were taken from 
the manual. Gain=gain stage between 0–8, Level=voltage on a logarithmic scale, Noise=co-
HI¿FLHQW�RI�YDULDWLRQ �VWDQGDUG�GHYLDWLRQ�PHDQ�����XVLQJ�YROWDJH�GDWD��7DEOH�DGDSWHG�IURP�
1,56FRXW������8VHU�0DQXDO��1,5[�0HGLFDO�7HFKQRORJLHV�//&��*OHQ�+HDG��86$��

2.2.4 Data analysis pipeline

Grand average waveforms for visual inspection

7R�IDFLOLWDWH�YLVXDO�LQVSHFWLRQ�RI�WKH�GDWD��JUDQG�DYHUDJH�ZDYHIRUPV�RI�WKH�+E2�DQG�
+E5�WLPH�FRXUVHV�IRU�HDFK�FRPELQDWLRQ�RI�FRQGLWLRQ�DQG�52,��H�J��)LJXUH������ZHUH�
generated using MNE (version 0.21.2; Gramfort et al., 2013, 2014) and MNE-NIRS 
�YHUVLRQ��������/XNH�HW�DO����������7KH�GDWD�ZHUH�UHVDPSOHG�WR���+]��WR�H[FHHG�WKH�
1\TXLVW�IUHTXHQF\�UHTXLUHG�IRU�ODWHU�SURFHVVLQJ�VWHSV��H�J�����[������+]�IRU�WKH�VFDOS�
coupling index). Then raw intensity is converted to optical density. Absolute raw 
intensity values were used to avoid miscalculations stemming from negative intensity 
values, which can be introduced by movement or hardware glitches (Luke et al., 2021). 
A scalp-coupling index (SCI) was employed as a measure of signal quality. The SCI 
FDOFXODWHG�WKH�FRUUHODWLRQ�RI�WKH�KHDUW�UDWH�VLJQDO��a��+]��LQ�WKH�+E2�DQG�+E5�VLJQDOV�
IRU�HDFK�FKDQQHO��3ROORQLQL�HW�DO���������IRU�IUHTXHQFLHV�EHWZHHQ����±�����+]��&KDQQHOV�
with SCI values <0.8 were rejected. To correct motion artefacts in the signal, the tempo-
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UDO�GHULYDWLYH�GLVWULEXWLRQ�UHSDLU��7''5��DOJRULWKP�ZDV�DSSOLHG��7''5�LGHQWL¿HV�DQG�
corrects baseline shifts and spikes in the raw signal (Fishburn et al., 2019). Next, the 
QHDUHVW�VKRUW�FKDQQHO�ZDV�LGHQWL¿HG�IRU�HDFK�ORQJ�FKDQQHO��DQG�VKRUW�FKDQQHO�UHJUHVVLRQ�
was applied, effectively isolating the cerebral signal component by regressing out extra-
cerebral and systemic components (R. B. Saager & Berger, 2005; Scholkmann, Klein, 
et al., 2014). The signal was then converted from optical density to concentrations of 
+E2�DQG�+E5�XVLQJ�WKH�0RGL¿HG�%HHU�/DPEHUW�/DZ��'HOS\�HW�DO���������.RFVLV�HW�DO���
2006) with a partial pathlength factor of 0.1, which accounts for the effective distance 
that photons travel between the source and detector (Scholkmann, Kleiser, et al., 2014), 
and the actual proportion of photons that pass through cerebral tissue (Strangman et 
al., 2003). Cui et al.’s (2010) algorithm that improves signal-to-noise ratio using the 
QHJDWLYHO\�FRUUHODWHG�G\QDPLFV�RI�+E2�DQG�+E5�ZDV�DSSOLHG��7KH�VLJQDO�ZDV�WKHQ�
EDQGSDVV�¿OWHUHG�EHWZHHQ�����±����+]�WR�H[FOXGH�SK\VLRORJLFDO�VLJQDO�FRPSRQHQWV�VXFK�
DV�KHDUW�UDWH��a��+]���5HVSRQVH�HSRFKV�ZHUH�WULPPHG�IURP���V�EHIRUH�VWLPXOXV�RQVHW�WR�
20 s post-onset (~12.75 s post-stimulus offset) and linearly detrended, accounting for 
slow drifts. Epochs with peak-to-peak differences >200 µM, i.e., indicative of motion 
artefacts, were not included in the grand average time course.

Inferential analysis of haemodynamic response amplitude

First-level analysis. The generalised linear model (GLM) approach was taken to 
TXDQWLI\�WKH�DPSOLWXGH�RI�HYRNHG�KDHPRG\QDPLF�UHVSRQVHV��,Q�WKH�¿UVW�OHYHO��LQGL-
vidual-participant-level) analysis estimates of haemodynamic response amplitude for 
each participant per channel and condition were obtained using MNE, MNE-NIRS, 
and NiLearn (version 0.70; Abraham et al., 2014). The sampling rate of the recorded 
VLJQDO�ZDV�UHGXFHG�IURP�����WR�����+]��/XNH�HW�DO���������DV�WKH�6&,�ZDV�QRW�FDOFXODWHG��
alleviating the need for higher frequencies. The signal was converted from raw intensity 
to optical density, using absolute raw intensity values. Next, the signal was converted 
WR�FRQFHQWUDWLRQV�RI�+E2�DQG�+E5�XVLQJ�WKH�0RGL¿HG�%HHU�/DPEHUW�/DZ��'HOS\�HW�DO���
1988; Kocsis et al., 2006) with a partial pathlength factor of 0.1. As described above, 
this factor accounts for the effective distance travelled by photons between optodes 
(Scholkmann, Kleiser, et al., 2014) and the proportion of photons that pass through 
cerebral tissue as opposed to extracerebral tissue (Strangman et al., 2003). The GLM 
ZDV�RQO\�¿W�WR�WKH�ORQJ�FKDQQHO�GDWD²LVRODWHG�E\�UHMHFWLQJ�FKDQQHOV�����PP�RU�!���
mm. The design matrix for the GLM was generated by convolving a 3-s boxcar function 
at each event-onset time with the canonical haemodynamic response function (Glover, 
1999). The boxcar function is shorter than the stimulus duration, informed by Luke et 
al.’s (2021) demonstration that a 3-s boxcar function maximised true positive rate for 
haemodynamic responses evoked by 5-s auditory stimuli. The GLM also included all 
principal components of short-detector channels to account for extracerebral and physi-
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ological signal components. Further, to account for slow drifts in the signal, attributable 
to the warming of the spectrometer or the participant’s head, drift orders accounting for 
VLJQDO�FRPSRQHQWV�XS�WR������+]�ZHUH�LQFOXGHG�DV�UHJUHVVLRQ�IDFWRUV��+XSSHUW���������
The GLM was performed with a lag-1 autoregressive noise model, as recommended by 
+XSSHUW���������WR�DFFRXQW�IRU�WKH�FRUUHODWHG�QDWXUH�RI�WKH�I1,56�VLJQDO�FRPSRQHQWV�
(described in Chapter 1.2.3). The GLM computes a response estimate for each channel 
per condition per participant. To facilitate the ROI analysis, averages of the estimates 
for the channels within each ROI were calculated, weighted by the standard error. The 
52,�HVWLPDWHV�ZHUH�WKHQ�H[SRUWHG�DV�D�&69�GDWD�¿OH�WR�EH�XVHG�LQ�WKH�VHFRQG�OHYHO�
(group) analysis.

Second-level analysis. The second-level (group-level) analysis utilised linear mixed-ef-
fects (LME) models performed using the lme4 package (version 1.1.2; Bates et al., 
2014) in the R language (version 3.6.3; R Core Team, 2020) within the RStudio IDE 
(version 1.3.959; RStudio Team, 2019). Models were constructed using a forward 
stepwise approach (Bates et al., 2015), i.e., sequentially adding predictor terms and 
WHVWLQJ�ZKHWKHU�HDFK�DGGHG�WHUP�DFFRXQWHG�IRU�D�VLJQL¿FDQWO\�JUHDWHU�SURSRUWLRQ�RI�WKH�
variance using a likelihood ratio test. Separate models were built for each chromophore 
WR�DGGUHVV�PXOWLFROOLQHDULW\��+E2�DQG�+E5�DUH�NQRZQ�WR�EH�QHJDWLYHO\�FRUUHODWHG��H�J����
Wolf et al., 2002) and to gain insight into the subtleties of the variance structure for each 
chromophore. The intercept was suppressed to compare each predictor term against 
zero, i.e., to assess whether the predicted amplitude of a haemodynamic response is 
VLJQL¿FDQWO\�GLIIHUHQW�IURP�]HUR�IRU�D�JLYHQ�52,�DQG�FRQGLWLRQ��6DQWRVD�HW�DO����������,Q-
ÀXHQWLDO�GDWD�SRLQWV�ZHUH�LGHQWL¿HG�XVLQJ�&RRN¶V�GLVWDQFH��&RRN��������DQG�VXEVHTXHQW-
O\�H[FOXGHG��8QVWDQGDUGLVHG�EHWD�FRHI¿FLHQWV�DUH�UHSRUWHG��DV�WKH�RXWFRPH�YDULDEOHV�DUH�
in the same units and thus, no standardisation is needed for comparison of predictors 
DFURVV�PRGHOV��7R�GHVFULEH�WKH�JRRGQHVV�RI�¿W�RI�HDFK�PRGHO��PDUJLQDO�DQG�FRQGLWLRQDO�
R2 values are reported together as R2

m/c IRU�HDFK�PRGHO��+DUULVRQ�HW�DO����������WKH�
marginal R2�YDOXH�UHSUHVHQWV�WKH�YDULDQFH�DFFRXQWHG�IRU�E\�WKH�¿[HG�HIIHFWV�DQG�WKH�FRQ-
ditional R2 value represents the variance accounted for by the random effects. Finally, 
hypothesis testing was conducted using the emmeans R package (version 1.4.2; Lenth, 
2021), with which relevant group-level estimates of haemodynamic response amplitude 
were contrasted. The contrasts were corrected for multiple comparisons using the false 
GLVFRYHU\�UDWH�SURFHGXUH��)'5��%HQMDPLQL�	�+RFKEHUJ��������
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Chapter 3| Withholding emotion: attenuating 
variations in voice pitch, intensity, and speech rate 
reduces the accuracy with which listeners recognise 
vocal emotions

3.1 Abstract

Background. Successful social interactions depend on accurately recognising emotions 
conveyed in speech, which in turn, relies on the richness of acoustic features such as 
fundamental frequency (F0), intensity, and speech rate. Listeners may weight these 
acoustic features based on the usefulness of the cues they provide, allowing listeners to 
compensate for features with less informative cues (e.g., the altered F0 cues in speech 
transmitted through a cochlear implant) by making use of acoustic features conveying 
more informative cues.

Aims.�7R�LQYHVWLJDWH�KRZ�QRUPDO�KHDULQJ��1+��OLVWHQHUV�UHO\�RQ�)���LQWHQVLW\��DQG�
speech rate when identifying vocal emotions, behavioural accuracy for recognition of 
vocal emotions with systematically attenuated variations in F0, intensity and/or speech 
rate (i.e., one or two acoustic features at a time) was assessed.

Method.����1+�OLVWHQHUV�KHDUG�SVHXGR�(QJOLVK�VHQWHQFHV�FRQYH\LQJ�DQJHU��KDSSLQHVV��
sadness, or neutrality and were asked to categorise these as angry, happy, sad, or 
unemotional in a 4-alternative forced-choice task. The sentences were presented as a) 
natural speech or with attenuated variations in the acoustic features that convey emotion 
in speech, b) intensity and speech rate, c) F0, d) intensity and F0, e) speech rate and F0. 
Sliding difference contrasts between consecutive conditions (a vs. b, b vs. c, etc.), based 
partly on a priori knowledge of the relative importance of the acoustic features, were 
used to examine whether the cue(s) that differed between pairs contributed to successful 
recognition of vocal emotion, overall and as well as individually for each emotion.

Results.�)RU�RYHUDOO�UHFRJQLWLRQ�RI�YRFDO�HPRWLRQV��WKH�ODUJHVW�VLJQL¿FDQW�UHGXFWLRQ�LQ�
DFFXUDF\�RFFXUUHG�ZKHQ�YDULDWLRQV�LQ�)��ZHUH�DWWHQXDWHG��$�VPDOOHU��EXW�VWLOO�VLJQL¿FDQW��
reduction was observed when variations in intensity and rate were simultaneously 
attenuated. For vocal emotions angry, happy and sad, attenuation of variations in F0 
VLJQL¿FDQWO\�UHGXFHG�WKH�DFFXUDF\�ZLWK�ZKLFK�WKH\�ZHUH�LGHQWL¿HG��7KLV�ZDV�QRW�WKH�
case for unemotional.

Conclusions.�7KHVH�¿QGLQJV�FRQ¿UP�WKDW�WR�UHFRJQLVH�YRFDO�HPRWLRQV��1+�OLVWHQHUV�UHO\�
on F0 cues most heavily and that, at the group level, they cannot make use of intensity 
or speech-rate cues, separately or combined, to compensate for uninformative F0 cues. 
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3.2 Introduction

The ability to recognise emotions in speech is important to successful communication, 
social interaction, and quality of life (Lindner & Rosén, 2006; Luo et al., 2018; 
Zinchenko et al., 2018). In face-to-face communication, visual and auditory cues 
FRQYH\�LQIRUPDWLRQ�DERXW�DQ�LQWHUORFXWHU¶V�HPRWLRQDO�VWDWH��+RZHYHU��LQ�PDQ\�FRPPRQ�
listening situations (e.g., during a telephone conversation or in a poorly lit room) 
visual information may be limited, and listeners must rely partly or entirely on vocal 
information to decode their interlocuter’s emotional state. Any degradation of this vocal 
information—or reduced capacity to process it—can impair communication and strain 
social interaction. 

The main acoustic features conveying vocal emotions are the fundamental frequency 
(F0; the rate of vibration of the vocal folds), intensity (the sound pressure level at which 
speech is uttered), and speech rate (the number of syllables spoken per second; Frick, 
1985; Scherer et al., 2003). Respectively, F0, intensity and speech rate correspond to 
the percepts of voice pitch, loudness and tempo (Juslin & Laukka, 2001; Scherer et al., 
2003). Variations in these acoustic features over time provide cues, which listeners use 
to extract emotional meaning from vocalisations. In other words, reducing variations in 
an acoustic feature attenuates the cues with which listeners recognise vocal emotions, 
rendering the cues, and thereby the acoustic feature, less informative. 

As per the weighting-by-reliability hypothesis (Toscano & McMurray, 2010), listeners 
weight acoustic features according to how useful the conveyed cues are, meaning that 
when attenuated variations in an acoustic feature render cues uninformative, listeners 
may rely on other acoustic features with more informative cues. In recognising vocal 
emotions, listeners rely most heavily upon F0 cues (Banse & Scherer, 1996; Metcalfe, 
2017; Patel et al., 2011; Scherer et al., 2003), and the degree to which listeners can 
make use of intensity and speech-rate cues remains unclear. Metcalfe (2017) demon-
strated the primacy of F0 as a stand-alone acoustic feature conveying cues to vocal 
HPRWLRQV��1+�OLVWHQHUV�DVNHG�WR�UHFRJQLVH�YRFDO�HPRWLRQV�ZLWK�YDULDWLRQV�SUHVHUYHG�
only in F0, intensity, or speech rate were able to recognise emotions above chance level 
when only F0 cues were preserved but not when only intensity or only speech-rate cues 
were preserved.

An initial motivation for this study was that individuals with hearing loss, who use 
FRFKOHDU�LPSODQWV��&,V��RU�KHDULQJ�DLGV��+$V��KDYH�GLI¿FXOW\�LGHQWLI\LQJ�HPRWLRQV�LQ�
speech (for CI: Chatterjee et al., 2015; Everhardt et al., 2020; Gilbers et al., 2015; Jiam 
et al., 2017; Luo et al., 2007; Most & Aviner, 2009; Nakata et al., 2012; Pak & Katz, 
2019; Panzeri et al., 2021; Pereira, 2000; Peters, 2006; Ren et al., 2021; Waaramaa et 
DO���������DQG�IRU�+$��*R\�HW�DO���������0RVW�	�$YLQHU��������:DDUDPDD�HW�DO����������
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&,V�DQG�+$V�KHOS�PLWLJDWH�VHQVRULQHXUDO�ORVV��\HW�ERWK�W\SHV�RI�GHYLFHV�FDQ�DOWHU�VSHF-
tral, temporal, and intensity information of speech, adding to the challenge of perceiving 
vocal emotions. The challenge likely arises from a combination of the hearing-loss-in-
duced changes to the auditory perceptual system and the alterations to the speech signal 
LQWURGXFHG�E\�WKH�KHDULQJ�GHYLFH��¿W�WR�DFFRPPRGDWH�WKH�LPSDLUHG�DXGLWRU\�V\VWHP��,Q�
WKH�SURFHVV�RI�DPSOLI\LQJ�VRXQGV�VXI¿FLHQWO\�IRU�LQGLYLGXDOV�ZLWK�VHYHUH�KHDULQJ�ORVV��
+$V�RIWHQ�FRPSUHVV�WKH�LQWHQVLW\�UDQJH�WR�VXLW�WKH�OLVWHQHUV¶�UHGXFHG�G\QDPLF�DFRXVWLF�
range. This can alter the shape of the speech spectrum, change the intensity contours, 
but can also alter temporal envelopes due to time constants of compression. Collec-
tively, these can potentially alter the perceived pitch, as well as intensity contours, of 
the speech (Goy et al., 2018; Lesica, 2018). CIs divide the acoustic signal into several 
frequency bands before converting it to an electrical signal. In this electrical signal, the 
intensity range is compressed and the spectral resolution is reduced, and in each channel 
WKH�LQIRUPDWLRQ�LV�FDUULHG�LQ�WHPSRUDO�HQYHORSHV�ZLWK�QR�WHPSRUDO�¿QH�VWUXFWXUH��7KHVH�
FROOHFWLYHO\�ZHDNHQ�WKH�)��LQIRUPDWLRQ�LQ�WKH�WUDQVPLWWHG�VSHHFK�VLJQDO��%DúNHQW�HW�
al., 2016; Plack, 2018; Wilson & Dorman, 2008). The acoustic signal transmitted by a 
CI can be approximated using noise-band vocoding (Shannon et al., 1995), and can be 
SUHVHQWHG�WR�1+�OLVWHQHUV�WR�LQYHVWLJDWH�WKH�LPSDFW�RI�&,V�RQ�YDULRXV�DVSHFWV�RI�VSHHFK�
perception, including recognition of vocal emotions (e.g., Everhardt et al., 2020). 
1HLWKHU�+$V�QRU�&,V�DOWHU�VSHHFK�UDWH�SHU�VH��PHDQLQJ�WKDW�VSHHFK�UDWH�FXHV�WUDQVPLWWHG�
by these devices have the potential to be informative cues to vocal emotions.

The weighting-by-reliability hypothesis (Toscano & McMurray, 2010) would suggest 
that hearing-impaired listeners, faced with reduced F0 cues, would rely more heavily 
on intensity and speech rate cues to support vocal emotion recognition. Vocal emotion 
UHFRJQLWLRQ�LV�UHGXFHG�LQ�+$��&,��DQG�&,�VLPXODWLRQ�VWXGLHV��DQG�LPSRUWDQWO\��VXEVWDQ-
tial variability is observed in individual listeners’ accuracy scores (e.g., Chatterjee et al., 
2015; Goy et al., 2018; for CI meta-analysis see Everhardt et al., 2020). Just as accuracy 
scores vary between listeners, the ability to make use of cues conveyed by intact acous-
tic features to compensate for uninformative F0 cues may differ between listeners (e.g., 
/XR�HW�DO���������:LQQ�HW�DO����������/XR�HW�DO���������UHSRUW�WKDW�DW�WKH�JURXS�OHYHO��1+�
listeners presented full-spectrum speech or CI-simulations and CI listeners presented 
full-spectrum speech recognise vocal emotions more accurately when overall intensity 
cues are intact, i.e., not normalised. Gilbers et al. (2015) suggest that informative overall 
intensity cues do not improve recognition of vocal emotions perceived through a CI or 
&,�VLPXODWLRQ�VLJQL¿FDQWO\��:KLOH�+HJDUW\�	�)DXONQHU��������SURSRVH�WKDW�&,�OLVWHQHUV�
make use of speech rate cues to recognise vocal emotions, the majority of studies 
suggest listeners cannot make use of speech-rate cues to identify emotions conveyed 
in speech with uninformative F0 cues (Gilbers et al., 2015; Luo, 2016; Van de Velde, 
2017). Combined, these studies highlight the lack of consensus regarding listeners’ 
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abilities to make use of intensity or speech-rate cues in the presence of uninformative F0 
cues. 

 Linguistic prosody, i.e., recognition of question/statement intonation and sentence 
stress, is also conveyed primarily using F0, with intensity and speech rate as secondary 
acoustic features (P. Warren, 1999). CI and CI-simulation studies of linguistic prosody 
provide further evidence that listeners can make use of intensity cues when F0 cues are 
reduced or less informative (Marx et al., 2015; Meister et al., 2011; Peng et al., 2012, 
2009). Considering the evidence from vocal emotion recognition and linguistic prosody 
together, there is stronger evidence for listeners making use of intensity than speech-rate 
cues to compensate for uninformative F0 cues.

Previous investigations of cue-weighting in vocal emotions have either attenuated vari-
ations in individual acoustic features to observe how reducing the information provided 
by cues impairs accuracy (e.g., Gilbers et al., 2015; Luo et al., 2007) or attenuated 
variations in pairs of acoustic features, to quantify listeners’ abilities to make use of in-
dividual acoustic features providing potentially informative cues (e.g., Metcalfe, 2017). 
+HUH��,�V\VWHPDWLFDOO\�LQYHVWLJDWH�KRZ�1+�OLVWHQHUV�ZHLJKW�WKH�DFRXVWLF�IHDWXUHV�WKDW�
provide cues to vocal emotions by attenuating the variations in F0, intensity and speech 
rate, one or two features at a time. Based on the evidence of listeners’ use of acoustic 
features with potentially informative cues (i.e., intact variations) to recognise vocal 
HPRWLRQV��,�K\SRWKHVLVH�WKDW�WKH�DFFXUDF\�ZLWK�ZKLFK�YRFDO�HPRWLRQV�DUH�LGHQWL¿HG�LV�
greatest for vocal emotions in a) natural speech, and decreases as variations are attenu-
ated in the acoustic features that convey emotional prosody. Performance is predicted to 
fall as potential cues, ordered from least to most impactful, are rendered uninformative 
in a series of speech conditions: b) intensity and speech-rate cues combined, c) F0 cues 
alone, d) F0 and intensity cues combined, and e) F0 and speech-rate cues combined. 
Sliding difference contrasts are employed to compare accuracy in consecutive speech 
FRQGLWLRQV��D�YV��E��E�YV��F��HWF����7KH�DEVHQFH�RI�D�VLJQL¿FDQW�GLIIHUHQFH�EHWZHHQ�
consecutive conditions will indicate that listeners do not make use of the cue(s) that 
differ(s) between conditions. A reduction in accuracy between consecutive speech 
conditions will indicate that listeners do indeed make use of the attenuated cue(s) that 
differ(s) between conditions. This study serves to validate novel vocal emotion stimuli 
for future neuroimaging studies and to inform the experimental design of these studies.
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3.3 Methods

3.3.1 Participants

)URP�¿IW\�RQH�QDWLYH�VSHDNHUV�RI�(QJOLVK�LQLWLDOO\�UHFUXLWHG�IURP�0DFTXDULH�8QLYHUVLW\��
40 participants (50% female; age range: 18–36 years, M=24 years; SD=6 years) had no 
known neurological or psychological disorders and pure-tone audiometric thresholds 
LQGLFDWLQJ�QR�PRUH�WKDQ�VOLJKW�KHDULQJ�ORVVHV��DV�GH¿QHG�E\�WKH�$PHULFDQ�6SHHFK�/DQ-
JXDJH�+HDULQJ�$VVRFLDWLRQ�������G%�+/�IRU�DOO�RFWDYH�IUHTXHQFLHV�EHWZHHQ����±�����
+]��&ODUN��������

Ethical approval was obtained from Macquarie University’s ethics committee (Ref-
erence number: 5201952978351). Written informed consent was collected from all 
participants, who received an honorarium for their involvement.

3.3.2 Stimuli

Stimuli comprised six-syllable sentences with rhyming pseudo-words and real func-
tion-words, such as “the ziffox is dorval” and “the miffox is borval” conveying angry, 
happy, sad, and unemotional prosody. These recordings were then manipulated to 
FUHDWH�¿YH�VSHHFK�FRQGLWLRQV��QDPHG�DIWHU�WKH�DFRXVWLF�IHDWXUHV�ZLWKLQ�ZKLFK�YDULDWLRQV�
(i.e., cues) were attenuated: natural, intensity+rate, F0, intensity+F0, and rate+F0. 
Variations in the relevant acoustic features along the sentence-length trajectory were 
attenuated as described in Chapter 2.1, rendering the associated acoustic cues to emo-
tional prosody uninformative. In speech conditions where variations in a given acoustic 
feature were not attenuated, overall differences in that acoustic feature are intact (i.e., F0 
in natural and intensity+rate conditions; intensity in natural, F0, rate+F0 conditions; 
speech rate in natural, F0, intensity+F0 conditions). For a more detailed description of 
the stimuli and the stimulus-creation procedure, refer to Chapter 2.1. The total number 
of stimuli was 100 (i.e., 5 sentences x 4 emotions x 5 speech conditions).

3.3.3 Procedure

Participants completed a four-alternative forced-choice (4-AFC) emotion recognition 
task. The 4-AFC task followed a functional near-infrared spectroscopy (fNIRS) pilot 
recording during which each stimulus sentence was presented 10 times, rendering the 
participants familiar with the stimuli.

The task consisted of 4 practise trials (angry, happy, sad, unemotional in the natural 
condition, each presented once) and 100 test trials (each of 100 stimuli presented once). 
All auditory stimuli presented diotically (i.e., identical at the two ears) in a randomised 
order using Presentation® software (version 20.2; NeuroBehavioral Systems Inc., 2020) 
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YLD�DQ�50(�)LUHIDFH�8&��$XGLR�$*��+DLPKDXVHQ��*HUPDQ\��DQG�(W\PRWLF�5HVHDUFK�
ER-2 insert earphones (Etymotic Research, Inc., Elk Grove Village, USA). Stimuli were 
presented at a mean level of 60 dBA. Participants completed the task in 15 minutes 
without breaks.

Participants were seated in a sound-treated booth in front of a desktop computer and 
were instructed to indicate which emotion was conveyed in the speech using the top 
four buttons on an RB-840 button box (Cedrus Corporation, San Pedro, USA). They 
ZHUH�LQIRUPHG�WKDW�WKH�¿UVW�IRXU�WULDOV�ZHUH�SUDFWLFH�WULDOV²ZKLFK�ZHUH�QRW�VFRUHG²DQG�
then given a chance to ask questions before beginning the experiment. 

While each trial was presented, participants viewed a screen with the question “Which 
emotion did you hear?” and the alternatives unemotional, happy, sad, and angry (Figure 
3.1) were provided. The position of the response alternatives on the screen corresponded 
to the position of the response buttons on the button box. Once the participant pressed a 
button, there was a 1-s delay before the next trial. 

Figure 3.1. Prompt screen displaying response alternatives for vocal emotion recognition 
task.

3.3.4 Data analysis

The data from the 4-AFC task were used to assess listeners’ accuracy in recognising 
vocal emotions for each speech condition, and for exploring differences in accuracy 
between consecutive conditions, i.e., in the order a) natural, b) intensity+rate, c) F0, d) 
intensity+F0, e) rate+F0. Next, confusion matrices were constructed using the response 
rate for each alternative per presented emotion and speech condition, and from these, 
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confusion rates were obtained.

The accuracy data (consisting of 4000 trials, with 2606 correct responses, across all 
natural�DQG�PDQLSXODWHG�VSHHFK�FRQGLWLRQV��ZHUH�XVHG�WR�¿W�JHQHUDOLVHG�OLQHDU�PL[HG�HI-
fects models (GLMMs) with a logit link function using the lme4 package (1.1.21; Bates 
et al., 2014) in the R language (version 3.6.3; R Core Team, 2020) within the RStudio 
IDE (version 1.3.959; RStudio Team, 2019). To predict the difference in overall accu-
UDF\�EHWZHHQ�FRQVHFXWLYH�FRQGLWLRQV��WKH�K\SRWKHVHV�GH¿QHG�D�SULRUL��VHH�&KDSWHU�������
VOLGLQJ�GLIIHUHQFH�FRQWUDVWV�ZHUH�GH¿QHG�EHWZHHQ�FRQVHFXWLYH�FRQGLWLRQV��7DEOH�������
(DFK�FRQWUDVW�FRQVWLWXWHG�D�K\SRWKHVLV�DQG�ZDV�WKHUHIRUH�LQFOXGHG�LQ�WKH�¿QDO�PRGHO�
DV�D�¿[HG�HIIHFW��6FKDG�HW�DO����������IRU�ZKLFK�WKH�REWDLQHG�FRHI¿FLHQW�UHSUHVHQWHG�WKH�
difference in accuracy between consecutive conditions. The model-building procedure, 
therefore, deviated from the convention of building models from the simplest to most 
complex structure supported by the hypotheses (Bates et al., 2015). As such, there was 
no theoretical basis for the order in which random terms should be added. To simplify 
the model before making comparisons, the maximal model suitable for the planned 
FRQWUDVW�FRGLQJ�ZDV�¿W�¿UVW��7KLV�FRPSULVHG�&RQWUDVWV��±���GH¿QHG�LQ�7DEOH������DV�
¿[HG�HIIHFWV��ZLWK�XQFRUUHODWHG�UDQGRP�VORSHV�DQG�LQWHUFHSWV�RI�&RQWUDVWV��±��IRU�HDFK�
Participant, Sentence and Emotion. Next, random effects terms explaining very little 
variance (SD<0.01) were removed from the model. Subsequently, a likelihood ratio test 
ZDV�SHUIRUPHG�IRU�HDFK�UHPDLQLQJ�UDQGRP�WHUP�WR�FRQ¿UP�WKDW�WKH�WHUP�H[SODLQHG�D�
VLJQL¿FDQW�SURSRUWLRQ�RI�WKH�YDULDQFH��DQG�VKRXOG�WKHUHIRUH�EH�UHWDLQHG��8QVWDQGDUGLVHG�
FRHI¿FLHQWV�DUH�UHSRUWHG�DV�DOO�SUHGLFWRU�YDULDEOHV�LQSXW�LQWR�WKH�PRGHO�DUH�LQ�WKH�VDPH�
XQLWV��$GGLWLRQDOO\��JRRGQHVV�RI�¿W�RI�WKH�¿QDO�PRGHO�LV�UHSRUWHG�ZLWK�WKH�PDUJLQDO�R2, 
WKH�YDULDQFH�DFFRXQWHG�IRU�E\�¿[HG�HIIHFWV��DQG�FRQGLWLRQDO�R2, the variance accounted 
IRU�E\�ERWK�¿[HG�DQG�UDQGRP�HIIHFWV��LQ�WDQGHP��R2

m/c; Nakagawa et al., 2017).

To investigate whether the predicted reduction in accuracy between consecutive condi-
tions was consistent across emotions, four additional models—one per emotion—were 
generated following the same procedure, each with the same four contrasts between 
FRQVHFXWLYH�FRQGLWLRQV�DV�¿[HG�HIIHFWV��7DEOH������ZLWK�6HQWHQFH�DQG�3DUWLFLSDQW�DV�
random effects.

Table 3.1. Contrasts between consecutive speech conditions

Contrast Comparison

Contrast1 natural vs. intensity+rate
Contrast2 intensity+rate vs. F0

Contrast3 F0 vs. intensity+F0

Contrast4 intensity+F0 vs. rate+F0
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3.4 Results

3.4.1 Attenuating variations in F0 causes the largest reduction in accuracy

In the natural condition, where variations in F0, intensity and speech rate were intact, 
OLVWHQHUV�LGHQWL¿HG�WKH�YRFDO�HPRWLRQV�ZLWK�YHU\�KLJK�DFFXUDF\��SURSRUWLRQ�FRUUHFW�
M=0.94, SD �������7KH�DFFXUDF\�ZLWK�ZKLFK�OLVWHQHUV�LGHQWL¿HG�YRFDO�HPRWLRQV�GH-
creased in the four other conditions, and performance was highly variable (Figure 3.2). 
When variations in intensity and speech rate were attenuated (intensity+rate) accuracy 
fell to M=0.89 (SD=0.31). The largest reduction in accuracy occurred when variations 
in F0 were attenuated in the F0 condition (M=0.51, SD=0.50). Mean accuracy when 
variations were attenuated in intensity and F0 (intensity+F0: M=0.42, SD=0.49), as well 
as speech rate and F0 (rate+F0: M=0.50; SD=0.50), were similar to the F0 condition, 
indicating that concurrent attenuation of variations in F0 and intensity or speech rate 
had little effect on accuracy relative to F0 alone. 

To examine overall accuracy without differentiating between emotions, the following 
model was employed: Accuracy ~ Contrast1 + Contrast2 + Contrast3 + Contrast4 + 
(1+ Contrast2||Participant) + (1|Sentence) + (1 + Contrast2 + Contrast3 + Contrast4 
||Emotion���,Q�WKLV�PRGHO��WKH�¿[HG�HIIHFWV�DFFRXQWHG�IRU�MXVW�RYHU�RQH�WKLUG�RI�WKH�
variance in the data (R2

m/c=0.38/0.55). The inclusion of uncorrelated random intercepts 
and slopes of Contrast2 per Participant�DFFRXQWHG�IRU�D�VLJQL¿FDQW�DPRXQW�RI�YDULDQFH�
�Ȥ2(1)=33.76, p<0.001), as did random intercepts per Sentence��Ȥ2(1)=53.82, p<0.001). 
Uncorrelated random intercepts and slopes of Contrast2��Ȥ2(1)=185.14, p<0.001), Con-
trast3��Ȥ2(1)=17.26, p<0.001), and Contrast4��Ȥ2(1)=41.27, p<0.001) per Emotion also 
LPSURYHG�WKH�PRGHO�¿W��6LJQL¿FDQW�HIIHFWV�RI�Contrast1 and Contrast2 were observed 
(Figure 3.2), indicating that accuracy was reduced when variations in intensity and rate 
were simultaneously attenuated relative to the natural condition (Contrast1��ȕ ������
SE=0.19, z=3.73, p<0.001), and that attenuated F0 variations led to reduced accuracy 
relative to simultaneously attenuated variations in intensity and rate (Contrast2��ȕ ������
SE=0.85, z=3.33, p ��������7KH�VPDOOHU�FRHI¿FLHQW�IRU�Contrast1 relative to Contrast2 
provides evidence that while listeners did use intensity and speech rate cues to identify 
vocal emotions accurately, listeners relied more heavily on F0 cues. Contrast3��ȕ ������
SE=0.47, z=0.88, p=0.381) and Contrast4��ȕ ������SE=0.45, z=-0.80, p=0.424) were not 
VLJQL¿FDQW��VXJJHVWLQJ�WKDW�DWWHQXDWLQJ�YDULDWLRQV�LQ�LQWHQVLW\�DQG�)��VLPXOWDQHRXVO\�GLG�
not reduce accuracy more than attenuating F0 variations, and that attenuating variations 
in speech rate and F0 concurrently did not reduce accuracy more than attenuating 
variations in intensity and F0 concurrently. In other words, listeners were not able to 
make use of intensity cues when F0 cues were uninformative or speech rate cues when 
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Figure 3.2. Accuracy, as the proportion of correct responses, aggregated across emotions 
per condition. The solid bar indicates median, the diamond indicates mean, the box includes 
inter-quartile range (IQR), the whiskers indicate values within 1.5 times the IQR above the 
75th or below the 25th percentile, the dots indicate values outside 1.5 times the IQR. The 
GDVKHG�OLQH�LQGLFDWHV�FKDQFH�OHYHO��6LJQL¿FDQFH�IRU�VOLGLQJ�GLIIHUHQFH�FRQWUDVW��p<0.001.

Figure 3.3. Accuracy, as the proportion of correct responses for each emotion in each con-
dition. Solid bar indicates median, diamond indicates mean, the box includes inter-quartile 
range (IQR), whiskers indicate values within 1.5 times the IQR above the 75th or below the 
25th percentile, dots indicate values outside 1.5 times the IQR. Dashed line indicates chance 
OHYHO��6LJQL¿FDQFH�IRU�VOLGLQJ�GLIIHUHQFH�FRQWUDVW��p�������p�������p<0.001.
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both intensity and F0 cues were uninformative. In summary, to identify vocal emotions 
successfully, listeners afforded most weight to F0 cues. The combination of intact 
intensity and speech-rate cues supported accurate recognition of vocal emotion only 
when F0 cues were also intact.

For angry speech, the best model was Accuracy ~ Contrast1 + Contrast2 + Contrast3 + 
Contrast4 + (1 + Contrast2||Participant). Nearly all the variance in the angry data was 
DFFRXQWHG�IRU�E\�WKH�¿[HG�HIIHFWV��R2

m/c=0.93/0.95). The uncorrelated random slopes and 
intercepts of Contrast2 per Participant��Ȥ2(1)=5.00, p �������H[SODLQHG�D�VLJQL¿FDQW�
proportion of the variance. Contrast1�ZDV�QRW�VLJQL¿FDQW��ȕ �������SE=83.88, z=0.19, 
p=0.721), suggesting that attenuating variations in intensity and speech rate did not 
UHGXFH�DFFXUDF\�VLJQL¿FDQWO\��L�H���WKDW�LQWDFW�)��FXHV�DORQH�ZHUH�VXI¿FLHQW�WR�VXSSRUW�
accurate recognition of angry��6LJQL¿FDQW�HIIHFWV�RI�Contrast2, Contrast3 and Contrast4 
were observed (Figure 3.3). Listeners’ accuracy was reduced when F0 variations were 
attenuated relative to when variations in intensity and rate were simultaneously atten-
uated (Contrast2��ȕ ������SE=0.79, z=3.90, p<0.001), indicating that listeners relied 
more heavily on F0 cues than intensity and speech-rate cues combined to recognise 
angry. Accuracy was further reduced when intensity and F0 variations were concur-
rently attenuated relative to when variations in F0 were attenuated (Contrast3��ȕ ������
SE=0.30, z=8.31, p<0.001), providing evidence that listeners made use of intensity cues 
to recognise angry when F0 cues were uninformative. Increased accuracy was observed 
for the simultaneous attenuation of variations in speech rate and F0 relative to the 
simultaneous attenuation of variations in intensity and F0 (Contrast4��ȕ �������SE=0.29, 
z=-7.86, p<0.001), indicating that listeners were not able to make use of speech rate 
cues when F0 and intensity cues were uninformative. Mean accuracy was above chance 
level in all conditions for angry. Listeners afforded most weight to F0 cues in adjudging 
angry speech. When these were attenuated, listeners were able to make use of intensity 
cues, but not speech-rate cues, to recognise angry successfully.

For happy speech, (Accuracy ~ Contrast1 + Contrast2 + Contrast3 + Contrast4 + 
(1 + Contrast2||Participant) +(1|Sentence��ZDV�WKH�EHVW�PRGHO��7KH�¿[HG�HIIHFWV�
accounted for approximately two-thirds of the variance in the data (R2

m/c=0.63/0.81). 
$�VLJQL¿FDQW�SURSRUWLRQ�RI�WKH�YDULDQFH�ZDV�H[SODLQHG�E\�WKH�XQFRUUHODWHG�UDQGRP�
slopes of Contrast2 per Participant��Ȥ2(1)=9.92, p=0.002) and random intercepts of 
Sentence��Ȥ2(1)=8.66, p=0.003). Contrast1�ZDV�QRW�VLJQL¿FDQW��ȕ ������6E=0.38, 
z=0.41, p=0.680), meaning that relative to natural speech, the ability of listeners to 
identify vocal emotions was unaffected by the simultaneous attenuation of variations in 
LQWHQVLW\�DQG�VSHHFK�UDWH��)��FXHV�DORQH�DSSHDU�WR�EH�VXI¿FLHQW�WR�VXSSRUW�UHFRJQLWLRQ�RI�
happy��$�VLJQL¿FDQW�HIIHFW�RI�Contrast2 was observed (Figure 3.3), indicating reduced 
accuracy when variations in F0 were attenuated relative to when variations in intensity 
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DQG�VSHHFK�UDWH�ZHUH�VLPXOWDQHRXVO\�DWWHQXDWHG��ȕ ������SE=0.68, z=8.90, p<0.001), 
FRQ¿UPLQJ�WKDW�OLVWHQHUV�GHSHQGHG�RQ�)��FXHV�WR�UHFRJQLVH�happy. Additionally, Con-
trast3��ȕ ������SE=0.32, z=0.32, p=0.752), and Contrast4��ȕ ������SE=0.33, z=1.31, 
p �������ZHUH�QRW�VLJQL¿FDQW��VXJJHVWLQJ�OLVWHQHUV�GLG�QRW�PDNH�XVH�RI�LQWHQVLW\�FXHV�
when F0 cues were uninformative or speech-rate cues when both intensity and F0 cues 
were uninformative. Recognition of happy was at chance level for conditions in which 
variations in F0 were attenuated; for happy, listeners relied heavily on F0 cues and did 
not make use of intensity or speech-rate cues to compensate for uninformative F0 cues.

For sad speech, the best model was Accuracy ~ Contrast1 + Contrast2 + Contrast3 
+ Contrast4 + (1 + Contrast2||Participant) + (1|Sentence). Slightly over half of the 
YDULDQFH�LQ�WKH�GDWD�ZDV�DFFRXQWHG�IRU�E\�WKH�¿[HG�HIIHFWV��R2

m/c=0.56/0.67). The 
uncorrelated random slopes of Contrast2 per Participant��Ȥ2(1)=23.82, p<0.001) and 
random intercepts of Sentence��Ȥ2(1)=34.71, p��������H[SODLQHG�D�VLJQL¿FDQW�DPRXQW�RI�
variance. Contrast1�ZDV�QRW�VLJQL¿FDQW��ȕ ������SE=0.32, z=0.43, p=0.666), suggesting 
the ability to recognise sad was not impacted by simultaneous attenuation of variations 
in intensity and speech rate, i.e., that intact F0 cues alone support the successful 
recognition of sad�VSHHFK��$�VLJQL¿FDQW�HIIHFW�RI�Contrast2��ȕ ������SE=0.52, z=9.01, 
p<0.001) indicates that, relative to simultaneously attenuated variations in intensity and 
speech rate, attenuating variations in F0 reduced accuracy. Contrast3��ȕ ������SE=0.26, 
z=1.04, p �������ZDV�QRW�VLJQL¿FDQW��LQGLFDWLQJ�WKDW��UHODWLYH�WR�DWWHQXDWHG�YDULDWLRQV�LQ�
)���DFFXUDF\�ZLWK�ZKLFK�YRFDO�HPRWLRQV�DUH�LGHQWL¿HG�ZDV�QRW�UHGXFHG�E\�VLPXOWDQHRXV�
attenuation of variations in intensity and F0; listeners did not make use of intensity cues 
ZKHQ�)��FXHV�ZHUH�XQLQIRUPDWLYH��$�VLJQL¿FDQW�HIIHFW�RI�Contrast4�ZDV�REVHUYHG��ȕ �
0.61, SE=0.26, z=-2.39, p=0.017) suggesting that accuracy increased when variations in 
speech rate and F0 were simultaneously attenuated relative to simultaneously attenuated 
variations in intensity and F0. For sad, accuracy decreased to near chance level in all 
speech conditions with uninformative F0 cues, indicating that listeners relied mainly 
on these cues to recognise sad VSHHFK��+RZHYHU��OLVWHQHUV�PD\�KDYH�DOVR�PDGH�XVH�RI�
intensity cues when F0 and speech-rate cues were simultaneously uninformative.

For sad, the initial random-effects structure of the model included random slopes of 
each contrast per Sentence, designed to detect possible variation introduced by the 
signal processing used to create the different speech conditions; notably, when a random 
slope of Contrast4 per Sentence�ZDV�LQFOXGHG��D�QRQ�VLJQL¿FDQW�GLIIHUHQFH�LV�REVHUYHG�
for Contrast4 suggesting that accuracy differs substantially for certain stimulus sentenc-
es between sad in the intensity+F0 and rate+F0�FRQGLWLRQV��+RZHYHU��FRQVLVWHQW�ZLWK�
WKH�VWHSZLVH�PRGHO�¿WWLQJ�DSSURDFK��VHH�&KDSWHU���������WKH�UDQGRP�VORSH�RI�Contrast4 
per Sentence�ZDV�H[FOXGHG�IURP�WKH�¿QDO�PRGHO��7KXV��WKH�VLJQL¿FDQW�HIIHFW�RI�Con-
trast4 for sad should be interpreted with caution.
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Finally, for unemotional speech, the best model was Accuracy ~ Contrast1 + Contrast2 
+ Contrast3 + Contrast4 + (1+ Contrast2||Participant) +(1|Sentence). The uncorrelated 
slopes of Contrast2 per Participant��Ȥ2(1)=20.69, p<0.001), and random intercepts of 
Sentence��Ȥ2(1)=23.75, p��������DFFRXQWHG�IRU�D�VLJQL¿FDQW�SURSRUWLRQ�RI�WKH�YDULDQFH��
7KH�¿[HG�HIIHFWV�DFFRXQWHG�IRU�OLWWOH�RI�WKH�YDULDQFH�LQ�WKH�GDWD��R2

m/c=0.04/0.42), 
PHDQLQJ�WKDW�WKH�VLJQL¿FDQW�HIIHFWV�VKRXOG�EH�LQWHUSUHWHG�FDXWLRXVO\��6LJQL¿FDQW�HIIHFWV�
of Contrast1, Contrast3, and Contrast4 were observed (Figure 3.3), while Contrast2 
ZDV�QRW�VLJQL¿FDQW��7KH�VLJQL¿FDQW�HIIHFW�RI�Contrast1��ȕ ������SE=0.34, z=5.34, 
p<0.001) indicates that, relative to natural speech, simultaneously attenuating variations 
in intensity and speech rate reduced listeners’ ability to recognise unemotional speech. 
7KH�QRQ�VLJQL¿FDQW�Contrast2��ȕ �������SE=0.37, z=-0.01, p=0.990) suggests that 
uninformative F0 cues did not impact listeners’ abilities to adjudge unemotional speech, 
as accuracy was similar when variations in intensity and speech-rate were simultane-
RXVO\�DWWHQXDWHG�DQG�ZKHQ�YDULDWLRQV�LQ�)��ZHUH�DWWHQXDWHG��7KH�VLJQL¿FDQW�HIIHFWV�
of Contrast3��ȕ �������SE=0.28, z=-3.01, p=0.003) and Contrast4��ȕ ������SE=0.28, 
z=2.75, p �������UHÀHFW�UHGXFHG�DFFXUDF\�ZKHQ�YDULDWLRQV�LQ�LQWHQVLW\�DQG�)��ZHUH�
simultaneously attenuated relative to attenuated variations in F0 alone, and reduced 
accuracy when variations in F0 and speech rate were attenuated simultaneously relative 
to simultaneous attenuation of F0 and intensity variations. This can be cautiously 
interpreted as evidence that listeners may have been able to make use of intensity cues 
when F0 cues were uninformative and speech rate cues when F0 and intensity cues 
were uninformative. Accuracy was well above chance in all conditions for unemotional 
speech.

3.4.2 Uninformative cues cause listeners to mistake emotional for unemotional 
speech

The distribution of confusions—incorrect responses—across the response alternatives 
illustrates how listeners confuse vocal emotions and whether they do so systematically 
(Figure 3.4). Angry speech was recognised well above chance level in all conditions 
(proportion correct for natural=1, intensity+rate=0.98, F0=0.84, intensity+F0=0.45, 
rate+F0=0.81). Attenuating variations in intensity and speech rate simultaneously did 
QRW�LQÀXHQFH�WKH�UHFRJQLWLRQ�RI�angry speech. Angry was confused with unemotional 
in 0.16 of trials with attenuated F0 variations (F0) and attenuated speech-rate and F0 
variations (rate+F0), and 0.50 of trials with simultaneously attenuated variations in 
intensity and F0 (intensity+F0). 

When variations in F0 were intact, listeners recognised happy speech almost perfectly 
(natural=0.96, intensity+rate �������+RZHYHU��ZKHQ�YDULDWLRQV�LQ�)��ZHUH�DWWHQXDWHG��
recognition of happy speech fell below chance level (F0=0.19, intensity+F0=0.18, 



75

rate+F0=0.14). Of the three conditions where F0 variations were attenuated, the most 
confusions for happy speech occurred when variations in F0 and speech rate were 
attenuated simultaneously, and unemotional was the most commonly selected response 
(0.72), but sad (0.12) was also selected with lower probability. 

Like happy speech, sad speech was recognised with high accuracy in conditions where 
F0 variations were intact (natural=0.94, intensity+rate=0.93) and near chance level 
when variations in F0 were attenuated (F0=0.28, intensity+F0=0.24, rate+F0=0.33). 
In the conditions where variations in F0 were attenuated, happy was most commonly 
confused with unemotional (F0=0.70, intensity+F0=0.74, rate+F0=0.64).

For unemotional speech, high performance, well above chance level, was observed 
in all conditions (natural=0.85, intensity+rate=0.72, F0=0.73, intensity+F0=0.83, 
rate+F0=0.74). Listeners occasionally mistook unemotional stimuli for sad in speech 
conditions with attenuated F0 variations (natural=0.09, intensity+rate=0.21, F0=0.22, 
intensity+F0=0.14, rate+F0=0.23).  The confusion rates for all emotions and conditions 
considered together demonstrate that listeners most often confuse emotions conveyed in 
speech with uninformative acoustic cues as unemotional. 

Figure 3.4. Confusion matrices for all conditions. Proportion of responses (columns) 
per presented emotion (rows). With the exception of natural, conditions labels name the 
acoustic features within which variations were attenuated. Colour indicates the proportion 
of responses per response alternative for the presented emotions. Chance level is 0.25. 
A=angry��+ happy, S=sad, U=unemotional.
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3.5 Discussion

3.5.1 Uninformative F0 cues reduce listeners’ abilities to recognise vocal emotions 

7KH�JRDO�RI�WKLV�VWXG\�ZDV�WR�LQYHVWLJDWH�KRZ�1+�OLVWHQHUV�ZHLJKW�WKH�FXHV�SURYLGHG�
by acoustic features (F0, intensity and speech rate) to recognise vocal emotions, with 
D�VSHFL¿F�IRFXV�RQ�OLVWHQHUV¶�DELOLWLHV�WR�H[SORLW�LQWHQVLW\�DQG�VSHHFK�UDWH�FXHV�ZKHQ�)��
FXHV�DUH�XQLQIRUPDWLYH��7KH�GDWD�GHPRQVWUDWH�WKDW�OLVWHQHUV�DUH�SUR¿FLHQW�DW�UHFRJQLVLQJ�
emotions in natural speech and that rendering F0 cues uninformative by attenuating 
variations in F0 reduces the accuracy with which listeners can identify vocal emotions. 
To a lesser degree, rendering intensity and speech-rate cues simultaneously uninforma-
tive also reduces the accuracy with which listeners recognise vocal emotions. The larger 
reduction in accuracy that arises when F0 cues are uninformative supports the view that 
listeners weight F0 most heavily in their decisions, consistent with existing evidence 
for the central role of F0 cues in recognising vocal emotions (Juslin & Laukka, 2001; 
6FKHUHU�HW�DO����������0RUHRYHU��WKLV�¿QGLQJ�LV�FRQVLVWHQW�ZLWK�SUHYLRXV�LQYHVWLJDWLRQV�RI�
UHFRJQLWLRQ�RI�YRFDO�HPRWLRQV�E\�&,�OLVWHQHUV�DQG�1+�OLVWHQHUV�SUHVHQWHG�&,�VLPXODWLRQV�
(Chatterjee et al., 2015; Everhardt et al., 2020; Gilbers et al., 2015; Jiam et al., 2017; 
Luo et al., 2007; Most & Aviner, 2009; Nakata et al., 2012; Pak & Katz, 2019; Panzeri 
et al., 2021; Pereira, 2000; Peters, 2006; Ren et al., 2021; Waaramaa et al., 2018) for 
whom F0 cues are reduced, and thus less informative.

Successful recognition of happy speech also depends on informative F0 cues (Figure 
3.3): Mean accuracy drops below chance, indicating that the cues provided by varia-
tions in intensity and speech rate (and, indeed, other potential acoustic features) are 
LQVXI¿FLHQW�WR�VXSSRUW�WKH�UHFRJQLWLRQ�RI�happy as a vocal emotion. This is consistent 
with previous reports in which variations in F0 were attenuated (Leitman et al., 2010; 
Metcalfe, 2017; Pell, 1998), and with reports that F0 offers the most robust characterisa-
WLRQ�RI�KDSS\�VSHHFK��.DPLOR÷OX�HW�DO����������

Listeners depend on F0 cues to recognise sad speech, with mean accuracy at, or just 
above, chance level for all conditions where F0 cues were rendered uninformative. This 
LV�LQFRQVLVWHQW�ZLWK�WKH�UHSRUWHG�EHKDYLRXU�RI�1+�OLVWHQHUV��LQ�ZKLFK�DFFXUDF\�LQ�LGHQWL-
fying sad speech remains well above chance when F0 cues are uninformative (Metcalfe, 
2017; Pell, 1998). In the present study, the sad stimuli recorded from a single female 
speaker, mean F0 is the only investigated acoustic feature that differs considerably 
between sad and unemotional speech (for acoustic analysis see Figure 3.1, and Chapter 
2.1). Pell’s (1998) sad and unemotional (neutral) stimuli recorded from a single female, 
are quite similar in mean F0 and mean intensity information is not reported. As Pell also 
does not describe normalising intensity, the higher accuracy for sad with uninformative 
F0 cues reported by Pell (1998), relative to the present study, may suggest that Pell’s 
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sad and unemotional stimuli differ substantially in mean intensity, increasing discrim-
inability, where sad and unemotional speech in the present study are quite similar in 
mean intensity. Metcalfe’s (2017) stimuli were recorded from ten speakers with overall 
intensity normalised. Stimuli recorded from additional speakers are likely required to 
FRQ¿UP�WKH�VRXUFH�RI�GLIIHUHQFHV�LQ�WKH�DFFXUDF\�ZLWK�ZKLFK�sad�VSHHFK�ZDV�LGHQWL¿HG�
between the present and previous studies. Moreover, stimuli recorded from additional 
speakers are needed to demonstrate whether listeners are truly able to make use of 
intensity cues to recognise sad when both F0 and speech-rate cues are uninformative 
RU�ZKHWKHU�WKLV�¿QGLQJ�LV�PHGLDWHG�E\�WKH�VLQJOH�UHFRUGHG�VSHDNHU¶V�ZD\�RI�FRQYH\LQJ�
sadness rather than a generalisable group-level effect. 

When F0 cues are uninformative, mean accuracy for identifying angry speech is 
reduced but remains above chance level, suggesting that while rendering F0 cues 
uninformative impacts recognition of angry�VSHHFK��LW�LV�QRW�VXI¿FLHQW�WR�UHQGHU�angry 
XQUHFRJQLVDEOH�FRPSOHWHO\��7KLV�PLUURUV�3HOO¶V��������¿QGLQJV�FORVHO\�EXW�GLYHUJHV�IURP�
Metcalfe’s (2017) report of accuracy scores of ~33% (with chance level of 20%) when 
variations in F0 cues are attenuated. One possible explanation for the high accuracy 
with which angry�VSHHFK�ZDV�LGHQWL¿HG�LV�WKDW�OLVWHQHUV�PD\�KDYH�PDGH�XVH�RI�RYHUDOO�
sound intensity rather than variations in intensity across the utterance. Variations in 
intensity were only attenuated for intensity+rate and F0+intensity, but not for natural, 
F0 and rate+F0. Therefore, the overall intensity of angry in the natural, F0 and 
rate+F0 conditions was higher than in the intensity+rate and F0+intensity conditions. 
Pell (1998) does not describe normalising overall intensity between emotions, whereas 
Metcalfe (2017) does. This may explain why the accuracy scores for angry with atten-
uated F0 variations are more similar to those described by Pell (1998) than by Metcalfe 
(2017). While evidence exists to support the notion that normalisation of overall 
LQWHQVLW\�GRHV�QRW�LQÀXHQFH�UHFRJQLWLRQ�RI�YRFDO�HPRWLRQV��*LOEHUV�HW�DO���������9DQ�
Lancker & Sidtis, 1992; Yanushevskaya et al., 2013), resolving the importance of over-
all intensity in recognising vocal emotions requires both to be assessed. Nevertheless, it 
is reasonable to conclude accuracy in recognising angry is reduced when variations in 
intensity across utterances are attenuated, compared to conditions where intensity cues 
(instantaneous and overall) are intact and informative. Translated to listeners’ abilities 
to utilise intensity cues, this means that the present study is unable to disentangle how 
listeners make use of overall and instantaneous variations in intensity but does support 
the view that listeners make use of intensity cues to recognise angry when F0 cues are 
uninformative. This suggests that listeners may increase their reliance on intensity cues 
WR�FRPSHQVDWH�IRU�XQLQIRUPDWLYH�)��FXHV�WR�LGHQWLI\�VSHFL¿F�HPRWLRQV�LQ�VSHHFK�

Another explanation for the high accuracy in angry across most speech conditions is 
that listeners may exploit cues in acoustic features not controlled for in this study. For 
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example, they might exploit aspects of voice quality, such as soft or strained sounding 
voice (Laukkanen et al., 1997; Leitman et al., 2010; Patel et al., 2011; Waaramaa et al., 
2010; Yanushevskaya et al., 2013), or dissonance cues associated with timbre. Further 
studies should control for voice quality or include voice quality among the investigated 
cues.

3.5.2 With uninformative cues, angry, happy, and sad speech sound unemotional

A consequence of attenuating variations to the mean value for each acoustic feature is 
that some acoustic features may be altered more than others, or altered in a different 
direction than others (i.e., speech rate decreased for happy but increased for angry). 
Previous studies assess confusions in identifying vocal emotions to determine which 
acoustic features can provide misleading cues (e.g., Banse & Scherer, 1996; Pakosz, 
1983; Paulmann & Uskul, 2014). In addition to highlighting misleading cues, confusion 
rates reveal whether or not listeners rely on the relative positions and distances between 
emotions within each acoustic feature.

When variations in F0 are attenuated, the mean F0 of sad speech is changed very little, 
whereas that of angry and happy is reduced and the mean F0 of unemotional speech is 
raised (F0, intensity+F0 and rate+F0 conditions in Figure 2.4). It follows that if mean 
F0 is the primary cue for emotion recognition, emotions with attenuated variations in F0 
would most plausibly be confused with sad��+RZHYHU��unemotional is the most common 
response in incorrect trials. Confusions with sad are few in conditions where variations 
in F0 are attenuated, supporting the consensus that listeners make use of variations in 
F0 rather than mean F0 as cues with which to recognise vocal emotions (Mozziconacci, 
1998; Rodero, 2011).

The mean intensity of happy speech is closest to the target value to which variations 
in intensity were attenuated, i.e., the mean intensity across all emotions. Attenuating 
intensity variations results in an overall reduction in intensity for angry and an increase 
for each unemotional and sad speech (Figure 2.4, intensity+rate and F0+intensity 
conditions). If relative overall intensity were favoured as a cue, then happy would likely 
be the most frequent confusion in conditions with attenuated intensity variations. This 
ZDV�QRW�WKH�FDVH��FRQ¿UPLQJ�WKDW�OLVWHQHUV�FDQQRW�PDNH�XVH�RI�YDULDWLRQV�LQ�LQWHQVLW\�
alone as cues for vocal emotions (Gilbers et al., 2015; Van Lancker & Sidtis, 1992; 
Yanushevskaya et al., 2013). Overall, accuracy scores for angry were lower when vari-
ations in intensity were attenuated simultaneously with F0 than when just F0 variations 
were attenuated, or when variations in F0 and speech rate were simultaneously attenu-
ated. This demonstrates that listeners do indeed make use of variations in intensity, or 
possibly overall intensity, as cues to identify angry speech.
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The mean speech rate across all emotions is closest to that of sad and unemotional 
VSHHFK��,Q�WKH�SURFHVV�RI�DWWHQXDWLQJ�YDULDWLRQV�LQ�VSHHFK�UDWH��IRXU�RI�¿YH�RI�ERWK�sad 
and unemotional utterances become slightly faster, while angry speech became substan-
tially faster, and happy speech substantially slower (refer intensity+rate and rate+F0 
conditions in Figure 2.4). As unemotional and sad speech are altered least, it might be 
expected that listeners mislabel angry or happy speech, with their slower speech rates, 
as sad or unemotional. Accordingly, happy�VSHHFK�ZDV�PLVLGHQWL¿HG�DV�sad (13% of the 
time) when both F0 and speech-rate variations were attenuated. This suggests that when 
F0 cues are uninformative, some listeners may make use of speech-rate cues to identify 
vocal emotions. 

The main incorrect response to vocal emotions with any uninformative cues was to 
confuse happy, sad, and angry speech with unemotional speech. This is consistent 
with previous reports (Luo et al., 2007; Metcalfe, 2017), as well as Metcalfe’s (2017) 
suggestion that listeners select ‘neutral’ or unemotional when uninformative cues make 
recognising emotions more challenging. Metcalfe (2017) also suggests that listeners 
may use ‘neutral’ or unemotional as a ‘not sure’ response among the alternatives in a 
forced-choice task, an interpretation at least consistent with the data presented here. 
Future research may consider including an ‘not sure’ alternative, however this should be 
considered carefully, as factors including motivation and level of education can mediate 
participants’ selection of ‘not sure’, and the inclusion of an additional response alterna-
tive will reduce the statistical power of the analyses (Krosnick et al., 2002). 

3.5.3 Relevance to hearing devices 

Of the conditions presented in this study, the F0 and intensity+F0 conditions are most 
comparable to the degraded speech signals delivered to hearing-impaired listeners who 
XWLOLVH�KHDULQJ�GHYLFHV��HVSHFLDOO\�&,V��EXW�DOVR�+$V��&,V�WUDQVPLW�VSHHFK�LQ�WUDLQV�RI�
electrical pulses, whereby the spectrotemporal resolution and dynamic range of intensity 
of the speech are reduced, and F0 cues are only weakly represented in the delivered 
VSHHFK��%DúNHQW�HW�DO���������&KDWWHUMHH�	�3HQJ��������(YHUKDUGW�HW�DO���������3ODFN��
�������)��LQIRUPDWLRQ�FDQ�EH�WUDQVPLWWHG�WKURXJK�+$V��\HW�WKH�SLWFK�LQIRUPDWLRQ�
GHOLYHUHG�E\�D�+$�FDQ�EH�LQÀXHQFHG�E\�FKDQJHV�WR�WKH�VSHFWUXP�DQG�WHPSRUDO�HQYHORSH�
of speech and dynamic range of intensity introduced by a listener’s personalised 
DPSOL¿FDWLRQ�VHWWLQJV��WDLORUHG�WR�WKH�VHYHULW\�DQG�SUR¿OH�RI�WKHLU�KHDULQJ�ORVV��*R\�HW�
al., 2018; Lesica, 2018). While the reduced F0 information in speech transmitted by a 
&,�UHQGHUV�UHFRJQLVLQJ�HPRWLRQV�LQ�VSHHFK�GLI¿FXOW��(YHUKDUGW�HW�DO����������WKH�VSHHFK�
VLJQDO�WUDQVPLWWHG�E\�+$V��DOWHUHG�GXH�WR�KHDULQJ�ORVV�DQG�+$�VHWWLQJV��FRXOG�LPSDFW�
emotion recognition negatively, although likely to a lesser degree than CIs (Picou et al., 
2018). The reduced overall accuracy observed in this study, when F0 cues alone were 
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uninformative (F0=0.51) or intensity and F0 cues were both uninformative (intensi-
ty+F0=0.42), are consistent with the reduced accuracy in recognising vocal emotions by 
CI listeners. Further, based on the observation that recognition of happy�VSHHFK�E\�1+�
listeners is most dependent on informative F0 cues, it is likely that CI listeners struggle 
disproportionately to identify happy speech, and this contention is supported empirically 
�+RS\DQ�0LVDN\DQ�HW�DO���������/XR�HW�DO���������0RVW�	�$YLQHU��������1DNDWD�HW�DO���
2012; Z. Zhu et al., 2018). 

To compare the current study with investigations of vocal emotion recognition in 
CI users, the difference in mean accuracy was calculated between the natural and 
F0�FRQGLWLRQV�IURP�WKH�SUHVHQW�VWXG\�DQG�EHWZHHQ�1+�DQG�HDFK�&,�DQG�+$�OLVWHQHUV�
previously reported. Comparisons drawn with previous studies must take into account 
ZKHWKHU�WKH�1+��FRQWURO��JURXS�REWDLQHG�DFFXUDF\�VFRUHV�VLPLODU�WR�WKRVH�REVHUYHG�IRU�
natural speech in the present study (i.e., all approximately equally far above chance 
level) to ensure the validity of comparisons. Most & Aviner (2009) offer an ideal point 
of comparison, as they report accuracy scores for six emotions conveyed with no cues 
attenuated (i.e., natural�VSHHFK��LQ�VHYHUDO�JURXSV��LQFOXGLQJ�DGROHVFHQW�1+��HDUO\��DQG�
late-implanted CI users (implanted before or after age of 6 years, respectively) diag-
QRVHG�ZLWK�SUHOLQJXDO�KHDULQJ�ORVV��DQG�+$�OLVWHQHUV�ZLWK�SUHOLQJXDO�VHYHUH�WR�SURIRXQG�
bilateral hearing loss. Accuracy for angry, happy, and sad (all 0.62) in Most & Aviner’s 
1+�JURXS�LV�ORZHU�WKDQ�WKDW�REVHUYHG�IRU�natural speech in the present study (0.94). 
7KH�VWDELOLW\�RI�WKH�DFFXUDF\�REVHUYHG�DFURVV�WKHVH�HPRWLRQV�IRU�0RVW�	�$YLQHU¶V�1+�
group suggests that the lower accuracy, relative to the present natural condition, may 
be explained by the inclusion of additional emotions (surprise, fear and disgust) in the 
IRUFHG�FKRLFH�WDVN��7KH�GLIIHUHQFHV�LQ�DFFXUDF\�EHWZHHQ�0RVW�	�$YLQHU¶V�1+�DQG�&,�
groups are largest for happy, followed by sad, then angry (accuracy in early-implanted 
&,�XVHUV�VXEWUDFWHG�IURP�DFFXUDF\�LQ�1+�OLVWHQHUV��happy=0.42, sad=0.32, angry=0.14, 
ODWH�LPSODQWHG�&,�VXEWUDFWHG�IURP�1+��happy=0.46, sad=0.34, angry=0.28). Compar-
isons between the present study’s natural and F0 conditions (happy=0.77, sad=0.66, 
angry=0.16) exhibit the same order of decreasing differences in accuracy. The consis-
tent relative magnitude of differences (largest for happy, then sad, then angry) suggests 
that the present study’s F0 condition and current CI devices render F0 information 
similarly uninformative.

3DN�	�.DW]��������DOVR�UHSRUW�DFFXUDF\�VFRUHV�REWDLQHG�IRU�1+�OLVWHQHUV�DQG�\RXQJ�
adult, mainly late implanted, CI users for emotions conveyed in natural speech; in 
their study, happy does not exhibit the largest difference between the two groups 
(happy=0.25, sad=0.46, angry=0.10), likely due to the low recognition of happy by 
WKHLU�1+�OLVWHQHUV���������UHODWLYH�WR�WKH�RWKHU�HPRWLRQV��angry=0.83, sad=0.93). Even 
so, the difference between the groups in Pak & Katz’ (2019) study is smaller for angry 



81

than sad, as observed when comparing the natural and F0 conditions in the present 
VWXG\��0HWFDOIH¶V��������1+�OLVWHQHUV�UHFRJQLVHG�HPRWLRQV�LQ�natural speech with high 
accuracy (mean accuracy across angry, happy, and sad ������PXFK�OLNH�1+�OLVWHQHUV�LQ�
the present study’s natural condition (0.94). Upon subtracting the accuracy reported for 
0HWFDOIH¶V�1+�OLVWHQHUV�LQ�WKH�&,�VLPXODWHG�FRQGLWLRQ�IURP�WKH�QDWXUDO�VSHHFK�FRQGLWLRQ�
(difference as proportions, happy=0.54, sad=0.19, angry=0.22), the differences for 
happy and angry are comparable to those observed between the natural and F0 condi-
tions in this study, and the difference for sad in Metcalfe (2017) is substantially smaller. 
This could be explained by the single speaker’s way of conveying sadness in the present 
study, as Metcalfe’s sad stimuli, recorded from ten speakers, were also well recognised 
E\�1+�OLVWHQHUV�ZKHQ�WKH�YDULDWLRQV�LQ�)��ZHUH�DWWHQXDWHG�

Further, for happy and sad speech, the accuracy with which CI listeners recognise vocal 
emotions in natural speech is consistently higher (Luo et al., 2007; Most & Aviner, 
������3DN�	�.DW]��������WKDQ�WKH�DELOLW\�RI�1+�OLVWHQHUV�LQ�WKH�SUHVHQW�VWXG\�WR�UHFRJ-
nise emotional speech when F0 cues alone were rendered uninformative. This could, in 
part, be due to CI listeners being experienced listeners of speech with uninformative F0 
cues, a position supported by evidence that listeners’ abilities and experience perceiving 
acoustic cues (Jasmin et al., 2019, 2021), such as F0 and duration, are positively 
associated with listeners’ reliance upon these cues. It is possible, that given more time 
WR�JDLQ�H[SHULHQFH�OLVWHQLQJ�WR�WKH�VWLPXOL��1+�OLVWHQHUV¶�DELOLWLHV�WR�UHFRJQLVH�happy 
and sad�VSHHFK�ZLWK�XQLQIRUPDWLYH�)��FXHV�ZRXOG�LPSURYH��+RZHYHU��0��+��'DYLV�HW�
al. (2005) demonstrate that listeners’ abilities to adapt to degraded speech is reduced 
when the speech does not include meaningful lexical items. As such, participants in the 
present study would likely require substantially more exposure to the pseudo-English 
speech with attenuated F0 variations before learning to recognise happy and sad speech.

3.5.4 Strengths and limitations

The systematic attenuation of variations within acoustic features that convey vocal 
emotions is an important strength of this study. It provides a means of investigating 
listeners’ abilities to recognise emotions conveyed in speech in a variety of degraded 
OLVWHQLQJ�FRQGLWLRQV��DV�ZHOO�DV�GHPRQVWUDWLQJ�1+�OLVWHQHUV¶�OLPLWHG�FDSDFLW\��ZLWKLQ�WKH�
limited duration of exposure to materials during the testing) to compensate for unin-
formative cues by extracting emotional information from any remaining informative 
cues. The statistical approach is strengthened through the use of random intercepts 
SHU�VWLPXOXV�VHQWHQFH�WR�DFFRXQW�IRU�GLIIHUHQFHV�EHWZHHQ�WKH�¿YH�VHQWHQFHV�SUHVHQWHG�
LQ�HDFK�HPRWLRQ��VHQWHQFHV�GHVFULEHG�LQ�&KDSWHU�������DV�ZHOO�DV�VHQWHQFH�VSHFL¿F�
differences incurred by the signal processing used to create stimuli (i.e., the possibility 
of acoustic transients generated by attenuating variations in sound intensity; see Chapter 



82

2.1 for further explanation). Moreover, the coding and implementation of sliding 
GLIIHUHQFH�FRQWUDVWV��ZLWK�WKH�SODQQHG�FRQWUDVWV�GH¿QHG�D�SULRUL��DOORZV�K\SRWKHVHV�WR�
be tested with increased statistical power, reducing the likelihood of Type II errors (M. 
-��'DYLV���������+RZHYHU��WKHUH�DUH�DOVR�VRPH�QRWHZRUWK\�OLPLWDWLRQV��)LUVW��VWLPXOL�
were generated for use in subsequent fNIRS experiments, informed by behavioural 
accuracy obtained from the present experiment. A key fNIRS constraint is that several 
presentations (>10) of each stimulus item with long inter-stimulus intervals are required 
(>10 s) within a relatively short recording session (<1 hour). To respect this constraint, 
WKH�VWLPXOL�ZHUH�OLPLWHG�WR�RQH�IHPDOH�VSHDNHU��IRXU�HPRWLRQV��DQG�¿YH�FRQGLWLRQV��
Additional speakers of varying voices, ages, and genders would potentially improve the 
stimuli, as expressions of vocal emotions are known to vary between individuals (Banse 
& Scherer, 1996). According to Banse & Scherer (1996), the inclusion of more than six 
emotions would ensure that the task was purely a recognition task, rather than a discrim-
ination task. Moreover, including three further speech conditions in which variations 
in acoustic features conveying vocal emotions are attenuated, (i.e., speech-rate alone, 
intensity alone, and F0, intensity and speech-rate combined), would have completed 
the systematic assessment of listeners’ ability to make use of the most potentially 
informative acoustic cue(s) present in any speech utterance. It is also noted that the 
signal processing used to attenuate variations within each acoustic feature introduce 
slight changes to other acoustic features (as described in Chapter 2.1), although this is 
likely the case for all studies in which acoustic features are manipulated. Measures were 
taken to minimise these changes where possible. Finally, normalising overall intensity 
across all stimuli would allow for valid between-emotion comparisons of the effects of 
attenuating variations in the different acoustic features.

3.6 Conclusions

7KH�SUHVHQW�VWXG\�FRQ¿UPV�DQG�H[WHQGV�SUHYLRXV�UHSRUWV�RI�WKH�DFFXUDF\�RI�1+�OLVWHQHUV�
in recognising vocal emotions when all acoustic features (i.e., F0, intensity and speech 
UDWH��DUH�LQWDFW��7KH�GDWD�VXJJHVW�OLVWHQHUV�UHFRJQLVH�YRFDO�HPRWLRQV�VLJQL¿FDQWO\�OHVV�
accurately when F0 cues are uninformative, and that the same is true, although with a 
smaller reduction in accuracy, when intensity or speech-rate cues are simultaneously 
rendered uninformative (i.e., only F0 cues intact). Moreover, the data suggest that 
listeners are unable to make use of intensity and speech-rate cues, separately or together 
to recognise vocal emotions successfully when F0 cues are uninformative. Using an 
extended vocal emotion paradigm in which variations in F0, intensity and speech 
rate are systematically attenuated to render cues uninformative, one or two acoustic 
features at a time, combined with a robust statistical approach and confusion matrices, 
the present study contributes benchmark behavioural accuracy scores to inform future 
neuroimaging studies on vocal emotion recognition.
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Chapter 4| Illuminating emotion: Assessing 
functional near-infrared spectroscopy’s sensitivity 
to discrete vocal emotions

4.1 Abstract

Background. Normal-hearing listeners are skilled at recognising emotions conveyed 
in speech. Vocal emotion has been the focus of many functional magnetic resonance 
LPDJLQJ��I05,��VWXGLHV�LQ�QRUPDO�KHDULQJ��1+��OLVWHQHUV�WKDW�LPSOLFDWH�FRUWLFDO�UHJLRQV�
including the bilateral—right more strongly than left—superior temporal gyri (STG), 
the inferior frontal gyri (IFG), and middle frontal gyri (MFG) in vocal emotion pro-
FHVVLQJ��5HFHQW�IXQFWLRQDO�QHDU�LQIUDUHG�VSHFWURVFRS\��I1,56��VWXGLHV�LQ�1+�OLVWHQHUV�
¿QG�FRUWLFDO�UHSUHVHQWDWLRQV�RI�LQGLYLGXDO�YRFDO�HPRWLRQV��VXJJHVWLQJ�WKDW�I1,56�PD\�
be a promising technique with which to investigate normal and impaired vocal emotion 
recognition. 

Aims. The present study investigated the sensitivity of fNIRS to cortical representations 
of discrete emotions conveyed in speech.

Method.�,Q�D�EORFN�GHVLJQ�OLVWHQLQJ�WDVN�����1+�OLVWHQHUV�OLVWHQHG�WR�a�����V�EORFNV�RI�
angry, happy, sad, and unemotional pseudo-English speech and 7.25 s of silence as a 
control condition. During the task, fNIRS was used to measure changes in cortical blood 
ÀRZ�LQ�WKUHH�UHJLRQV�RI�LQWHUHVW��52,V���ELODWHUDO�67*��,)*��DQG�0)*��

Results. Speech stimuli (angry, happy, sad, and unemotional together) evoked in-
creased haemodynamic activity in bilateral STG relative to silence. Moreover, increased 
haemodynamic activity in right relative to left STG was evoked by emotional speech 
(angry, happy, and sad�WRJHWKHU���1R�VLJQL¿FDQW�GLIIHUHQFHV�LQ�KDHPRG\QDPLF�UHVSRQVH�
amplitude were found when comparing each angry, happy, sad with unemotional in any 
of the ROIs.

Conclusions. Speech stimuli elicited haemodynamic responses bilaterally in STG. The 
GDWD�FRQ¿UP�WKH�LQYROYHPHQW�RI�WKH�ULJKW�KHPLVSKHUH�LQ�SURFHVVLQJ�HPRWLRQDO�VSHHFK��
+RZHYHU��QR�HYLGHQFH�RI�FRUWLFDO�UHSUHVHQWDWLRQV�RI�GLVFUHWH�HPRWLRQV�ZDV�REVHUYHG��
suggesting that fNIRS may not be adequate for investigating the cortical processing of 
individual vocal emotions. 
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4.2 Introduction

+HDOWK\��QRUPDO�KHDULQJ�OLVWHQHUV�UHFRJQLVH�HPRWLRQV�LQ�VSHHFK�ZLWK�HDVH��IDFLOLWDWLQJ�
successful social interactions (e.g., Cannon & Chatterjee, 2018; Chatterjee et al., 2015; 
&KULVWHQVHQ�HW�DO���������'HPHQHVFX�HW�DO���������+RXVH��������0RVW�	�$YLQHU���������
In contrast, impaired recognition of vocal emotions is known to present social challeng-
es in those with hearing impairment (Christensen et al., 2019; Everhardt et al., 2020; 
Goy et al., 2018), of advanced age (Christensen et al., 2019; Demenescu et al., 2014), 
or suffering a range of disorders such as autism (Philip et al., 2010; Tobe et al., 2016), 
schizophrenia (Corcoran et al., 2015; Simpson et al., 2013), Parkinson’s disease (Péron 
et al., 2012), or alcoholism (Kornreich et al., 2013). The consequences of impaired 
recognition of vocal emotions include reduced quality of life (hearing impaired; Luo 
et al., 2018; Schorr et al., 2009), and increased burden on caregivers for populations 
with general cognitive impairment (Parkinson’s or Alzheimer’s disease; Martinez et al., 
2018). 

An objective measure of recognising vocal emotions, i.e., a neural signature for various 
discrete emotions conveyed by speech, in particular, would be a valuable addition to 
subjective and psychoacoustic measures in research and clinical settings (Boehner et 
DO���������DQG�ZRXOG�OLNHO\�EHQH¿W�WKH�GHYHORSPHQW�RI�EUDLQ�FRPSXWHU�LQWHUIDFHV�DQG�
DXWRQRPRXV�OLVWHQLQJ�GHYLFHV��+H�HW�DO���������)��:DQJ�HW�DO�����������2QH�SRWHQWLDO�WRRO�
is functional near-infrared spectroscopy (fNIRS), a relatively new non-invasive neuro-
imaging technique that measures changes in the metabolism of cortical oxygen using 
low levels of near-infrared light. fNIRS is suited to measuring cortical haemodynamic 
signatures of vocal emotions in a variety of populations, because it is quiet, non-in-
vasive, does not interact with implanted ferrous metal devices, and does not require 
participants to lie in an enclosed space as in functional magnetic resonance imaging 
(fMRI; Peelle, 2017; Quaresima & Ferrari, 2019). 

The blood oxygen level dependent (BOLD) response measured with fMRI and the 
haemodynamic responses to vocal emotions measured with fNIRS both capitalise on the 
phenomenon of neurovascular coupling (Maggioni et al., 2015; Steinbrink et al., 2006); 
QHXUDO�DFWLYLW\�LQFXUV�LQFUHDVHG�EORRG�ÀRZ��OHDGLQJ�WR�DQ�LQFUHDVH�LQ�WKH�FRQFHQWUDWLRQ�RI�
R[\JHQDWHG�KDHPRJORELQ��+E2��DQG�D�UHGXFWLRQ�LQ�WKH�FRQFHQWUDWLRQ�RI�GHR[\JHQDWHG�
KDHPRJORELQ��+E5��LQ�WKH�DFWLYH�UHJLRQ��6FKRONPDQQ��.OHLVHU��HW�DO���������:ROI�HW�DO���
2002). The substantially reduced spatial resolution of fNIRS (maximum resolution ~10 
mm, with depth sensitivity ~15 mm below the scalp) compared to fMRI (maximum 
resolution ~0.3-mm voxels, sensitive to the whole brain) is mitigated by its improved 
WHPSRUDO�UHVROXWLRQ�RI�XS�WR����+]�UHODWLYH�WR��±��+]�LQ�I05,��3LQWL�HW�DO����������

To record changes in cortical oxygen metabolism with fNIRS, light sources and light 
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detectors (sensors collectively referred to as optodes) are placed in pairs on the scalp to 
create ‘channels’. Sources emit near-infrared light, photons of which penetrate (and are 
scattered by) the scalp, skull, and cortex. Some of these photons are absorbed as they 
SDVV�WKURXJK�+E2�DQG�+E5��FROOHFWLYHO\�FDOOHG�FKURPRSKRUHV��LQ�WKH�YDVFXODWXUH�ZKLOH�
RWKHUV�DUH�UHÀHFWHG�EDFN�WR�WKH�VFDOS��ZKHUH�WKH\�DUH�FDSWXUHG�E\�OLJKW�GHWHFWRUV��7KH�
SUHVHQFH�RI�+E2�DQG�+E5�LQ�WKH�FRUWH[�EHORZ�D�VRXUFH�DQG�GHWHFWRU�SDLU�LV�TXDQWL¿HG�
by the relative difference in intensity of emitted and captured light (Ferrari & Quaresi-
ma, 2012; Quaresima & Ferrari, 2019; Scholkmann, Kleiser, et al., 2014). The physical 
distance between a light source and a light detector on the scalp determines the depth of 
penetration of the channel (i.e. a ‘long’ 30-mm separation is suitable for measuring from 
the cortex, ~15 mm below the scalp, and a ‘short’ 8-mm separation measures changes 
in oxygen metabolism in the extracerebral tissue including the scalp; Brigadoi & 
Cooper, 2015). The target cortical signal recorded with ‘long’ channels can be isolated 
by regressing out the extracerebral and physiological signals measured with so-called 
‘short’ channels (Brigadoi & Cooper, 2015; R. Saager & Berger, 2008).

:KHQ�DQ�1+�OLVWHQHU�ZLWK�W\SLFDO�FRJQLWLRQ�SURFHVVHV�YRFDO�HPRWLRQV��WKH�VXSHULRU�
temporal cortex (STC) is active, as well as the frontal cortices, the amygdala, basal 
ganglia, insula, hippocampus, and cerebellum, as evidenced by neuroimaging (Frühholz, 
Trost, et al., 2016). According to a model proposed by Frühholz, Trost, et al. (2016), 
which mainly draws upon fMRI and positron emission tomography (PET) studies, 
the STC decodes the acoustic signal, extracting acoustic features, while the amygdala 
appraises the valence of the stimulus, forming an auditory percept. The basal ganglia 
and thalamus are thought to contribute to the decoding of basic acoustic information. 
The percept formed by the STC and amygdala is then evaluated and appraised by the 
medial frontal cortex, with access to episodic memory through the involvement of the 
hippocampus. Finally, an adaptive response (e.g., an autonomic and/or motor response) 
is initiated by the inferior frontal gyrus (Frühholz, Trost, et al., 2016). 

As summarised by Frühholz, Trost, et al. (2016), fMRI studies reveal that emotions 
conveyed in speech elicit cortical haemodynamic activity bilaterally in STC (Ethofer 
HW�DO���������.RFK�HW�DO���������.��+��/HH�	�6LHJOH��������/HLWPDQ�HW�DO���������5RELQV�
et al., 2009; Witteman et al., 2012), and IFG (Leitman et al., 2010; Witteman et al., 
2012). With fNIRS, D. Zhang et al. (2018) found emotion-evoked activation in bilateral 
67*�DQG�ULJKW�,)*��UHSOLFDWLQJ�WKH�SUHYLRXV�I05,�¿QGLQJV��ZKLOH�WKH�UHPDLQLQJ�I1,56�
studies do not include both STG (Anuardi & Yamazaki, 2019; Gruber et al., 2020) or do 
not report the simple effect of hearing vocal emotions on cortical activation (Sonkaya & 
%D\D]ÕW��������6WHEHU�HW�DO���������=KHQ�HW�DO����������9RFDO�HPRWLRQV�DUH�DOVR�FRPPRQO\�
reported to evoke greater activity in the right, relative to left, hemisphere (Beaucousin 
et al., 2007; Kotz et al., 2006; Kreitewolf et al., 2014; Seydell-Greenwald et al., 2020; 
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von Cramon et al., 2003; Witteman et al., 2012). This right-hemisphere bias, which also 
KROGV�IRU�VWXGLHV�HPSOR\LQJ�I1,56��6RQND\D�	�%D\D]ÕW��������'��=KDQJ�HW�DO���������
Zhen et al., 2021), is commonly attributed to a right-hemispheric specialisation for 
decoding spectral information such as contours of the F0, the fundamental frequency 
or voice pitch, that unfold over relatively long timescales. This is in contrast to the left 
hemisphere which decodes rapid spectral changes conveying phonemic information, 
such as formant transitions (Boemio et al., 2005; Poeppel, 2003; Scott & McGettigan, 
2013; Zatorre & Belin, 2001). Moreover, explicit, relative to implicit, attention to the 
vocal emotions enhances the right-lateralised haemodynamic activity in frontotemporal 
regions (fMRI: Buchanan et al., 2000; Frühholz et al., 2012; Kotz et al., 2013; Wild-
gruber et al., 2009; Witteman et al., 2012, fNIRS: Zhen et al., 2021), in much the same 
way that speech-evoked haemodynamic activity bilaterally in the STC is enhanced by 
attending to the speech (fMRI: Grady et al., 1997; Sabri et al., 2008; fNIRS: Remijn & 
Kojima, 2010; M. Zhang et al., 2018).

According to Frühholz, Trost, et al. (2016)’s model, the percept of a vocal emotion is 
generated in the STC and appraised in inferior and medial frontal brain regions. While 
fMRI studies consistently implicate the right STC in the processing of vocal emotions, 
the reported cortical haemodynamic activity evoked by discrete emotions, such as an-
gry, happy, or sad, varies between studies (see Table 4.1 for referenced reports). Angry 
speech has been most thoroughly investigated with fMRI and, compared to unemotional 
or neutral speech, studies have reported haemodynamic activity in each the right or 
bilateral STC, left, right, or bilateral IFG, left or bilateral MFG. fMRI investigations of 
happy speech, relative to unemotional��¿QG�LQFUHDVHG�KDHPRG\QDPLF�DFWLYLW\�LQ�HLWKHU�
the left IFG or right STC, while sad speech elicits increased haemodynamic activity in 
either right or left MFG relative to unemotional. 

Despite variability in the haemodynamic activity observed with fMRI for angry, happy 
and sad speech, evidence exists from fMRI studies—with its better spatial resolution 
FRPSDUHG�WR�I1,56²RI�VSDWLDOO\�GH¿QHG�KDHPRG\QDPLF�VLJQDWXUHV�RI�GLVFUHWH�
emotions (Ethofer, Van De Ville, et al., 2009). Averaging across ROIs in fMRI data 
reduces the spatial resolution and renders the obtained signatures statistically unreliable 
(Ethofer, Van De Ville, et al., 2009). The spatial resolution and depth penetrations of 
fNIRS are considerably inferior to the fMRI spatial resolution described by Ethofer, 
Van De Ville, et al. (2009), suggesting that fNIRS is highly unlikely to be sensitive to 
cortical representations of discrete vocal emotions. Consistent with this, haemodynamic 
responses to angry, happy, fearful�VSHHFK�GLG�QRW�GLIIHU�VLJQL¿FDQWO\�LQ�DPSOLWXGH�IURP�
those evoked by neutral speech for any channel in fNIRS study by Steber et al. (2020). 
Further, Westgarth et al.’s (2021) systematic review of emotion perception, comprising 
mainly studies of the perception of visual emotions, supports this proposition. 
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Table 4.1. Cortical haemodynamic activity for individual vocal emotions relative to unemotional speech

Functional neuroimaging technique

Emotion Brain region Side fMRI fNIRS

Angry STC R Ethofer, Kreifelts, et al., 2009
Frühholz & Grandjean, 2012

Grandjean et al., 2005
Korb et al., 2014

Wiethoff et al., 2008

-

Bilateral Mothes-Lasch et al., 2011
4XDGÀLHJ�HW�DO�������

Robins et al., 2009

-

IFG L 9\WDO�	�+DPDQQ������ -

R Korb et al., 2014 -

Bilateral Ethofer, Kreifelts, et al., 2009
4XDGÀLHJ�HW�DO�������

Gruber et al., 2020

MFG L Bach et al., 2008 =KHQ�HW�DO�������

Bilateral Kotz et al., 2013 6RQND\D�	�%D\D]ÕW������

Happy STC R Buchanan et al., 2000
Leitman, 2010

Peelen et al., 2010
9\WDO�	�+DPDQQ������

Wiethoff et al., 2008

-

IFG L Frühholz, van der Zwaag, et 
al., 2016

Kotz et al., 2013

6RQND\D�	�%D\D]ÕW������
D. Zhang et al., 2018
=KHQ�HW�DO�������

Sad MFG L Kotz et al., 2013
9\WDO�	�+DPDQQ������

-

R Buchanan et al., 2000 Anuardi & Yamazaki, 
2019

 
Notes.�6XPPDU\�RI�¿QGLQJV�IURP�VWXGLHV�WKDW�FRPSDUH�DGXOW�KDHPRG\QDPLF�DFWLYLW\�HYRNHG�E\�GLVFUHWH�YRFDO�
emotions (angry, happy, sad) with unemotional (or neutral) or aggregate of emotions as a proxy for speech. 
The focus is on cortical brain regions including the superior temporal cortex (STC), inferior frontal gyrus 
�,)*���PLGGOH�IURQWDO�J\UXV��0)*���6WHEHU�HW�DO���������IRXQG�QR�VLJQL¿FDQW�DFWLYLW\�IRU�DQ\�HPRWLRQ�LQ�DQ\�
52,�DQG�LV�WKXV�QRW�LQFOXGHG��=KHQ�HW�DO���������HDFK�HPRWLRQ�FRPSDUHG�DJDLQVW�HDFK�happy and fearful 
separately but is included for completeness. 
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Nonetheless, haemodynamic activity is consistently reported in the left IFG in response 
to happy, compared to unemotional, speech. Three fNIRS studies investigating the 
SHUFHSWLRQ�RI�YRFDO�HPRWLRQV�LQ�1+�DGXOW�OLVWHQHUV�UHSRUW�WKDW�happy speech evokes 
increased haemodynamic activity in a single channel, described as measuring from 
SDUV�WULDQJXODULV��6RQND\D�	�%D\D]ÕW��������'��=KDQJ�HW�DO���������=KHQ�HW�DO����������
:KLOH�LW�LV�SODXVLEOH�WKDW�WKHVH�¿QGLQJV�UHSUHVHQW�WUXH�happy�VSHFL¿F�KDHPRG\QDPLF�
responses within a channel approximately covering the region of left IFG, attributing 
haemodynamic activity to pars triangularis presents a challenge; without structural brain 
images acquired using MRI or through digitisation of the fNIRS sensor positions on 
the scalp, variability in optode placement and individual differences in brain anatomy 
(Peelle, 2017; Westgarth et al., 2021) may reduce the reliability of channel-wise 
analyses relative to region-of-interest (ROI) analyses (Wiggins et al., 2016). Further, 
fNIRS is moderately susceptible to Type I errors, i.e., false positives stemming from the 
large number of comparisons required for channel-wise analyses, as well as its strong 
sensitivity to signals generated by physiological responses other than cortical haemo-
dynamics (Barker et al., 2013; A. K. Singh & Dan, 2006; Tachtsidis & Scholkmann, 
2016). While the three studies reporting haemodynamic activity in left IFG for happy 
VSHHFK��6RQND\D�	�%D\D]ÕW��������'��=KDQJ�HW�DO���������=KHQ�HW�DO���������XVH�WKH�IDOVH�
GHWHFWLRQ�UDWH�SURFHGXUH��)'5��%HQMDPLQL�	�+RFKEHUJ��������WR�FRUUHFW�IRU�PXOWLSOH�
FRPSDULVRQV��DQG�DOJRULWKPV�WR�FRUUHFW�IRU�PRWLRQ�DUWHIDFWV��QRQH�UHSRUW�+E5�RU�HPSOR\�
short-channel detectors to account for extraneous physiological signals. Substantial 
evidence of a cortical signature for happy continues to accrue in fNIRS studies of vocal 
emotions, but a robust assessment reporting both chromophores—one incorporating 
VKRUW�FKDQQHO�GHWHFWRUV²LV�UHTXLUHG�WR�FRQ¿UP�ZKHWKHU�RU�QRW�I1,56�SURYLGHV�IRU�D�
sensitive measure of cortical signatures of discrete emotions. 

+HUH��,�DVVHVV�ZKHWKHU�I1,56�FDQ�EH�XVHG�WR�REWDLQ�XQLTXH�FRUWLFDO�KDHPRG\QDPLF�
signatures for each angry, happy, and sad speech, with predicted cortical signatures 
based on brain regions most commonly reported for each given emotion (Table 4.1). 
I employ an ROI analysis to assess the involvement of bilateral STG, IFG, and MFG 
XVLQJ�ERWK�FKURPRSKRUHV��+E2�DQG�+E5���ZLWK�DQ�LQFUHDVHG�QXPEHU�RI�FKDQQHOV�
relative to previous studies, and with the necessary regression of extracerebral and 
other signal components using short channels, to search for cortical signatures of 
discrete emotions. If fNIRS is sensitive to cortical haemodynamic signatures of discrete 
emotions, comparisons with unemotional will yield increased haemodynamic activity 
in right STG for angry, right STG and left IFG for happy, and bilateral MFG for sad. 
More generally, bilateral STG will exhibit increased haemodynamic activity evoked by 
speech, as compared to silence, and vocal emotions will evoke greater haemodynamic 
activity in right, relative to left, STG.
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4.3 Method

4.3.1 Participants

27 participants (15 female, 12 male, mean age 26.4 years, SD=4.9 years) were recruited 
from Macquarie University and via the Macquarie University Cognitive Science 
Register. Of these, 21 (10 female, 11 male, mean age 27.4 years, SD=4.7 years) met the 
inclusion criteria. To be included, participants were required to be right-handed native 
speakers of English, aged 18–36 years, with no known psychological or neurological 
disorders, and with pure-tone audiometric thresholds within normal limits. These were 
GH¿QHG�DV�DLU�FRQGXFWLRQ�WKUHVKROGV�EHORZ����G%�+/�IRU�DOO�RFWDYH�IUHTXHQFLHV�EHWZHHQ�
����DQG������+]��$V�D�FULWHULRQ�RI�I1,56�VLJQDO�TXDOLW\��WKH�VLJQDO�FDOLEUDWLRQ�PHWULF�
was used to ensure that no more than 2 channels in any ROI were of ‘critical’ quality, as 
described in Chapter 2.2.3. Exclusions based on this criterion resulted from extremely 
thick, coarse, black hair, which impeded contact between optodes and scalp. Of the 
six excluded participants, two were left-handed, one had elevated hearing thresholds, 
two had more than 2 ‘critical’ channels in a single ROI, and one did not complete the 
experiment. Ethical approval was requested and granted by Macquarie University’s 
ethics committee for this study (Reference number: 5201952978351). All participants 
gave informed consent before participation and received an honorarium or course credit 
for their involvement.

4.3.2 Stimuli

Stimuli consisted of ~7.25s blocks of angry, happy, sad, and unemotional conveyed in 
natural speech, and a control silence (also 7.25s), generated following the procedure 
GHVFULEHG�LQ�&KDSWHU������)LYH�DGGLWLRQDO�EORFNV�RI�VSHHFK�ZLWK�D�����PV�����+]�WRQH�
(less intense than the speech) overlapping at a random point in the block (n=5, one 
happy, one sad, one angry, two unemotional) were used to ensure participants were 
attentive. Sound intensity was normalised across all stimuli. See Chapter 2.1 for further 
detail on stimuli. 

4.3.3 Test procedure

Each experiment began with four familiarisation trials to familiarise participants with 
the pseudo-sentences and the button-press task: One block of each angry, happy, sad, 
and unemotional speech was presented (n=4), whereby two blocks contained the pure 
tone. Subsequently, the main experiment commenced: blocks of each angry, happy, 
sad, unemotional speech and control (silence) blocks were each presented 20 times in a 
UDQGRPLVHG�RUGHU��Q ������7KH�¿YH�VWLPXOL�FRQWDLQLQJ�WKH�SXUH�WRQH�ZHUH�SVHXGR�UDQ-
domly interspersed between these (n=10). In total, the experiment consisted of 114 trials 
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separated by inter-stimulus intervals of random lengths in the range 13–23 s (Figure 
4.1). The total duration of the recording was 50 minutes.

Participants were instructed that they would hear both speech and silence, and that 
their task was to sit still throughout the experiment and listen to the speech and silence. 
They were also informed that they occasionally would hear a tone overlapping with the 
speech and that they should indicate they heard it by pressing the top left button on an 
5%�����EXWWRQ�ER[��&HGUXV�&RUSRUDWLRQ��6DQ�3HGUR��86$��ZLWK�WKHLU�OHIW�LQGH[�¿QJHU��
See Chapter 2.2.3 for further detail on the experimental protocol.

Figure 4.1. Schema of listening experiment. ISI=Inter-stimulus-interval, loud-speaker 
symbol=listening trial.

4.3.4 Equipment

fNIRS and stimulus presentation equipment described in detail in Chapter 2.2.2.

4.3.5 Data Analysis

Trials for each speech condition (angry, happy, sad, unemotional) and control were 
analysed. Trials excluded from the analysis included the familiarisation trials (n=4 per 
participant), attention trials (n=10 per participant), trials in which a button press was 
made whether intentionally (n=10 per participant) or mistakenly (n=5, in 4 participants). 
As a measure of signal quality, a scalp-coupling index, the correlation of the heart rate 
VLJQDO��a��+]��LQ�WKH�+E2�DQG�+E5�VLJQDOV�IRU�HDFK�FKDQQHO��3ROORQLQL�HW�DO����������
ZDV�FDOFXODWHG�IRU�IUHTXHQFLHV�EHWZHHQ����±�����+]������RI�FKDQQHOV�KDG�D�VFDOS�FRX-
pling index >0.8, indicative of good contact between optodes and the scalp (Figure 4.2).

The generation of grand average waveforms, estimates of haemodynamic response 
DPSOLWXGH�SHU�FRQGLWLRQ��52,��DQG�SDUWLFLSDQW�IURP�WKH�¿UVW�OHYHO�DQDO\VLV��DV�ZHOO�DV�
the model building procedures for the second-level (group-level) analysis and hypothe-
sis-testing contrasts, were performed as described in Chapter 2.2.4. 

Group-level haemodynamic response amplitudes per condition per ROI. To predict 
the amplitude of measured haemodynamic responses in response per condition per ROI, 
OLQHDU�PL[HG�HIIHFWV��/0(��PRGHOV�ZHUH�¿W�WR�HVWLPDWHV�H[WUDFWHG�IURP�WKH�¿UVW�OHYHO�
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DQDO\VLV��1 ����IRU�HDFK�+E2�DQG�+E5���0RGHOV�IRU�HDFK�+E2�DQG�+E5�ZHUH�EXLOW�LQ�
a step-wise fashion, beginning with random intercepts to account for variability between 
SDUWLFLSDQWV��1H[W��UDQGRP�FRHI¿FLHQWV��VORSHV�RI�D�FDWHJRULFDO�YDULDEOH��RI�Condition 
per Participant�ZHUH�DGGHG�WR�DFFRXQW�IRU�LQGLYLGXDO�GLIIHUHQFHV�EHWZHHQ�WKH�¿YH�OHYHOV�
of Condition within each participant. Finally, each ROI, Condition, and the interaction 
between ROI and Condition�ZHUH�DGGHG�DV�¿[HG�HIIHFWV��)RU�DGGLWLRQDO�GHWDLOV�RQ�WKH�
VSHFL¿FDWLRQ�RI�WKHVH�PRGHOV��VHH�&KDSWHU�������
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Figure 4.2. 6LJQDO�TXDOLW\�DV�PHDVXUHG�E\�VFDOS�FRXSOLQJ�LQGH[�SHU�FKDQQHO��+LVWRJUDP�
showing the distribution of scalp-coupling indices, calculated per channel, as a proportion of 
the total number of channels (N=2856).  

4.4 Results

4.4.1 fNIRS waveforms reveal speech-evoked haemodynamic responses

The primary goal of this study was to quantify cortical haemodynamic activity in 
STG, IFG and MFG evoked by individual emotions. Visual inspection of the grand 
average waveforms per condition per ROI (Figure 4.3) demonstrates that for the control 
condition, both chromophores remained very close to baseline. In response to all 
presentations of speech, regardless of emotion, STG bilaterally exhibited a concurrent 
LQFUHDVH�LQ�WKH�FRQFHQWUDWLRQ�RI�+E2�DQG�GHFUHDVH�LQ�WKH�FRQFHQWUDWLRQ�RI�+E5��,Q�ERWK�
OHIW�DQG�ULJKW�67*��WKH�QHJDWLYHO\�FRUUHODWHG�ZDYHIRUPV�IRU�+E2�DQG�+E5�PDWFKHG�WKH�
expected morphology of the haemodynamic response, in that they are both furthest from 
EDVHOLQH��L�H���SHDN�IRU�+E2�DQG�PLQLPXP�IRU�+E5��DSSUR[LPDWHO\���VHFRQGV�IROORZLQJ�
the onset of the speech stimulus (Scholkmann, Kleiser, et al., 2014). In both left and 
ULJKW�,)*��DOO�VSHHFK�FRQGLWLRQV�VKRZ�D�WUHQG�RI�UHGXFHG�FRQFHQWUDWLRQV�RI�+E2�ZLWK�
FRQFXUUHQWO\�HOHYDWHG�FRQFHQWUDWLRQV�RI�+E5��Happy speech evoked the largest negative 
haemodynamic response bilaterally in IFG. 

%LODWHUDOO\�IRU�DOO�VSHHFK�FRQGLWLRQV��0)*�VKRZHG�DQ�LQFUHDVH�LQ�+E2��SHDN�DW�a��V�
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Figure 4.4. Group level response estimates and contrasts. LSTG=left superior temporal 
gyrus, RSTG=right superior temporal gyrus, LIFG=left inferior frontal gyrus, RIFG=right 
inferior frontal gyrus, LMFG=left middle frontal gyrus, RMFG=right middle frontal gyrus. 
A) Group-level response estimates for each ROI, condition and chromophore. Darker 
V\PEROV�LQGLFDWH�D�VLJQL¿FDQW�GLIIHUHQFH�IURP�]HUR�DQG�WUDQVSDUHQW�V\PEROV�LQGLFDWH�D�
QRQ�VLJQL¿FDQW�GLIIHUHQFH�IURP�]HUR��%��&RQWUDVWV�EHWZHHQ�VSHHFK�DQG�control conditions 
for each ROI. C) Contrasts between left and right STG for each emotional and unemotional 
speech; individual emotions included as transparent symbols for reference. Error bars 
LQGLFDWH�����FRQ¿GHQFH�LQWHUYDOV��DYHUDJHG�DFURVV�DJJUHJDWHG�FRQGLWLRQV�ZKHUH�DSSURSULDWH�
LQ�%�DQG�&��6LJQL¿FDQFH�IRU�FRQWUDVWV�LQ�%�DQG�&��p�������p�������p<0.001.
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Table 4.2. Group-level estimates of haemodynamic response amplitude

HbO HbR

ROI ȕ SE t p ȕ SE t p

Angry LSTG 2.50 0.64 3.90 <0.001 -1.70 0.28 -5.98 <0.001

RSTG 3.25 0.64 5.07 <0.001 -1.90 0.28 -6.68 <0.001

LIFG 0.20 0.64 0.32 0.753 0.22 0.28 0.78 0.439

RIFG 0.13 0.64 0.20 0.844 0.14 0.28 0.49 0.628

LMFG -0.19 0.64 -0.31 0.758 -0.02 0.28 -0.07 0.947

RMFG 0.48 0.64 0.75 0.456 -0.20 0.28 -0.69 0.492

Happy LSTG 1.99 0.66 3.05 0.003 -0.97 0.27 -3.52 0.001

RSTG 2.72 0.65 4.16 <0.001 -1.94 0.27 -7.18 <0.001

LIFG 0.10 0.65 0.16 0.875 0.22 0.27 0.78 0.435

RIFG -0.25 0.67 -0.38 0.703 0.28 0.27 1.02 0.310

LMFG -0.51 0.65 -0.77 0.441 0.14 0.27 0.54 0.593

RMFG -0.28 0.65 -0.43 0.668 -0.08 0.27 -0.31 0.756

Sad LSTG 1.67 0.66 2.53 0.014 -1.30 0.25 -5.13 <0.001

RSTG 2.80 0.66 4.22 <0.001 -1.89 0.25 -7.48 <0.001

LIFG -1.71 0.67 -2.54 0.013 0.09 0.25 0.34 0.736

RIFG 0.06 0.66 0.09 0.931 -0.01 0.25 -0.03 0.975

LMFG -0.42 0.66 -0.63 0.529 0.03 0.25 0.13 0.894

RMFG -0.39 0.66 -0.59 0.559 -0.30 0.25 -1.20 0.233

Unemotional LSTG 1.42 0.67 2.11 0.038 -1.51 0.24 -6.28 <0.001

RSTG 2.60 0.67 3.85 <0.001 -1.94 0.24 -8.05 <0.001

LIFG -0.79 0.67 -1.17 0.247 0.16 0.24 0.68 0.499

RIFG -0.41 0.67 -0.62 0.540 0.03 0.24 0.11 0.914

LMFG 0.19 0.67 0.28 0.779 0.13 0.24 0.52 0.603

RMFG 0.52 0.67 0.78 0.439 -0.09 0.24 -0.36 0.717

Control LSTG -0.28 0.57 -0.50 0.622 0.30 0.25 1.21 0.228

RSTG -0.58 0.57 -1.02 0.310 0.30 0.25 1.21 0.230

LIFG 0.18 0.57 0.32 0.752 0.09 0.25 0.36 0.720

RIFG 0.33 0.57 0.58 0.561 0.40 0.25 1.60 0.111

LMFG 0.03 0.57 0.06 0.954 0.00 0.25 -0.01 0.996

RMFG 0.48 0.57 0.85 0.398 0.07 0.25 0.30 0.767

Notes.�6LJQL¿FDQFH�RI�FRQWUDVWV��EROG�IRQW�LQGLFDWHV�p<0.05. LSTG=left superior temporal gyrus, RSTG=right 
superior temporal gyrus, LIFG=left inferior frontal gyrus, RIFG=right inferior frontal gyrus, LMFG=left 
middle frontal gyrus, RMFG=right middle frontal gyrus. 
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Table 4.3. Planned contrasts with group-level estimates of haemodynamic response amplitude

HbO HbR

Contrast ȕ SE t p ȕ SE t p

Speech
vs.
Control

LSTG 2.17 0.70 3.13 0.030 -1.67 0.29 -5.78 <0.001

RSTG 3.42 0.70 4.92 <0.001 -2.22 0.29 -7.68 <0.001

LIFG -0.73 0.70 -1.05 0.848 0.08 0.29 0.28 0.995

RIFG -0.45 0.70 -0.65 0.848 -0.29 0.29 -1.01 0.995

LMFG -0.41 0.70 -0.59 0.848 -0.01 0.29 -0.03 0.995

RMFG -0.25 0.70 -0.36 0.928 -0.57 0.29 -1.97 0.338

Angry
vs.
Unemotional

LSTG 1.07 0.91 1.18 0.848 -0.19 0.34 -0.56 0.995

RSTG 0.65 0.91 0.72 0.848 -0.04 0.34 0.11 0.995

LIFG 0.99 0.91 1.09 0.848 0.06 0.34 0.17 0.995

RIFG 0.54 0.91 0.60 0.848 0.11 0.34 0.33 0.995

LMFG 0.59 0.91 0.65 0.848 -0.14 0.34 -0.42 0.995

RMFG 0.89 0.91 0.98 0.848 -0.22 0.34 -0.65 0.995

Happy
vs.
Unemotional

LSTG 0.57 0.92 0.62 0.848 0.54 0.35 1.53 0.658

RSTG 0.13 0.92 0.14 0.928 0.00 0.35 0.01 0.995

LIFG 0.89 0.92 0.17 0.848 0.05 0.35 0.15 0.995

RIFG 0.16 0.93 0.17 0.928 0.25 0.35 0.71 0.995

LMFG 0.28 0.92 0.30 0.928 -0.02 0.35 -0.05 0.995

RMFG 0.13 0.92 0.14 0.928 -0.11 0.35 -0.31 0.995

Sad
vs.
Unemotional

LSTG 0.25 0.75 0.34 0.928 0.21 0.32 0.66 0.995

RSTG 0.20 0.75 0.27 0.928 0.05 0.32 0.15 0.995

LIFG -0.92 0.76 -1.22 0.848 -0.08 0.32 -0.24 0.995

RIFG 0.47 0.75 0.63 0.848 -0.03 0.32 -0.10 0.995

LMFG 0.37 0.75 0.49 0.902 -0.13 0.32 -0.40 0.995

RMFG 0.03 0.75 0.04 0.972 -0.33 0.32 -1.01 0.995

RSTG
vs. LSTG

Emo. 0.87 0.42 2.08 0.334 -0.59 0.18 -3.33 0.008

Unemo. 1.18 0.73 1.62 0.688 -0.43 0.30 -1.41 0.700

Notes.�6LJQL¿FDQFH�RI�FRQWUDVWV��EROG�IRQW�LQGLFDWHV�p<0.05. LSTG=left superior temporal gyrus, RSTG=right 
superior temporal gyrus, LIFG=left inferior frontal gyrus, RIFG=right inferior frontal gyrus, LMFG=left 
middle frontal gyrus, RMFG=right middle frontal gyrus. Emo=Emotional, Unemo=Unemotional.
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post-stimulus-onset) followed by a reduction (minimum at ~10 s post-stimulus-onset), 
WKHQ�VWDELOLVLQJ�VOLJKWO\�DERYH�EDVHOLQH�DIWHU�a���V��'HÀHFWLRQV�LQ�+E5�IROORZHG�WKH�
VDPH�WLPH�FRXUVH�DV�+E2��EXW�DUH�RI�LQYHUVH�SRODULW\�DQG�UHGXFHG�DPSOLWXGH��DQG�ZHUH�
observed to be introduced by the signal-to-noise improvement algorithm that enhances 
the negative correlation between chromophores (Cui et al., 2010). In the control condi-
WLRQ��ELODWHUDO�0)*�VKRZHG�WKH�VDPH�SDWWHUQ�RI�GHÀHFWLRQV�LQ�ERWK�FKURPRSKRUHV�ZLWK�
greatly reduced amplitudes. Short-channels positioned over the MFG also revealed the 
VDPH�SDWWHUQ�IRU�VSHHFK�FRQGLWLRQV�LQ�+E2��DOWKRXJK�ZLWK�GHÀHFWLRQV�RI�JUHDWHU�DP-
plitudes (i.e., peak and minimum of ~5 µM from baseline). The similarity between the 
short-channel waveforms and MFG waveforms after short-channel regression suggests 
the regression of short-channels may not account for the entirety of the extracerebral 
VLJQDOV�LQ�WKH�ORQJ�FKDQQHO�GDWD��7KXV��WKH�GHÀHFWLRQV�REVHUYHG�LQ�ELODWHUDO�0)*�OLNHO\�
originate from extracerebral sources and are systemic in nature. Extracerebral signal 
FRPSRQHQWV�WHQG�WR�LQÀXHQFH�WKH�+E2�VLJQDO�PRUH�VWURQJO\�WKDQ�+E5��.LULOLQD�HW�DO���
�������DV�REVHUYHG�LQ�WKH�0)*��7KH�VLPLODULW\�LQ�WKH�SDWWHUQ�RI�GHÀHFWLRQV�LQ�WKH�control 
and speech conditions, although with greatly reduced amplitudes in the control condi-
WLRQ��LQGLFDWHV�WKDW�WKH�VSHHFK�VWLPXOL�GLG�QRW�HYRNH�WKH�GHÀHFWLRQV��EXW�UDWKHU�HQKDQFHG�
WKHP��SHUKDSV�UHÀHFWLQJ�WKH�DXWRQRPLF�QHUYRXV�V\VWHP¶V�UHVSRQVH�WR�WKH�OLVWHQLQJ�WDVN�
(Kirilina et al., 2012; Tachtsidis & Scholkmann, 2016).

4.4.2 Haemodynamic response amplitude per ROI per condition 

To predict the presence and amplitude of haemodynamic responses evoked by vocal 
HPRWLRQV��WKH�IROORZLQJ�PRGHO�ZDV�¿W�WR�HDFK�WKH�+E5�DQG�+E2�GDWD��ȕ��������ROI 
+ Condition + ROI:Condition + (1 + Condition|Participant). The model accounted 
IRU�PRUH�RI�WKH�YDULDQFH�LQ�WKH�+E5�GDWD��R2

m/c �����������WKDQ�WKH�+E2�GDWD��R
2

m/

c ������������)RU�ERWK�+E2�DQG�+E5��WKH�LQFOXVLRQ�RI�UDQGRP�LQWHUFHSWV�SHU�Participant 
DQG�UDQGRP�FRHI¿FLHQWV�RI�Condition per Participant��+E2��Ȥ2(14)=108.96, p<0.001, 
+E5��Ȥ2(14)=63.42, p��������DFFRXQWHG�IRU�D�VLJQL¿FDQW�DPRXQW�RI�YDULDQFH��7KH�PDLQ�
effects of ROI��+E2��Ȥ2(6)=72.51, p��������+E5��Ȥ2(6)=173.33, p<0.001) and Condition 
�+E2��Ȥ2(4)=9.51, p �������+E5��Ȥ2(4)=40.08, p��������DFFRXQWHG�IRU�D�VLJQL¿FDQW�
proportion of the variance, as did the interaction between ROI and Condition��+E2��
Ȥ2(20)=43.12, p �������+E5��Ȥ2(20)=71.54, p<0.001).

In both left and right STG, for all four speech conditions (angry, happy, sad, unemotion-
al���FRQFHQWUDWLRQV�RI�+E2�ZHUH�VLJQL¿FDQWO\�KLJKHU�WKDQ�]HUR��p<0.05) and concentra-
WLRQV�RI�+E5�ZHUH�VLJQL¿FDQWO\�ORZHU�WKDQ�]HUR��p<0.05; Figure 4.4A, Table 4.2). In left 
IFG, sad�HYRNHG�D�FRQFHQWUDWLRQ�RI�+E2��p �������VLJQL¿FDQWO\�ORZHU�WKDQ�]HUR��1R�
RWKHU�VLJQL¿FDQW�FKDQJHV�LQ�WKH�FRQFHQWUDWLRQ�RI�HLWKHU�FKURPRSKRUH�ZHUH�REVHUYHG�LQ�
any other ROI for any speech condition. The control�FRQGLWLRQ�GLG�QRW�GLIIHU�VLJQL¿FDQW-
ly from zero in any ROI or either chromophore (Figure 4.4A, Table 4.2).
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4.4.3 Speech evokes bilateral STG activation

To address the hypothesis that speech evokes haemodynamic activity bilaterally in STG, 
contrasts between speech (angry, happy, sad, unemotional aggregated) and control 
conditions were employed. The contrasts demonstrate that speech stimuli evoke a higher 
FRQFHQWUDWLRQ�RI�+E2�LQ�OHIW��p=0.030) and right (p<0.001) STG, relative to the silent 
control�FRQGLWLRQ��)LJXUH����%��7DEOH�������&RQJUXHQWO\��FRQFHQWUDWLRQV�RI�+E5�ZHUH�
VLJQL¿FDQWO\�ORZHU�IRU�VSHHFK�FRPSDUHG�WR�WKH�control condition in left and right STG 
(p���������FRQ¿UPLQJ�WKDW�VSHHFK�HYRNHV�KDHPRG\QDPLF�DFWLYLW\�ELODWHUDOO\�LQ�67*�

4.4.4�9RFDO�HPRWLRQV�HYRNH�VLJQL¿FDQW�ULJKW�ODWHUDOLVHG�+E5�UHVSRQVHV�LQ�67*

The presence of hemispheric lateralisation in STG was investigated by contrasting 
estimates of response amplitude in left and right STG for emotional (angry, happy, sad 
speech together) and for unemotional�VSHHFK��)RU�+E2��UHVSRQVH�HVWLPDWHV�IRU�HPRWLRQ-
al and unemotional speech conditions were numerically higher in right, compared to 
OHIW��67*��EXW�WKHVH�GLIIHUHQFHV�ZHUH�QRW�VWDWLVWLFDOO\�VLJQL¿FDQW��p>0.05; Figure 4.4C, 
7DEOH�������)RU�+E5��D�ULJKW�ODWHUDOLVDWLRQ�RI�WKH�KDHPRG\QDPLF�DFWLYLW\�ZDV�REVHUYHG�
IRU�HPRWLRQDO�VSHHFK�ZLWK�UHGXFHG�+E5�LQ�ULJKW��FRPSDUHG�WR�OHIW��67*��p=0.008), 
but not for unemotional speech (p=0.700). Thus the hypothesis that emotional speech 
evokes haemodynamic activity predominantly in right, compared to left, STG was only 
partially supported. The trend for larger haemodynamic response amplitudes in right 
than left STG for unemotional speech is unexpected, as activity evoked by non-emo-
tional speech is typically associated with a left-hemisphere bias in STG.

4.4.5 fNIRS insensitive to discrete emotions

To determine whether fNIRS is sensitive to discrete emotions and therefore might yield 
independent cortical signatures for each emotion, contrasts were made between each 
of angry vs. unemotional, happy vs. unemotional, and sad vs. unemotional, speech. No 
VLJQL¿FDQW�GLIIHUHQFHV�ZHUH�REVHUYHG�LQ�DQ\�52,�IRU�HLWKHU�FKURPRSKRUH�IRU�angry, 
happy, or sad relative to unemotional, supporting the null hypothesis that fNIRS is not 
VHQVLWLYH�WR�HPRWLRQ�VSHFL¿F�KDHPRG\QDPLF�DFWLYLW\��p>0.05; Table 4.3).

4.5 Discussion

This study investigated whether fNIRS imaging could be used to obtain unique neural 
signatures for angry, happy, and sad speech. Using ROI analyses, the data demonstrate 
that fNIRS is sensitive to speech-evoked activation of the STG bilaterally, and the 
right-lateralisation of STG for emotional speech, but it is not sensitive to discrete 
cortical representations of emotions conveyed in speech. 
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4.5.1 Haemodynamic activity evoked by speech and emotional speech

Speech-evoked activation of bilateral STG, evidenced by elevated haemodynamic 
responses relative to silence for both chromophores, is consistent with previous 
studies employing fNIRS (Mushtaq et al., 2019; Sevy et al., 2010; Wiggins et al., 
2016) and fMRI (e.g., Belin et al., 2002; Fecteau et al., 2004; Okada et al., 2010). A 
right-lateralisation for STG involvement evoked by emotional speech was numerically 
evident for both emotional and unemotional speech in both chromophores but was only 
VLJQL¿FDQW�IRU�HPRWLRQDO�VSHHFK�LQ�+E5��7KLV�ULJKW�ODWHUDOLVDWLRQ�IRU�HPRWLRQDO�VSHHFK�
is consistent with previous data obtained using fMRI (Beaucousin et al., 2007; Kotz et 
al., 2006; Kreitewolf et al., 2014; Seydell-Greenwald et al., 2020; von Cramon et al., 
2003; Witteman et al., 2012). Right-lateralisation of STG activity to vocal emotions 
is also consistent with fNIRS investigations of vocal emotions (Table 4.1), of which 
WKH�PDMRULW\�UHSRUW�RQO\�FRQFHQWUDWLRQV�RI�WKH�+E2�FKURPRSKRUH��6RQND\D�	�%D\D]ÕW��
2018; Zhang et al., 2017, 2018; Zhen et al., 2021). The speech stimuli employed in 
the present study are most similar to those of Zhang et al. (2018), which employed 
six-syllable pseudo-sentences in four emotions, although the present study replaces 
fearful with sad, and doubles the number of trials presented per emotion. It seems 
unlikely that these differences contribute to the right-lateralisation of STG activity for 
+E2�QRW�UHDFKLQJ�VLJQL¿FDQFH��7KH�JUHDWHU�YDULDELOLW\�REVHUYHG�LQ�+E2�UHODWLYH�WR�+E5�
LV�D�PRUH�SUREDEOH�FDXVH�IRU�WKH�QRQ�VLJQL¿FDQFH�RI�WKH�DSSDUHQW�ULJKW�ODWHUDOLVDWLRQ�
HYRNHG�E\�YRFDO�HPRWLRQV�LQ�67*�IRU�+E2��)LJXUH����&���,QFUHDVHG�YDULDELOLW\�LQ�WKH�
DPSOLWXGH�RI�+E2�UHODWLYH�WR�+E5�KDHPRG\QDPLF�UHVSRQVHV�LV�D�FRPPRQ�SKHQRPHQRQ�
(e.g., Defenderfer et al., 2017; Mushtaq et al., 2019; Sato et al., 1999; Wiggins et al., 
�������ZKLFK�LQ�SUDFWLFH��PHDQV�WKH�GLIIHUHQFHV�LQ�DPSOLWXGHV�IRU�+E2�HVWLPDWHV�QHHG�WR�
EH�SURSRUWLRQDWHO\�JUHDWHU�WKDQ�WKH�GLIIHUHQFHV�LQ�DPSOLWXGHV�UHTXLUHG�IRU�+E5�WR�UHDFK�
VLJQL¿FDQFH��

fMRI studies associate language processing with enhanced left relative to right STG 
activity (Dick et al., 2007; Frost, 1999; Pujol et al., 1999), as do fNIRS studies inves-
tigating cortical activations evoked by speech (Mushtaq et al., 2019; Pollonini et al., 
2014; Sevy et al., 2010). In the present study, a trend to right-lateralisation of STG 
activity evoked by unemotional speech was observed, which does not align with the ex-
pected dominance of left STG in the processing of speech. This may be explained by the 
LQFUHDVHG�VSHFL¿FLW\��L�H���WKH�HVWLPDWHG�SURSRUWLRQ�RI�HPLWWHG�SKRWRQV�WKDW�SDVV�WKURXJK�
a brain area, of the channels covering right, relative to left, STG (Chapter 2.2.2, Table 
������,Q�FKDQQHOV�ZLWK�KLJKHU�VSHFL¿FLW\��FRUWLFDO�VLJQDO�FRPSRQHQWV�PDNH�XS�D�ODUJHU�
portion of the signal, resulting in a higher signal-to-noise ratio, than in channels with 
ORZHU�VSHFL¿FLW\�YDOXHV��=LPHR�0RUDLV�HW�DO����������5LJKW�67*�FKDQQHOV�ZLWK�KLJKHU�
VSHFL¿FLW\�YDOXHV�PD\�\LHOG�ODUJHU�KDHPRG\QDPLF�UHVSRQVHV�WKDQ�OHIW�67*�FKDQQHOV�
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ZLWK�ORZHU�VSHFL¿FLW\�YDOXHV��SRWHQWLDOO\�H[SODLQLQJ�WKH�WUHQG�WR�ULJKW�ODWHUDOLVDWLRQ�RI�
the haemodynamic responses in STG evoked by unemotional speech.

The measured cortical activity for angry, happy, and sad vocal emotions did not differ 
VLJQL¿FDQWO\�IURP�unemotional speech in any ROI, indicating that fNIRS, using an 
ROI-based approach, is insensitive to discrete emotions. This study did not replicate any 
RI�WKH�HPRWLRQ�VSHFL¿F�¿QGLQJV�GHVFULEHG�IRU�HLWKHU�I05,�RU�I1,56�VWXGLHV�UHIHUHQFHG�
LQ�7DEOH������7KH�LQDELOLW\�WR�UHSOLFDWH�WKH²KLJKO\�YDULDEOH²I05,�¿QGLQJV�PD\�EH�
explained by fNIRS reduced spatial resolution and depth penetration compared to fMRI 
(Pinti et al., 2020). Of the existing fNIRS studies, which almost exclusively report 
channel-wise haemodynamic activity, the present study is most consistent with Steber 
HW�DO����������ZKR�DOVR�GLG�QRW�REVHUYH�DQ\�VLJQL¿FDQW�KDHPRG\QDPLF�DFWLYLW\�IRU�
discrete emotions conveyed in speech. In contrast to the other fNIRS studies that report 
VLJQL¿FDQW�DFWLYLW\�LQ�YDULDEOH�FKDQQHOV�IRU�GLVFUHWH�HPRWLRQV��7DEOH������$QXDUGL�	�
<DPD]DNL��������*UXEHU�HW�DO���������6RQND\D�	�%D\D]ÕW��������'��=KDQJ�HW�DO���������
Zhen et al., 2021), the present study employed ROI analysis, which reduces fNIRS’ 
spatial resolution, but yields more reliable analyses with a reduced risk of Type I errors 
(Wiggins et al., 2016).

4.5.2 fNIRS cannot distinguish cortical activity evoked by discrete emotions

Three previous fNIRS studies employing channel-wise analyses reveal happy, relative 
WR�XQHPRWLRQDO��VSHHFK�HYRNHV�HOHYDWHG�KDHPRG\QDPLF�DFWLYLW\�IRU�+E2�LQ�D�VLQJOH�
FKDQQHO�RYHU�OHIW�,)*��6RQND\D�	�%D\D]ÕW��������'��=KDQJ�HW�DO���������=KHQ�HW�DO���
2021), measuring between F5 and FC5 according to the International 10/10 system 
(Chatrian et al., 1985). The described channel is included in the left IFG ROI examined 
in the present study. Visual inspection of the estimates of haemodynamic response 
amplitude for happy in the FC-FC5 channel for each participant (extracted from the 
¿UVW�OHYHO�*/0�DQDO\VLV��LQGLFDWHG�WKDW�RQO\�RQH�SDUWLFLSDQW�VKRZHG�DQ�+E2�HVWLPDWH�
VLJQL¿FDQWO\�KLJKHU�WKDQ�]HUR��([SORUDWRU\�PRGHOV��/0(V��¿W�WR�WKHVH�HVWLPDWHV�
UHYHDOHG�QR�VLJQL¿FDQW�JURXS�OHYHO�KDHPRG\QDPLF�DFWLYLW\�HYRNHG�E\�happy speech in 
WKH�)&�)&��FKDQQHO��+E2��ȕ �������SE=1.23, t=-0.21, p �������+E5��ȕ ������SE=0.6, 
t=1.33, p ��������FRQ¿UPLQJ�WKDW�WKH�SUHVHQW�VWXG\�GRHV�QRW�UHSOLFDWH�WKH�FKDQQHO�VSH-
FL¿F�OHIW�,)*�DFWLYLW\�SUHYLRXVO\�UHSRUWHG�IRU�happy speech.

Angry speech is reported to evoke increased haemodynamic activity in a single channel 
between AF7 and FP1 according to the International 10/10 system, described by the 
authors as measuring from left MFG (Zhen et al., 2021). According to the fOLD toolbox 
DQG�WKH�$$/��DWODV�XVHG�WR�GH¿QH�WKH�PRQWDJH�XVHG�LQ�WKH�SUHVHQW�VWXG\��5ROOV�HW�
al., 2015; Tzourio-Mazoyer et al., 2002; Zimeo Morais et al., 2018), this channel can 
LQGHHG�EH�FODVVL¿HG�DV�FRUUHVSRQGLQJ�WR�OHIW�0)*��7KLV�FKDQQHO�ZDV�QRW�LQFOXGHG�LQ�WKH�
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PRQWDJH�XVHG�LQ�WKH�SUHVHQW�VWXG\��EHFDXVH�WKH�VSHFL¿FLW\��L�H���WKH�HVWLPDWHG�SKRWRQ�
sensitivity per channel) as calculated by the fOLD toolbox for this channel is substan-
WLDOO\�ORZHU�������WKDQ�WKH�PLQLPXP�VSHFL¿FLW\�RI�WKH�RWKHU�LQFOXGHG�0)*�FKDQQHOV�
(all>60%). This means that the channels included in the present study are more likely to 
detect haemodynamic activity in MFG evoked by angry speech than the single AF7-FP1 
FKDQQHO�UHSRUWHG�E\�=KHQ�HW�DO����������7KH�LQFUHDVHG�FKDQQHO�VSHFL¿FLW\�DQG�PRUH�
reliable ROI analysis approach (Wiggins et al., 2016) used in the present study possibly 
H[SODLQ�ZK\�WKH�SUHVHQW�VWXG\�GLG�QRW�UHSOLFDWH�=KHQ�HW�DO�¶V��������¿QGLQJ�WKDW�angry 
speech is processed in left MFG.  

In the present study, sad speech did not evoke a unique pattern of haemodynamic 
activity relative to unemotional speech. To date, the only report of a unique cortical 
representation of sad speech reported using fNIRS is in right MFG (Anuardi & Yamaza-
ki, 2019), although the exact location of the channel on the scalp for which the response 
is reported is unclear. The majority of fNIRS studies do not investigate cortical activity 
evoked by sad speech, including fearful speech instead (Gruber et al., 2020; Sonkaya 
	�%D\D]ÕW��������6WHEHU�HW�DO���������'��=KDQJ�HW�DO���������=KHQ�HW�DO����������7KH�
decision to include sad rather than fearful speech in the present study was based on the 
prevalence of behavioural studies consistently reporting higher accuracy for sad than 
fearful speech (Metcalfe, 2017; Paulmann et al., 2008; Sauter et al., 2010; Scherer et al., 
1991). As such, the null result obtained for sad speech in the present study contributes 
YDOXDEOH�LQIRUPDWLRQ�WR�WKH�¿HOG�RI�YRFDO�HPRWLRQV�DV�PHDVXUHG�ZLWK�I1,56�

Differences in haemodynamic response amplitude were not compared between discrete 
emotions (i.e., angry and happy) in the present study and would be unlikely to be sig-
QL¿FDQW��EDVHG�RQ�YLVXDO�LQVSHFWLRQ�RI�)LJXUH����$��'HVSLWH�WKLV��WKH�OLQHDU�UHGXFWLRQ�LQ�
UHVSRQVH�DPSOLWXGHV�RI�+E2�IURP�angry to happy and then to sad to unemotional in left 
67*�VXJJHVWV�VRPH�GLVFUHWH�SURFHVVLQJ�PLJKW�RFFXU��7KH�+E5�UHVSRQVH�DPSOLWXGH�IRU�
angry in left STG was lowest, with a linear reduction from happy to sad to unemotional. 
In right STG, only angry showed an elevated response amplitude relative to the other 
HPRWLRQV�IRU�+E2��DQG�IRU�+E5��UHVSRQVH�DPSOLWXGHV�RI�DOO�VSHHFK�FRQGLWLRQV�ZHUH�VLP-
LODU��,Q�ELODWHUDO�67*�IRU�+E2�DQG�OHIW�67*�IRU�+E5��angry speech evoked the largest 
response, consistent with evidence from fMRI that angry speech may enhance activity 
in STG (Frühholz & Ceravolo, 2018). A difference in the arousal, the stimulus-evoked 
autonomic activation, between angry speech and speech conveying other emotions may 
account for the enhanced response, as vocal emotions with higher arousal are associated 
with larger haemodynamic response amplitudes bilaterally in STG (Bestelmeyer et 
al., 2017; Ethofer et al., 2012; Wiethoff et al., 2008). Moreover, a gradual reduction 
in arousal from angry to happy to sad�PD\�H[SODLQ�WKH�JUDGLHQW�LQ�+E5�UHVSRQVH�
amplitudes observed in left STG. Alternatively, the greater activation for angry speech 
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REVHUYHG�ELODWHUDOO\�LQ�67*�PD\�UHÀHFW�D�GLIIHUHQFH�LQ�SHUFHLYHG�ORXGQHVV��:HGHU�HW�DO���
2020), despite all speech stimuli having been presented at equal intensity. Future fNIRS 
studies on vocal emotions should account for arousal and perceived loudness. 

4.5.3 Comparing waveforms and estimates of haemodynamic response ampli-
tudes

The grand average waveforms of the haemodynamic responses evoked in bilateral STG 
(Figure 4.3) by vocal emotions match the expected shape of the canonical haemody-
namic response function (e.g., Glover, 1999), and their peak amplitudes are consistent 
with response estimates for left and right STG obtained using the GLM (second-level) 
analysis (Figure 4.4A). In the IFG bilaterally, the waveforms show concentrations 
RI�+E2�EHORZ�]HUR�DQG�+E5�DERYH�]HUR��ZLWK�WKH�FORVHVW�UHVHPEODQFH�WR�D�QHJDWLYH�
haemodynamic response observed for happy speech (Figure 4.3). The second-level 
DQDO\VLV�UHYHDOHG�D�VLJQL¿FDQW�QHJDWLYH�HVWLPDWH�RI�KDHPRG\QDPLF�UHVSRQVH�DPSOLWXGH�
IRU�+E2�IRU�sad speech only (Figure 4.4A).  

This difference between the grand average waveforms for left IFG and the group-level 
estimates is likely attributable to the pre-processing steps employed to generate the 
waveforms and/or the statistical methods applied to estimate amplitudes in each 
approach. The pre-processing steps to generate waveforms include modifying the 
recorded signal using algorithms to correct for motion artefacts (Fishburn et al., 2019) 
and improve the signal-noise-ratio (Cui et al., 2010). Cui et al.’s (2010) algorithm, in 
particular, enhances the negative correlation between chromophores, and when applied, 
WKH�QHJDWLYH�+E2�GHÀHFWLRQ�LQ�OHIW�,)*�LV�JUHDWHU�LQ�DPSOLWXGH�DQG�VPRRWKHU�IRU�DOO�
speech conditions. Fishburn et al.’s (2019) algorithm corrects spikes and baseline shifts 
LQ�WKH�VLJQDO��DQG�ZKHQ�DSSOLHG��WKH�QHJDWLYH�+E2�GHÀHFWLRQ�LQ�OHIW�,)*�LV�VKDOORZHU�IRU�
all speech conditions. When neither algorithm is applied, sad and unemotional speech 
VKRZ�WKH�ODUJHVW�QHJDWLYH�GHÀHFWLRQV�RI�+E2�LQ�OHIW�,)*��FRQVLVWHQW�ZLWK�WKH�HVWLPDWHV�
from the GLM approach (Figure 4.4A). The GLM approach does not employ any 
pre-processing steps, but rather accounts for physiological noise and motion artefacts 
on the basis of their correlation, using an autoregressive model. As the two approaches 
employ different mechanisms to isolate the neural signal component from the noise, 
further investigation would be required to pinpoint the exact origin of the difference ob-
served between the waveforms and second-level estimates of haemodynamic response 
amplitude in left IFG.

Moreover, the waveform and GLM approaches also employ different statistical 
methods. Grand average waveforms are obtained by simple averaging of epoched 
time courses, whereas the GLM approach considers the shape of the time course when 
FDOFXODWLQJ�WKH�¿UVW�OHYHO�HVWLPDWHV�RI�UHVSRQVH�DPSOLWXGH��+XSSHUW���������PHDQLQJ�WKDW�
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if the time course does not match the haemodynamic response function (e.g., Glover, 
1999), the GLM will estimate an amplitude close to zero.  Furthermore, in the GLM 
approach, the second-level LME analysis accounts for differences between participants’ 
response amplitudes overall with random intercepts per participant and for differences 
between participants’ response amplitudes to the investigated conditions with random 
FRHI¿FLHQWV��VORSHV��IRU�HDFK�FRQGLWLRQ�SHU�SDUWLFLSDQW��$V�GHVFULEHG��WKH�WZR�DSSURDFK-
es are distinct from each other, meaning that while they are complementary, and in the 
ideal case, the estimates of response amplitude are consistent between the two, it is also 
possible for certain differences to be observed.

4.5.4 Strengths and limitations

The present study’s central strength is the robust experimental design. First, the present 
study records from the highest, most densely arranged, number of channels used in 
an fNIRS study of vocal emotions to date, whereby the reliability of the analyses was 
increased by averaging across channels within an ROI (Wiggins et al., 2016). Second, 
short-channel detectors were incorporated into the montage to detect and regress out 
extracerebral changes in oxygenation, reducing the contamination of cerebral signal 
components by extracerebral components (Brigadoi & Cooper, 2015).

5HFHQW�LQYHVWLJDWLRQV�RI�WKH�LQÀXHQFH�RI�52,�VL]H�RQ�REVHUYDWLRQV�RI�KDHPRG\QDPLF�
activity indicate that averaging across large ROIs may obscure more localised haemo-
dynamic activity (Powell et al., 2018; Shader et al., 2021). The present study selected 
fairly broad ROIs. While this is not assumed to be a severe limitation of the present 
study, future research should investigate haemodynamic activity evoked by vocal 
emotions with smaller ROIs, plausibly including smaller ROIs within the ROIs used 
in the present study. Furthermore, behavioural measures of emotion recognition and 
participants’ emotional state before beginning the experiment may provide valuable 
insight into individual variability and should be included in future studies. 

4.6 Conclusions

7KH�SUHVHQW�VWXG\�FRQ¿UPV�WKDW�I1,56�LV�QRW�VHQVLWLYH�WR�GLVFUHWH�YRFDO�HPRWLRQV��
Evidence was found for fNIRS’ sensitivity to speech-evoked haemodynamic activity in 
bilateral STG. Furthermore, a right-lateralisation of the haemodynamic activity evoked 
E\�HPRWLRQDO�VSHHFK�ZDV�REVHUYHG�LQ�67*��,Q�OLJKW�RI�WKHVH�¿QGLQJV��I1,56�LV�QRW�WKH�
optimal tool for studying the neural representation of discrete vocal emotions but still 
holds promise as a valuable technique for studying other aspects of vocal emotion, and 
more broadly, speech perception in a variety of listeners. 
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Chapter 5| Deciphering emotion: Cortical responses 
to vocal emotions with attenuated voice pitch 
variations as measured by functional near-infrared 
spectroscopy

5.1 Abstract

Background.�1RUPDO�KHDULQJ��1+��OLVWHQHUV�UHO\�PRVW�VWURQJO\�RQ�WKH�YDULDWLRQV�RI�
fundamental frequency (F0; the acoustic correlate of voice pitch) to identify emotions 
conveyed in speech. Without informative F0 cues, listeners’ ability to extract emotional 
meaning from speech is reduced, although substantial variability in performance is 
observed between listeners. An objective measure of listeners’ ability to recognise 
HPRWLRQV�LQ�VSHHFK��LQ�WKLV�FDVH��FKDQJHV�LQ�FRUWLFDO�EORRG�ÀRZ�HYRNHG�E\�FRUWLFDO�
neuronal activity measured with functional near-infrared spectroscopy (fNIRS), can 
help determine the neural underpinnings of successful and poor recognition of vocal 
emotions resulting from uninformative F0 cues.

Aims. fNIRS was used to investigate cortical haemodynamic responses to vocal 
emotions conveyed in natural speech and speech with uninformative F0 cues, with 
a particular focus on the relationship between haemodynamic response amplitude 
evoked by vocal emotions and behavioural accuracy in recognising vocal emotions with 
uninformative F0 cues.

Method.�1+�OLVWHQHUV��1 ����FRPSOHWHG�D�EORFN�GHVLJQ�OLVWHQLQJ�WDVN��LQ�ZKLFK�WKH\�
listened to ~7.25-s blocks of happy and sad speech, in each natural speech and speech 
with variations in F0 attenuated (rendering F0 cues uninformative), as well as 7.25 s 
of silence as a control condition. Regions of interest (ROI) included bilateral superior 
temporal gyri (STG) and inferior frontal gyri (IFG). To obtain behavioural accuracy 
scores, listeners adjudged angry, happy, sad and unemotional sentences (each in natural 
speech and speech with variations in F0 attenuated) in a 4-alternative forced-choice 
emotion recognition task, repeated before and after the fNIRS listening task. 

Results.�6LJQL¿FDQW�KDHPRG\QDPLF�DFWLYLW\�LQ�ULJKW�67*�HYRNHG�E\�YRFDO�HPRWLRQV�
(vocal emotions in natural speech and speech with attenuated F0 variations aggregated, 
FRPSDUHG�WR�VLOHQFH���DV�ZHOO�DV�D�VLJQL¿FDQW�ULJKW�ODWHUDOLVDWLRQ�RI�67*�DFWLYLW\�HYRNHG�
by vocal emotions in each natural speech and speech with F0 variations attenuated. 
5HVSRQVH�DPSOLWXGHV�GLG�QRW�GLIIHU�VLJQL¿FDQWO\�EHWZHHQ�YRFDO�HPRWLRQV�LQ�QDWXUDO�
speech and speech with variations in F0 attenuated in any ROI. Behavioural accuracy in 
recognising vocal emotions with attenuated variations in F0 before the fNIRS recording 
ZDV�VLJQL¿FDQWO\�DVVRFLDWHG�ZLWK�KDHPRG\QDPLF�UHVSRQVH�DPSOLWXGH�LQ�ULJKW�67*��
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decreasing accuracy was associated with increasing response amplitude.

Conclusions.�7KH�GDWD�FRQ¿UP�WKH�LQYROYHPHQW�RI�ULJKW�67*�LQ�WKH�SURFHVVLQJ�RI�YRFDO�
emotions, with and without informative F0 cues. Moreover, they demonstrate that 
WKH�DPSOLWXGH�RI�KDHPRG\QDPLF�UHVSRQVHV�LQ�ULJKW�67*�UHÀHFWV�OLVWHQHUV¶�DELOLWLHV�WR�
recognise emotions conveyed in speech with uninformative F0 cues.

5.2 Introduction

+HDOWK\��QRUPDO�KHDULQJ��1+��OLVWHQHUV�DUH�KLJKO\�VNLOOHG�DW�UHFRJQLVLQJ�HPRWLRQV�LQ�
speech (e.g., Bezooijen, 1984; Cannon & Chatterjee, 2018; Chatterjee et al., 2015; 
&KULVWHQVHQ�HW�DO���������'HPHQHVFX�HW�DO���������+RXVH��������-LDQJ�HW�DO���������
Laukka & Laukka, 2004; Luo et al., 2007; Metcalfe, 2017; Tinnemore et al., 2018)—as 
long as the natural variation in fundamental frequency (F0) is intact. F0, the rate of 
vibration of the vocal folds during speech production, is the acoustic correlate of voice 
SLWFK��1+�OLVWHQHUV�UHO\�KHDYLO\�RQ�WKH�)��FRQWRXU��L�H���WKH�YDULDWLRQ�LQ�)��RYHU�WLPH��WR�
recognise vocal emotions (Chapter 3, Banse & Scherer, 1996; Globerson et al., 2013; 
+DPPHUVFKPLGW�	�-�UJHQV��������0HWFDOIH��������0R]]LFRQDFFL��������3DWHO�HW�DO���
2011; Pell, 1998; Rodero, 2011; Scherer et al., 2003).

Accuracy with which vocal emotions are recognised decreases substantially when 
cues in F0, the primary acoustic feature conveying emotional information in speech, 
are reduced (e.g., Chapter 3, Everhardt et al., 2020; Jiam et al., 2017; Leitman, 2010). 
Accordingly, cochlear implant (CI) users, whose CI devices transmit spectrotemporally 
GHJUDGHG�VSHHFK�FRQWDLQLQJ�UHGXFHG�)��FXHV��%DúNHQW�HW�DO���������:LOVRQ�	�'RUPDQ��
������UHFRJQLVH�YRFDO�HPRWLRQV�OHVV�DFFXUDWHO\�WKDQ�1+�OLVWHQHUV��&KDWWHUMHH�HW�DO���
2015; Everhardt et al., 2020; Gilbers et al., 2015; Jiam et al., 2017; Luo et al., 2007; 
Most & Aviner, 2009; Nakata et al., 2012; Pak & Katz, 2019; Panzeri et al., 2021; 
3HUHLUD��������3HWHUV��������5HQ�HW�DO���������:DDUDPDD�HW�DO����������$�VLPLODU�GH¿FLW�LQ�
UHFRJQLWLRQ�RI�YRFDO�HPRWLRQV�FDQ�EH�HOLFLWHG�LQ�1+�OLVWHQHUV�ZKHQ�YDULDWLRQV�LQ�)��DUH�
attenuated through noise-vocoded CI simulations (Chatterjee et al., 2015; Gilbers et al., 
2015; Luo et al., 2007; Metcalfe, 2017; Pak & Katz, 2019; Ritter & Vongpaisal, 2018), 
speech synthesis (Johnson et al., 1986; Laukka & Juslin, 2007; Robinson et al., 2019) 
or targeted reductions of variations in F0 (Chapter 3; Leitman et al., 2010; Metcalfe, 
2017). Moreover, the extent to which accuracy in recognising vocal emotions is reduced 
is correlated with the degree to which variations in F0 are attenuated, i.e., the more 
severe the attenuation of variations in F0, the less informative the F0 cues, and the less 
accurately listeners recognise vocal emotions (Breitenstein, Van Lancker, et al., 2001; 
Chatterjee et al., 2015; Frühholz, van der Zwaag, et al., 2016; Leitman et al., 2010; Pak 
& Katz, 2019; Ritter & Vongpaisal, 2018). Confusion analyses indicate that emotions 
in speech with uninformative F0 cues are most commonly confused with unemotional 
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speech rather than with other emotions (Chapter 3.4.2; Chatterjee et al., 2015; Metcalfe, 
2017). 

According to the weighting-by-reliability hypothesis, listeners adapt to the intrinsic 
variability in speech by weighting acoustic cues according to their usefulness (Toscano 
& McMurray, 2010). From this perspective, when listeners are faced with uninformative 
F0 cues, they may rely on more informative cues provided by other acoustic features, 
such as intensity and speech rate, to decode vocal emotions. Evidence exists that 
increased reliance on intensity cues may support recognition of emotions in the absence 
of F0 cues to emotional prosody (Chapter 3; Luo et al., 2007), although intensity cues 
DORQH�DUH�QRW�VXI¿FLHQW�IRU�VXFFHVVIXO�UHFRJQLWLRQ�RI�YRFDO�HPRWLRQV��&KDSWHU����0HWFDO-
fe, 2017). Other studies suggest that listeners cannot use intensity cues to compensate 
for uninformative F0 cues when identifying vocal emotions (Gilbers et al., 2015; Luo, 
������9DQ�GH�9HOGH���������+HJDUW\�	�)DXONQHU��������SRVLW�WKDW�OLVWHQHUV�PD\�EH�DEOH�
to make use of speech-rate cues to recognise emotions in speech in which F0 cues are 
uninformative, while other studies indicate that whether or not listeners increase their 
reliance on speech rate when parsing vocal emotions, they are unable to make use of 
speech-rate cues to recognise emotions in speech with uninformative F0 cues (Chapter 
3; Gilbers et al., 2015; Luo, 2016; Van de Velde, 2017). Further, speech rate, of itself, 
LV�QRW�VXI¿FLHQW�IRU�VXFFHVVIXO�UHFRJQLWLRQ�RI�YRFDO�HPRWLRQV��&KDSWHU����0HWFDOIH��
2017). Additional evidence from studies of question/statement intonation in speech with 
uninformative F0 cues suggests that listeners can increase their reliance on intensity 
cues (Marx et al., 2015; Meister et al., 2011; Peng et al., 2012, 2009) and, in cases of 
severe spectral degradation, duration cues (Peng et al., 2012), to discriminate between 
the intonations of questions and statements. The high variability in all these studies, 
FRQ¿UPHG�E\�(YHUKDUGW�HW�DO�¶V��������PHWDQDO\VLV�RI�VWXGLHV�H[DPLQLQJ�UHFRJQLWLRQ�RI�
YRFDO�HPRWLRQV�DQG�LQWRQDWLRQ�ZKHQ�YDULDWLRQV�LQ�)��DUH�DWWHQXDWHG²VSHFL¿FDOO\�LQ�&,�
OLVWHQHUV�DQG�LQ�1+�OLVWHQHUV�OLVWHQLQJ�WR�VLPXODWHG�&,�VSHHFK²VXJJHVWV�WKDW�WKH�DELOLW\�
to reweight acoustic cues on the basis of usefulness and to extract meaningful informa-
WLRQ�IURP�WKHP�PD\�EH�OLVWHQHU�VSHFL¿F��

At the group level, functional neuroimaging of cortical metabolic activity, using 
functional magnetic resonance imaging (fMRI) and functional near-infrared spectrosco-
py (fNIRS) demonstrate that aurally perceived speech evokes haemodynamic activity in 
bilateral superior temporal gyrus (STG; Table 5.1; for review, Alho et al., 2014; Ferrari 
	�4XDUHVLPD��������+DUULVRQ�	�+DUWOH\��������3ULFH��������YDQ�GH�5LMW�HW�DO����������
Reduced activity in bilateral STG is reported for speech with uninformative F0 cues 
relative to natural speech, and increased listening challenge is associated with increased 
left IFG activity, whether due to reduced intelligibility or increased syntactic complexity 
(Table 5.1).
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fNIRS and fMRI studies consistently report that vocal emotions, relative to neutral or 
unemotional speech, evoke increased haemodynamic activity in right, relative to left 
STG (see Table 5.1). Right lateralisation of STG activity was also observed using fNIRS 
(see Chapter 4; and Table 5.1), consistent with the proposed specialisation of right STG 
for decoding speech melody and changes in pitch (Flinker et al., 2019; Friederici & 
Gierhan, 2013; Poeppel, 2003). The involvement of bilateral IFG in processing vocal 
emotions has been demonstrated with fMRI, but not with fNIRS (Chapter 4; and Table 
5.1). Using fMRI, Ethofer et al. (2009) demonstrate the importance of high spatial 
resolution for obtaining signatures of discrete emotions: signatures can be decoded from 
QHXUDO�DFWLYLW\�UHFRUGHG�LQ�ELODWHUDO�WHPSRUDO�UHJLRQV��EXW�DUH�QRW�UHÀHFWHG�LQ�HVWLPDWHV�
of haemodynamic responses averaged across brain regions. Most fMRI and fNIRS 
studies average over cortical areas, and accordingly, report highly variable cortical ac-
tivity associated with discrete emotions, including increased activity in left and/or right 
STG, IFG and MFG for angry, right STG and left IFG for happy, and left or right MFG 
IRU�VDG�VSHHFK��VHH�7DEOH�����LQ�&KDSWHU���IRU�V\QWKHVLV�RI�I05,�DQG�I1,56�¿QGLQJV���
&KDSWHU���DOVR�FRQ¿UPHG�WKDW�I1,56�LV�QRW�VHQVLWLYH�WR�WKH�FRUWLFDO�UHSUHVHQWDWLRQV�RI�
discrete emotions.

To date, the accounts of functional cortical activity evoked by vocal emotion (i.e., fMRI 
and fNIRS studies; Table 5.1 in Chapter 4 and Chapter 4) have focussed on group-level 
activity evoked by easily recognised emotions. The patterns of haemodynamic activity 
underlying reduced accuracy of recognition of vocal emotions remain to be investigated 
for vocal emotions in both natural speech and speech with uninformative F0 cues. 
Two electroencephalography (EEG) studies have associated reduced accuracy of vocal 
emotion recognition with right-lateralisation of cortical activity: Kislova & Rusalova 
�������LQWHUSUHWHG�WKH�ULJKW�ODWHUDOLVDWLRQ�LQ�1+�OLVWHQHUV�OLVWHQLQJ�WR�YRFDO�HPRWLRQV�
in natural speech as an indication of increased attention to the emotional content of 
the speech. Cartocci et al. (2021) posit that right-lateralisation in CI listeners may 
UHÀHFW�UHGXFHG�OHIW�KHPLVSKHUH�DFWLYLW\�UHVXOWLQJ�IURP�QHXURSODVWLF�FKDQJHV�LQGXFHG�E\�
prolonged deafness. While these two studies implicate the right cortical hemisphere in 
processing vocal emotions, techniques with higher spatial resolution than EEG, such 
DV�I1,56�DQG�I05,��3LQWL�HW�DO����������DUH�QHHGHG�WR�OLQN�DFWLYLW\�SDWWHUQV�WR�VSHFL¿F�
cortical generators of that activity.

The present study examines cortical haemodynamic activity evoked in right and left 
STG and IFG by vocal emotions conveyed in natural speech and speech with attenuated 
YDULDWLRQV�LQ�)���SURYLGLQJ�D�QHXUDO�FRQWH[W�IRU�WKH�EHKDYLRXUDO�GH¿FLW�LQ�UHFRJQLVLQJ�
emotions conveyed in speech with uninformative F0 cues. This study will provide 
insight into the cortical haemodynamic activity associated with reduced behavioural 
accuracy in hearing-impaired listeners, with implications for CI users for whom uninfor-
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mative (or reduced) F0 cues are common. Recognising vocal emotions when F0 cues 
are uninformative likely draws on domain-general auditory activity in bilateral STG and 
increased left IFG activity in challenging listening situations, as well as activity in right 
STG related to prosody processing. 

These different aspects of speech perception and processing can be reconciled through 
the following hypotheses. In behavioural accuracy tasks, vocal emotions with unin-
formative F0 cues are rarely recognised accurately and often judged as unemotional 
speech. Assuming that speech with uninformative F0 cues is processed cortically as 
unemotional speech (as indicated by behavioural confusion rates, e.g., Chapter 3.4.2), 
vocal emotions with uninformative F0 cues will evoke decreased haemodynamic activ-
ity in bilateral STG, relative to natural speech in which F0 cues to vocal emotions are 
present. Correspondingly, if processing vocal emotions when F0 cues are uninformative 
presents a substantial listening challenge, activity will increase in left IFG. Extending 
these hypotheses, variability in listeners’ accuracy in recognising vocal emotions when 
F0 cues are uninformative will most likely be evident in brain regions associated with 
challenging listening scenarios and with the processing of vocal emotions; increasing 
accuracy will correspond with reduced left IFG and increased right STG activity. Fur-
ther, vocal emotions (i.e., both in natural speech and speech with attenuated variations 
in F0) will evoke increased haemodynamic activity in bilateral STG relative to silence, 
whereby the activity observed in the STG will be enhanced in right relative to left STG.

To test these hypotheses, cortical haemodynamic activity will be recorded with fNIRS. 
fNIRS is a non-invasive, quiet neuroimaging technique that measures changes in 
cortical oxygenation without interacting with ferrous metal implants (such as hearing 
devices), or requiring participants to lie in small spaces, as in fMRI (Bortfeld, 2019). 
To measure changes in cortical oxygenation, fNIRS transmits near-infrared light 
from an emitting light source, through the scalp, skull, and cortex, back to the scalp 
where it is received by a light detector (Quaresima et al., 2012). Source-detector pairs, 
positioned ~30 mm apart, create channels that probe the oxygenation of the cortex ~15 
mm below the scalp. The near-infrared light, which penetrates most biological tissue, 
LV�DEVRUEHG�E\�R[\JHQDWHG��+E2��DQG�GHR[\JHQDWHG��+E5��KDHPRJORELQ��DOORZLQJ�WKH�
UHODWLYH�FRQFHQWUDWLRQV�RI�WKHVH�WZR�FKURPRSKRUHV��+E2�DQG�+E5��WR�EH�TXDQWL¿HG�
by the relative change in the intensity of the transmitted light (Ferrari & Quaresima, 
2012; Quaresima & Ferrari, 2019; Scholkmann, Kleiser, et al., 2014). Stimulus-evoked 
KDHPRG\QDPLF�QHXUDO�DFWLYLW\�LV�FKDUDFWHULVHG�E\�DQ�LQFUHDVHG�FRQFHQWUDWLRQ�RI�+E2�
DQG�D�FRQFRPLWDQWO\�GHFUHDVHG�FRQFHQWUDWLRQ�RI�+E5��UHIHUUHG�WR�DV�D�KDHPRG\QDPLF�
UHVSRQVH��6FKRONPDQQ��.OHLVHU��HW�DO����������&RUWLFDO�FKDQJHV�LQ�+E2�DQG�+E5�HYRNHG�
by vocal emotions conveyed in natural speech and speech with uninformative F0 cues 
will be measured from bilateral STG and IFG and examined to gain insight into the 
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Table 5.1. Cortical haemodynamic activity evoked by natural speech and speech with uninformative 
F0 cues, as well as challenging and emotional speech

Functional neuroimaging technique

Comparison ROI fMRI fNIRS

Speech vs.
silence

Bilateral 
STG;
increased

Belin et al., 2002
Benson et al., 2001
Evans et al., 2014

Fecteau et al., 2004
Okada et al., 2010
Sevy et al., 2010

Mushtaq et al., 2019
Sato et al., 1999
Sevy et al., 2010

Wiggins et al., 2016

Emotional vs.
unemotional 
speech

Right STG;
increased

Beaucousin et al., 2006
Kotz et al., 2006

Kreitewolf et al., 2014
Seydell-Greenwald et al., 2020

von Cramon et al., 2003
Witteman et al., 2012

6RQND\D�	�%D\D]ÕW������
Zhang et al., 2018
Zhen et al., 2021

Bilateral IFG;
increased

Leitman et al., 2010
Witteman et al., 2012

-

Speech with
uninformative 
F0 cues vs.
natural speech

Bilateral 
STG;
decreased

Davis & Johnsrude, 2003
Pollonini et al., 2014

Wild, Davis, et al., 2012

Lawrence et al., 2018
Olds et al., 2016

Pollonini et al., 2014

Bilateral 
STG;
no difference

Evans et al., 2014 Wijayasiri et al., 2017

Right STG;
increased

Meyer et al., 2004 -

Challenging 
listening vs.
easy listening

Left IFG;
increased

Reduced speech  
intelligibility:

Davis & Johnsrude, 2003
Eisner et al., 2010
Evans et al., 2014
Meyer et al., 2004
Vaden et al., 2017

Wild, Davis, et al., 2012
Wild, Yusuf, et al., 2012

Zekveld et al., 2006

Reduced speech intelligibility:
Lawrence et al., 2018
Wijayasiri et al., 2017

Syntactic complexity:
Alain et al., 2018

Friederici & Gierhan, 2013
Lee et al., 2016

Syntactic complexity:
+DVVDQSRXU�HW�DO�������

Notes.�6XPPDU\�RI�¿QGLQJV�IURP�DGXOW�VWXGLHV�WKDW�FRPSDUH�1+�OLVWHQHUV¶�FRUWLFDO�UHVSRQVHV�WR�QDWXUDO�
speech, speech with uninformative F0 cues, as well as challenging and emotional speech, as recorded with 
fMRI and fNIRS. The direction of change in cortical activation observed is described for each ROI.
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cortical underpinnings of successful and poor recognition of vocal emotion resulting 
from uninformative F0 cues.

5.3 Method

5.3.1 Participants

21 participants (9 female, 12 male, mean age 27 years, SD=4.6 years) were recruited 
from Macquarie University. 17 of these participants also participated in the fNIRS ex-
periment described in Chapter 4. Participants were 18–36 years of age, native speakers 
of English with no known psychological or neurological disorders, and right-handed, 
ZLWK�SXUH�WRQH�DXGLRPHWULF�WKUHVKROGV�ZLWKLQ�QRUPDO�OLPLWV��GH¿QHG�DV�DLU�FRQGXFWLRQ�
WKUHVKROGV�EHORZ���G%�+/�IRU�DOO�RFWDYH�IUHTXHQFLHV�EHWZHHQ�����DQG������+]��$OO�
participants met the signal-quality criterion employed, i.e., no more than 2 channels in 
any ROI of ‘critical’ quality according to the calibration metric, as described in Chapter 
2.2.3. Ethical approval for this study was approved by the Macquarie University Ethics 
Committee (Reference number: 5201952978351). Informed consent was obtained from 
all participants before the experimental session; all participants received course credit or 
an honorarium for their participation.

5.3.2 Stimuli

The behavioural task stimuli (N=40) consisted of angry, happy, sad, and unemotional 
pronunciations of six-syllable pseudo-sentences (i.e., “the biffox is dorval”). For each 
HPRWLRQ��¿YH�VHQWHQFHV�ZHUH�SUHVHQWHG�LQ�HDFK�QDWXUDO�VSHHFK�DQG�VSHHFK�ZLWK�DWWHQ-
uated variations (i.e., uninformative cues) in F0. Stimuli were generated as detailed in 
Chapter 2.1. The fNIRS experimental stimuli (N=5) consisted of two ~7.25-s blocks of 
natural vocal emotions (happy and sad), the same two blocks of speech with attenuated 
variations in F0 (F0_happy and F0_sad), and one 7.25-s block of silence (control). Five 
DWWHQWLRQ�VWLPXOL�ZLWK�D�����PV������+]�WRQH�VXSHULPSRVHG�RQ�WKH�VSHHFK�EORFNV�DW�D�
random time (n=5, two happy, one sad, one F0_happy, one F0_sad) were included the 
attention-keeping button-press task. The tone was less intense than the speech to ensure 
attention to the task. Refer to Chapter 2.1 for more detailed description of stimuli.

5.3.3 Test procedure

All participants completed a behavioural 4-alternative forced-choice emotion recogni-
tion task, once before (pre-test) and once after (post-test) fNIRS recordings were made. 
The task began with 4 practice trials (angry, happy, sad, unemotional conveyed in natu-
ral speech, once each), followed by 40 test trials (each stimulus once). Participants were 
instructed to indicate which emotion was conveyed using RB-840 button box (Cedrus 
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Corporation, San Pedro, USA). The correspondence between response alternatives and 
buttons was shown on a screen (as in Figure 3.1). Participants completed the task in ~7 
minutes without breaks.

Each fNIRS experiment began with four practice trials (happy, sad, F0_happy, and 
F0_sad, n=4). To ensure participants were familiar with the button-press task, two of 
the practice trials contained the pure-tone. During the main experiment, happy, sad, 
F0_happy, and F0_sad, and control (silence) blocks were presented 20 times each in a 
SVHXGR�UDQGRPLVHG�RUGHU��Q ������7KH�¿YH�DWWHQWLRQ�VWLPXOL�FRQWDLQLQJ�SXUH�WRQHV�ZHUH�
presented twice each at pseudo-random intervals (n=10). The total experiment duration 
was 50 minutes, in which 114 trials were presented, each separated by a 13 to 23-s 
inter-stimulus-interval (Figure 4.1). 

Participants were instructed that they would hear silence and speech, some of which 
would sound ‘more robotic’. They were told that their task was to sit still throughout 
the experiment, to listen to the speech and silence, and indicate when they heard a tone 
overlapping with the speech by pressing the top left button on the button box with their 
OHIW�LQGH[�¿QJHU��$GGLWLRQDO�GHWDLOV�SHUWDLQLQJ�WR�WKH�H[SHULPHQWDO�SURWRFRO�DUH�UHSRUWHG�
in Chapter 2.2.3.

5.3.4 Equipment

Instrumentation for fNIRS and stimulus presentation described in Chapter 2.2.2.

5.3.5 Data analysis

Behavioural accuracy 

Listeners’ accuracy in recognising vocal emotions (angry, happy, sad, unemotional) 
conveyed in natural speech and speech with uninformative F0 cues was assessed using 
data collected during the behavioural task before (pre-test) and after (post-test) the 
fNIRS recording. The data (consisting of 1680 trials, with 1177 correct responses) were 
XVHG�WR�¿W�JHQHUDOLVHG�OLQHDU�PL[HG�HIIHFWV�PRGHOV��*/00V��ZLWK�D�ORJLW�IXQFWLRQ�
using lme4 (version 1.1.21; Bates et al., 2015). To test the a priori hypotheses of lower 
accuracy in recognising vocal emotions conveyed in speech with attenuated variations 
in F0 relative to emotions in natural speech, and increased accuracy in the post-test 
UHODWLYH�WR�WKH�SUH�WHVW��WUHDWPHQW�FRQWUDVWV�ZHUH�GH¿QHG�EHWZHHQ�D��QDWXUDO�VSHHFK�DQG�
speech with attenuated variations in F0, and b) pre-test and post-test.  
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fNIRS haemodynamic responses 

Only vocal emotion (happy, sad, F0_happy, F0_sad) and control trials were analysed. 
Familiarisation trials (n=4 per participant), attention trials (n=10 per participant), button 
presses (n=10 per participant), and trials containing accidental button presses (n=9, in 5 
participants) were excluded. As a measure of the fNIRS signal quality, a scalp-coupling 
LQGH[�ZDV�FDOFXODWHG�SHU�FKDQQHO�IRU�IUHTXHQFLHV�EHWZHHQ����±�����+]��SURYLGLQJ�DQ�
LQGH[�RI�WKH�FRUUHODWLRQ�RI�WKH�KHDUW�UDWH�VLJQDO�LQ�WKH�+E2�DQG�+E5�VLJQDOV��3ROORQLQL�HW�
al., 2014). 94% of channels had a scalp-coupling index >0.8, indicative of good contact 
between optodes and the scalp (Figure 5.1).
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Figure 5.1.�6FDOS�FRXSOLQJ�LQGH[�SHU�FKDQQHO�GHPRQVWUDWLQJ�JRRG�VLJQDO�TXDOLW\��+LVWRJUDP�
showing the distribution of scalp-coupling indices, calculated per channel, as a proportion of 

the total number of channels (N=2856). 

The statistical analyses used to generate grand average waveforms, to extract estimates 
RI�KDHPRG\QDPLF�UHVSRQVH�DPSOLWXGH�SHU�SDUWLFLSDQW��FRQGLWLRQ�DQG�52,�IURP�¿UVW�OHY-
el analysis, are described in detail in Chapter 2.2.4, as are the procedures used to specify 
linear mixed-effects (LME) models for second-level (group-level) analyses.

Group-level haemodynamic response amplitudes per condition per ROI. The 
52,�HVWLPDWHV�IRU�ULJKW�DQG�OHIW�67*�DQG�,)*�ZHUH�H[WUDFWHG�IURP�WKH�¿UVW�OHYHO�
analysis, constituting the response variable (N=440 for each chromophore). The model 
FRQVWUXFWLRQ��VHSDUDWHO\�IRU�+E2�DQG�+E5���EHJDQ�ZLWK�UDQGRP�LQWHUFHSWV�SHU�Partic-
ipant, to allow for overall differences in levels of the measured chromophore between 
participants. To account for differences between levels of Condition within Participant, 
UDQGRP�FRHI¿FLHQWV��VORSHV�RI�D�FDWHJRULFDO�YDULDEOH��RI�Condition per Participant were 
DOVR�DVVHVVHG��6XEVHTXHQWO\��¿[HG�HIIHFWV�RI�ROI, Condition and the interaction between 
ROI and Condition were added. 
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Relationship between haemodynamic response amplitude and recognition of 
emotions in speech with attenuated F0 variations. The models were built to include 
UDQGRP�LQWHUFHSWV�DQG�FRHI¿FLHQWV�RI�Condition per Participant��DQG�¿[HG�HIIHFWV�RI�
ROI and Accuracy, as well as the interaction of ROI and Accuracy. These models were 
¿W�WR�HDFK�WKH�+E2�DQG�+E5�UHVSRQVH�HVWLPDWHV�IRU�DOO�VSHHFK�FRQGLWLRQV��happy, sad, 
F0_happy, F0_sad��H[WUDFWHG�IURP�WKH�¿UVW�OHYHO�DQDO\VLV��$FFXUDF\�FRQVLVWHG�RI�D�
score per participant of the proportion of correctly recognised emotions in speech with 
attenuated variations in F0, i.e., uninformative F0 cues, before the fNIRS recording.

Exploring the relationship between the magnitude of the HbO-HbR difference and 
accuracy of emotion recognition in speech with uninformative F0 cues.�µ+DHPR-
dynamic response magnitude’, i.e., the difference between estimated haemodynamic 
UHVSRQVH�DPSOLWXGHV�IRU�+E2�DQG�+E5��ZDV�FDOFXODWHG�WR�V\QWKHVLVH�WKH�QHXUDO�DFWLYLW\�
measured in the two chromophores into a single metric (called HbDiff in previous 
clinical studies investigating hypo- and hyperoxia, e.g., Kaynezhad et al., 2019; Kolvya 
et al., 2014; Tachtsidis et al., 2019). This metric serves to address the multicollinearity 
EHWZHHQ�+E2�DQG�+E5��DOORZLQJ�DGGLWLRQDO�YDULDEOHV��VXFK�DV�DFFXUDF\�RI�HPRWLRQ�
recognition) to be associated with patterns in the data of both chromophores in a single 
PRGHO��7KH�KDHPRG\QDPLF�UHVSRQVH�PDJQLWXGH��+50��PHWULF�LV�WKH�RSSRVLWH�RI�WRWDO�
KDHPRJORELQ��+E7���L�H���WKH�VXP�RI�HVWLPDWHG�KDHPRG\QDPLF�UHVSRQVH�DPSOLWXGHV�
IRU�+E2�DQG�+E5��ZKLFK�LV�XVHG�WR�TXDQWLI\�ORFDO�FRUWLFDO�EORRG�YROXPH��H�J���)HUUDUL�
& Quaresima, 2012; Wolf et al., 2002). Quantifying the magnitude of the difference 
EHWZHHQ�WKH�+E2�DQG�+E5�DOORZV�IXQFWLRQDO�FRUWLFDO�UHVSRQVHV��ERWK�SRVLWLYH�DQG�
QHJDWLYH��WR�EH�LVRODWHG��DQG�WKH�LQÀXHQFH�RI�WKHLU�VLJQ�WR�EH�FRQVLGHUHG��

)RU�WKH�IRXU�VSHHFK�FRQGLWLRQV��WKH�+50�ZDV�FDOFXODWHG�E\�VXEWUDFWLQJ�WKH�+E5�
HVWLPDWH�IURP�WKH�+E2�HVWLPDWH�IRU�HDFK�SDUWLFLSDQW��52,�DQG�FRQGLWLRQ��7KH�UHODWLRQ-
VKLS�EHWZHHQ�+50V�DQG�DFFXUDF\�SHU�52,�SHU�FRQGLWLRQ�ZDV�DVVHVVHG�XVLQJ�DQ�/0(��
which was built following the procedure described in the planned second-level analysis 
(i.e., Magnitude as the response variable, and stepwise addition of random intercepts 
DQG�FRHI¿FLHQWV�SHU�SDUWLFLSDQW��ZLWK�HDFK�RI�Accuracy and ROI as main effects, and the 
interaction between ROI and Accuracy). The intercept was not suppressed, in this in-
VWDQFH��DV�QR�FRPSDULVRQV�DJDLQVW�]HUR�ZHUH�PDGH��,GHQWLFDO�PRGHOV�ZHUH�¿W�WR�DOO�+50�
values (N=336) and only values calculated from pairs of negatively correlated estimates 
�L�H���SRVLWLYH�+E2�DQG�QHJDWLYH�+E5�HVWLPDWHV��RU�WKH�LQYHUVH��1 ������7KH�SDLUV�RI�
negatively correlated response estimates were examined on the basis that neural-evoked 
haemodynamic activity is characterised by a negative correlation between the concen-
WUDWLRQV�RI�+E2�DQG�+E5��:ROI�HW�DO���������DQG�WKDW�WKH�SDLUV�\LHOG�YDOXDEOH�LQVLJKW�
into the relative proportions of negative and positive haemodynamic responses. 
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5.4 Results

5.4.1 Behavioural accuracy in recognising vocal emotions 

Listeners’ accuracy in recognising vocal emotions was assessed as a behavioural 
measure and investigated as a predictor of the amplitude of haemodynamic responses. 
As revealed by the behavioural data, listeners recognised the emotions conveyed in 
natural speech with very high accuracy but exhibited lower accuracy when recognising 
emotions conveyed in speech in which variations in F0 were attenuated (Figure 5.2). In 
the behavioural assessment before the fNIRS recordings (pre-test), the mean proportion 
of correctly recognised emotions in natural speech was close to perfect, i.e., happy and 
sad (M=0.93, SD �������DQG�VLJQL¿FDQWO\�ORZHU�IRU�HPRWLRQV�FRQYH\HG�LQ�VSHHFK�ZLWK�
attenuated F0 variations, i.e., F0_happy and F0_sad (M=0.43, SD=0.17). A similar level 
RI�DFFXUDF\�IRU�ERWK�QDWXUDO�DQG�PRGL¿HG�VSHHFK�ZDV�HYLGHQW�LQ�WKH�EHKDYLRXUDO�DVVHVV-
ment following the fNIRS recordings (post-test); natural speech (M=0.95, SD=0.08), 
and attenuated F0 variations (M=0.50, SD=0.14). 
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Figure 5.2. The proportion of correct responses aggregated across emotion per condition 
and test time. Test time refers to whether the assessment was before (pre-test) or after (post-
test) the fNIRS recording. Solid bar indicates median, diamond indicates mean, box includes 
inter-quartile range (IQR), whiskers represent values within 1.5 times the IQR above the 
75th or below the 25th percentile, dots indicate values beyond 1.5 times the IQR. Dashed 
OLQH�LQGLFDWHV�FKDQFH�OHYHO��6LJQL¿FDQFH�IRU�WUHDWPHQW�FRQWUDVW�EHWZHHQ�VSHHFK�FRQGLWLRQV��
p<0.001.

To predict the accuracy of listeners’ recognition of emotions conveyed in natural speech 
and speech with attenuated variations in F0, a GLMM was developed: Accuracy ~ 
Condition + Test + (1+Condition||Participant) + (1|Stimulus) + (1+Condition+Test||Emo-
tion���7KH�LQFOXVLRQ�RI�XQFRUUHODWHG�UDQGRP�LQWHUFHSWV�DQG�FRHI¿FLHQWV�RI�Condition per 
Participant�DFFRXQWHG�IRU�D�VLJQL¿FDQW�SURSRUWLRQ�RI�WKH�YDULDQFH��Ȥ2(2)=6.96, p=0.008), 
as did random intercepts of Stimulus��Ȥ2(1)=252.57, p<0.001). The same was true of 
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XQFRUUHODWHG�UDQGRP�FRHI¿FLHQWV�DQG�LQWHUFHSWV�RI�Condition per Emotion �Ȥ2(1)=20.73, 
p<0.001) and Test per Emotion �Ȥ2(1)=11.54, p���������6LJQL¿FDQW�PDLQ�HIIHFWV�ZHUH�
observed for Condition��Ȥ2(1)=511.35, p<0.001) and Test��Ȥ2(1)=6.20, p=0.013), but 
not for the interaction between Condition and Test��Ȥ2(1)=0.01, p=0.908). The planned 
treatment contrasts between levels of Condition�FRQ¿UPHG�WKDW�Accuracy�ZDV�VLJQL¿-
cantly lower for emotions conveyed in speech with attenuated variations in F0 than 
QDWXUDO�VSHHFK��ȕ �������SE=0.88, z=-5.54, p<0.001), and that Accuracy did not differ 
VLJQL¿FDQWO\�IRU�WKH�WZR�EHKDYLRXUDO�DVVHVVPHQWV��ȕ ������SE=0.36, z=1.35, p=0.178; 
)LJXUH�������7KHVH�GDWD�FRQ¿UP�WKDW�OLVWHQHUV�UHFRJQLVH�YRFDO�HPRWLRQV�LQ�QDWXUDO�
speech with ease and that uninformative F0 cues to emotions undermine the accuracy of 
listeners’ judgements. They also suggest that listeners’ accuracy in recognising emotions 
ZLWK�XQLQIRUPDWLYH�)��FXHV�GLG�QRW�LPSURYH�VLJQL¿FDQWO\�DV�D�UHVXOW�RI�WKH�OLVWHQLQJ�WDVN�
performed during the fNIRS recording. 

5.4.2 fNIRS waveforms reveal speech-evoked haemodynamic responses 

A primary goal in this study was to determine the effect of attenuating variations in F0 
on the cortical haemodynamic responses evoked by vocal emotions. Visual inspection 
of the grand average waveforms (Figure 5.3) indicates in the control condition (i.e., 
VLOHQFH��QHLWKHU�WKH�+E2�QRU�+E5�ZDYHIRUPV�GHYLDWHG�VXEVWDQWLDOO\�IURP�EDVHOLQH��%RWK�
speech conditions, i.e., natural and with attenuated variations in F0, exhibited elevated 
FRQFHQWUDWLRQV�RI�+E2�DQG�UHGXFHG�FRQFHQWUDWLRQV�RI�+E5�LQ�ELODWHUDO�67*��UHODWLYH�WR�
baseline. These concurrent changes in concentration are consistent with the presence 
RI�FRUWLFDO�KDHPRG\QDPLF�UHVSRQVHV��+RQJ�	�6DQWRVD��������YDQ�GH�5LMW�HW�DO����������
)XUWKHU��WKH�SHDN�RI�WKH�ZDYHIRUP�IRU�+E2��DQG�WKH�PLQLPXP�IRU�+E5��RFFXUUHG�a��V�
following the onset of the speech stimulus, consistent with the expected morphology of 
functions describing haemodynamic responses (Scholkmann, Kleiser, et al., 2014). A 
VOLJKW�UHGXFWLRQ�LQ�WKH�FRQFHQWUDWLRQ�RI�+E2�ZDV�HYLGHQW�IRU�DOO�IRXU�VSHHFK�FRQGLWLRQV�
ELODWHUDOO\�LQ�,)*��ZLWK�FRQFHQWUDWLRQV�RI�+E5�DOZD\V�FORVH�WR�EDVHOLQH��

Bilaterally in MFG, the time course does not match the morphology of the canonical 
KDHPRG\QDPLF�UHVSRQVH�IXQFWLRQ��H�J���*ORYHU���������+E2�LQFUHDVHG��SHDNLQJ�a��V�
post-stimulus-onset, then dipped below baseline, with a minimum ~10 s post-stimu-
lus-onset before stabilising slightly above baseline around ~18 s post-stimulus-onset, 
IRU�DOO�VSHHFK�FRQGLWLRQV��'HÀHFWLRQV�LQ�+E5�PLUURU�WKH�WLPH�FRXUVH�DV�+E2�EXW�DUH�RI�
reduced amplitude and inverse sign. The time course for the control condition in bilat-
HUDO�0)*�UHPDLQV�DW�EDVHOLQH��VXJJHVWLQJ�WKDW�WKH�GHÀHFWLRQV�DUH�HYRNHG�E\�WKH�VSHHFK�
stimuli. Waveforms for short-channels positioned over the frontal brain regions show 
D�VLPLODU�WLPH�FRXUVH�IRU�+E2��ZLWK�D�SHDN�DQG�GLS�a���0�IURP�EDVHOLQH��L�H���ODUJHU�DP-
plitudes than in Figure 5.3). Based on the close resemblance between MFG waveforms 
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after short-channel regression and the short-channel waveforms, it seems likely that the 
regression of short-channels may not have entirely accounted for extracerebral signal 
FRPSRQHQWV��DQG�WKDW�WUDFHV�DUH�VWLOO�SUHVHQW�LQ�WKH�ORQJ�FKDQQHO�GDWD��7KH�GHÀHFWLRQV�
observed for bilateral MFG are proposed to be of extracerebral and systemic origin, 
FRQVLVWHQW�ZLWK�WKH�VWURQJHU�SUHVHQFH�RI�WKH�GHÀHFWLRQV�LQ�+E2�WKDQ�+E5��.LULOLQD�HW�
DO����������,Q�WKH�SUHVHQW�VWXG\��WKH�GHÀHFWLRQV�REVHUYHG�LQ�ELODWHUDO�0)*�DSSHDU�WR�EH�
stimulus-evoked as they are not apparent in the control condition. In Chapter 4, the de-
ÀHFWLRQ�SDWWHUQ�ZDV�REVHUYHG�ZLWK�JUHDWO\�UHGXFHG�DPSOLWXGHV�LQ�WKH�control condition, 
SURYLGLQJ�HYLGHQFH�WKDW�WKH�GHÀHFWLRQV�PD\�EH�HQKDQFHG�E\�WKH�VSHHFK�VWLPXOL��UDWKHU�
than evoked by them. While further investigation is required to determine whether the 
GHÀHFWLRQV�LQ�0)*�DUH�VWLPXOXV�HYRNHG��DV�REVHUYHG�KHUH��RU�VWLPXOXV�HQKDQFHG�DV�LQ�
Chapter 4, the MFG response to speech may result from the autonomic nervous system 
responding to the listening task (Kirilina et al., 2012).

5.4.3 Haemodynamic response amplitude per ROI per condition

To estimate the amplitude of the haemodynamic response in each condition and the 
four ROIs relevant to the hypotheses (bilateral STG and IFG), the following model 
ZDV�¿W�WR�WKH�¿UVW�OHYHO�UHVSRQVH�HVWLPDWHV�IRU�HDFK�FKURPRSKRUH�VHSDUDWHO\��ȕ��������
ROI + Condition + ROI:Condition + (1 + Condition|Participant). The model accounted 
IRU�D�VLPLODU�SURSRUWLRQ�RI�WKH�YDULDQFH�LQ�HDFK�WKH�+E2��R2

m/c �����������DQG�+E5�
(R2

m/c �����������GDWD��)RU�ERWK�+E2�DQG�+E5��WKH�LQFOXVLRQ�RI�UDQGRP�LQWHUFHSWV�SHU�
Participant�DQG�UDQGRP�FRHI¿FLHQWV�RI�Condition per Participant��+E2��Ȥ2(14)=54.06, 
p��������+E5��Ȥ2(14)=63.43, p��������DFFRXQWHG�IRU�D�VLJQL¿FDQW�SURSRUWLRQ�RI�
variance. The main effects of ROI�H[SODLQHG�D�VLJQL¿FDQW�DPRXQW�RI�YDULDQFH��+E2��
Ȥ2(4)=88.85, p��������+E5��Ȥ2(4)=104.62, p<0.001), whereas Condition�GLG�QRW��+E2��
Ȥ2(4)=6.99, p �������+E5��Ȥ2(4)=2.16, p=0.706). The ROI:Condition interaction 
DFFRXQWHG�IRU�VLJQL¿FDQW�SURSRUWLRQ�RI�WKH�YDULDQFH��+E2��Ȥ2(12)=25.63, p �������+E5��
Ȥ2(12)=35.27, p<0.001).

In left STG, for sad, F0_happy, and F0_sad��FRQFHQWUDWLRQV�RI�+E2�ZHUH�VLJQL¿FDQWO\�
higher than zero (p<0.05), while that for happy�ZDV�KLJKHU�WKDQ�]HUR��EXW�QRW�VLJQL¿FDQW-
ly so (p �������)LJXUH����$���&RQFHQWUDWLRQV�RI�+E5�ZHUH�VLJQL¿FDQWO\�ORZHU�WKDQ�]HUR�
(p<0.05) for happy, F0_happy, and F0_sad��7DEOH�������+E5�ZDV�DOVR�ORZHU�WKDQ�]HUR�
for sad��EXW�WKLV�UHGXFWLRQ�ZDV�QRW�VLJQL¿FDQW��p=0.081). In right STG, all four speech 
FRQGLWLRQV�H[KLELWHG�VLJQL¿FDQWO\�KLJKHU�FRQFHQWUDWLRQV�RI�+E2��p�������ZLWK�VLJQL¿-
FDQWO\�ORZHU�FRQFHQWUDWLRQV�RI�+E5��p<0.05) relative to zero. The control condition did 
QRW�GLIIHU�VLJQL¿FDQWO\�IURP�]HUR�LQ�OHIW�RU�ULJKW�67*�IRU�HLWKHU�FKURPRSKRUH��p>0.05; 
7DEOH�������,Q�OHIW�DQG�ULJKW�,)*��QR�VLJQL¿FDQW�FKDQJHV�LQ�FRQFHQWUDWLRQV�RI�HLWKHU�
chromophore for any condition were observed (p>0.05).
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Figure 5.4. Group level estimates and contrasts. LSTG=left superior temporal gyrus, 
RSTG=right superior temporal gyrus, LIFG=left inferior frontal gyrus, RIFG=right inferior 
frontal gyrus. A) Group-level response estimates for each ROI, speech condition and 
FKURPRSKRUH��'DUNHU�DQG�WUDQVSDUHQW�V\PEROV�LQGLFDWH�VLJQL¿FDQW�DQG�QRQ�VLJQL¿FDQW�GLI-
ferences from zero, respectively. B) Contrasts control vs. aggregated speech conditions for 
each ROI, as well as left vs. right STG for aggregated speech conditions. C) Contrasts vocal 
emotions conveyed in natural speech (happy + sad) vs. speech with uninformative F0 cues 
(F0_happy + F0_sad), within each ROI, as well as between left vs. right STG. D) Contrasts 
between happy and F0_happy, then sad and F0_sad for each ROI. Error bars indicate 95%. 
FRQ¿GHQFH�LQWHUYDO��SHU�UHVSRQVH�HVWLPDWH�LQ�$��DQG�DYHUDJHG�DFURVV�DJJUHJDWHG�FRQGLWLRQV�
LQ�%��&�DQG�'��6LJQL¿FDQFH�IRU�FRQWUDVWV�LQ�%��&��DQG�'��p�������p<0.01.
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Table 5.2. Group-level estimates of haemodynamic response amplitude per condition

HbO HbR

ROI ȕ SE t p ȕ SE t p

Happy LSTG 0.71 0.60 1.18 0.244 -0.83 0.28 -2.97 0.004

RSTG 1.42 0.60 2.37 0.022 -1.37 0.28 -4.90 <0.001

LIFG -0.65 0.60 -1.06 0.283 0.44 0.28 1.56 0.123

RIFG -0.40 0.60 -0.67 0.507 0.08 0.29 0.28 0.782

Sad LSTG 1.39 0.57 2.43 0.018 -0.51 0.29 -1.77 0.081

RSTG 2.57 0.58 4.425 <0.001 -1.32 0.29 -4.61 <0.001

LIFG -0.39 0.57 -0.69 0.493 0.53 0.29 1.85 0.069

RIFG 0.16 0.57 0.28 0.778 0.12 0.29 0.40 0.688

F0_happy LSTG 2.11 0.60 3.54 0.001 -0.67 0.33 -2.06 0.045

RSTG 3.37 0.60 5.66 <0.001 -1.15 0.33 -3.53 0.001

LIFG 0.10 0.60 0.17 0.868 0.41 0.33 1.25 0.216

RIFG 0.71 0.60 1.19 0.241 0.12 0.33 0.38 0.705

F0_sad LSTG 1.32 0.62 2.12 0.040 -1.21 0.34 -3.52 0.001

RSTG 2.46 0.63 3.90 <0.001 -1.93 0.34 -5.60 <0.001

LIFG -1.05 0.62 -1.69 0.098 0.07 0.34 0.19 0.849

RIFG -0.47 0.62 -0.76 0.450 -0.12 0.34 -0.34 0.734

Control LSTG 0.02 0.52 0.04 0.971 -0.12 0.31 -0.40 0.689

RSTG 0.49 0.52 0.95 0.348 -0.24 0.31 -0.77 0.442

LIFG 0.18 0.52 0.35 0.730 -0.31 0.31 -1.01 0.317

RIFG 0.31 0.52 0.60 0.549 -0.31 0.31 -1.01 0.318

 
Notes.�6LJQL¿FDQFH�RI�FRQWUDVWV��EROG�IRQW�LQGLFDWHV�S�������/67* OHIW�VXSHULRU�WHPSRUDO�J\UXV��567* ULJKW�
superior temporal gyrus, LIFG=left inferior frontal gyrus, RIFG=right inferior frontal gyrus.
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Table 5.3. Planned contrasts with group-level estimates of haemodynamic response amplitude

HbO HbR

Contrast ȕ SE t p ȕ SE t p

Emotions
vs.
Control

LSTG 1.36 0.61 2.22 0.095 -0.68 0.37 -1.85 0.235

RSTG 1.96 0.62 3.19 0.021 -1.20 0.37 -3.26 0.019

LIFG -0.68 0.61 -1.11 0.461 0.67 0.37 1.82 0.235

RIFG -0.32 0.61 -0.52 0.755 0.36 0.37 0.98 0.568

Natural
vs.
F0

LSTG -0.66 0.50 -1.34 0.351 0.27 0.27 1.03 0.568

RSTG -0.92 0.50 -1.83 0.168 0.20 0.27 0.74 0.675

LIFG -0.05 0.50 -0.09 0.926 0.24 0.27 0.92 0.568

RIFG -0.24 0.50 -0.48 0.755 0.09 0.27 0.35 0.810

Hap-
py_F0
vs.
Happy

LSTG 1.40 0.71 1.98 0.137 0.16 0.38 0.42 0.803

RSTG 1.94 0.71 2.75 0.034 0.22 0.38 0.58 0.766

LIFG 0.75 0.71 1.06 0.461 -0.03 0.38 -0.07 0.943

RIFG 1.11 0.71 1.57 0.255 0.04 0.38 0.12 0.943

Sad_F0
vs.
Sad

LSTG -0.07 0.77 -0.10 0.926 -0.70 0.46 -1.54 0.353

RSTG -0.11 0.78 -0.14 0.926 -0.61 0.46 -1.33 0.449

LIFG -0.66 0.77 -0.86 0.555 -0.46 0.46 -1.01 0.568

RIFG -0.64 0.77 -0.83 0.555 -0.23 0.46 -0.51 0.776

RSTG
vs.
LSTG

Emo. 1.08 0.30 3.53 0.009 -0.64 0.17 -3.81 0.003

Natural 0.95 0.43 2.20 0.095 -0.67 0.24 -2.86 0.029

F0 1.20 0.43 2.79 0.034 -0.60 0.24 -2.53 0.056

 
Notes.�6LJQL¿FDQFH�RI�FRQWUDVWV��EROG�IRQW�LQGLFDWHV�p<0.05. LSTG=left superior temporal gyrus, RSTG=right 
superior temporal gyrus, LIFG=left inferior frontal gyrus, RIFG=right inferior frontal gyrus. Emo=Emotional.
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5.4.4 Speech evokes haemodynamic activation in bilateral STG 

Contrasts were applied to test the hypothesis that, compared to the silent control condi-
tion vocal emotions evoke larger haemodynamic responses bilaterally in STG. Contrasts 
between control and vocal emotions (happy, sad, F0_happy, and F0_sad aggregated) 
\LHOGHG�VLJQL¿FDQW�GLIIHUHQFHV�LQ�FRQFHQWUDWLRQV�RI�ERWK�FKURPRSKRUHV�LQ�ULJKW�67*��
ZKHUHE\�YRFDO�HPRWLRQV�HYRNHG�D�KLJKHU�FRQFHQWUDWLRQ�RI�+E2��p=0.021) and a lower 
FRQFHQWUDWLRQ�RI�+E5��p=0.019) relative to the control condition (Table 5.3). Left STG 
exhibited similar numerical trends in both chromophores although contrasts yielded 
QRQ�VLJQL¿FDQW�GLIIHUHQFHV��p!�������1R�VLJQL¿FDQW�GLIIHUHQFHV�ZHUH�REVHUYHG�EHWZHHQ�
the control and speech in left or right IFG for either chromophore (p>0.05; Table 5.3). 
The data support the hypothesis of increased haemodynamic activity bilaterally in STG 
for vocal emotions relative to the control condition, with the caveat that the left STG 
HVWLPDWHV�IRU�HDFK�FKURPRSKRUH�GLG�QRW�GLIIHU�VLJQL¿FDQWO\�IURP�WKH�control estimates 
despite being numerically similar to the right STG estimates.

5.4.5 No effect of uninformative F0 cues on the amplitude of haemodynamic 
responses  

To quantify differences between haemodynamic activity generated by vocal emotions 
in natural speech and speech with uninformative F0 cues, contrasts were computed 
between the estimates of haemodynamic response amplitude for vocal emotions in 
each natural speech (happy and sad aggregated) and speech with attenuated variations 
in F0 (F0_happy and F0_sad aggregated). Further contrasts were computed for happy 
vs. F0_happy and sad vs. F0_sad��1R�VLJQL¿FDQW�GLIIHUHQFHV�ZHUH�REVHUYHG�LQ�HLWKHU�
chromophore or any ROI for contrasts between vocal emotions conveyed in natural 
speech vs. speech with attenuated F0 variations (p>0.05; Table 5.3; Figure 5.4C). 
Contrasts between happy and F0_happy�UHYHDOHG�KLJKHU�FRQFHQWUDWLRQV�RI�+E2�LQ�ULJKW�
STG for F0_happy relative to happy speech (p=0.034); this difference was not observed 
IRU�+E5�LQ�ULJKW�67*��p=0.766) or any other ROI for either chromophore (p>0.05). 
1R�VLJQL¿FDQW�GLIIHUHQFHV�ZHUH�IRXQG�IRU�DQ\�52,�RU�FKURPRSKRUH�IRU�sad vs. F0_sad 
speech (p>0.05; Table 5.3; Figure 5.4D). Thus, no evidence was found to support the 
hypotheses that vocal emotions conveyed in speech with uninformative F0 cues evoke a 
reduction of haemodynamic activity in bilateral STG relative to vocal emotions in natu-
ral speech, or that potential increased listening challenge associated with uninformative 
F0 cues, relative to natural speech, would increase response amplitudes in left IFG. 

5.4.6 Vocal emotions evoke right-lateralisation of STG activity

The hypothesis that vocal emotions (happy, sad, F0_happy, and F0_sad aggregated) 
would evoke enhanced haemodynamic activity in right STG relative to left was tested 
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by contrasting estimates of haemodynamic response amplitude in right STG with left 
STG (Figure 5.4B). The contrast provided evidence of a right-lateralisation of STG 
DFWLYLW\�HYRNHG�E\�YRFDO�HPRWLRQV�IRU�ERWK�+E2��p �������DQG�+E5��p=0.003). For 
natural speech (happy and sad���VLJQL¿FDQWO\�ODUJHU�KDHPRG\QDPLF�UHVSRQVH�DPSOL-
WXGHV�ZHUH�REVHUYHG�IRU�ULJKW�FRPSDUHG�WR�OHIW�67*�IRU�+E5��p ��������EXW�QRW�+E2�
(p=0.095), as shown in Figure 5.4C and Table 5.3. For speech with attenuated variations 
in F0 (F0_happy and F0_sad) larger-amplitude haemodynamic responses were observed 
IRU�ULJKW�FRPSDUHG�WR�OHIW�67*�IRU�+E2��p=0.034), but the difference only approached 
VLJQL¿FDQFH�IRU�+E5��p ��������7KHVH�¿QGLQJV�VXSSRUW�WKH�K\SRWKHVLV�WKDW�WKH�KDH-
modynamic activity evoked by vocal emotions in natural speech is larger in right than 
left STG and that the same is true for vocal emotions in which F0 cues were rendered 
uninformative by attenuating variations in F0.

5.4.7 Accuracy of emotion recognition in speech with uninformative F0 cues 
covaries with haemodynamic response amplitude

The relationship between listeners’ abilities to recognise vocal emotions in speech 
with uninformative F0 cues and the amplitude of haemodynamic responses in each 
52,�ZDV�LQYHVWLJDWHG�XVLQJ�D�PRGHO��ȕ��������ROI + Accuracy + ROI: Accuracy + (1 + 
Condition|Participant). The model explained a similar proportion of variance for each 
+E2��R2

m/c �����������DQG�+E5��R
2

m/c=0.22/0.58). The inclusion of random intercepts 
DQG�FRHI¿FLHQWV�RI�Condition per Participant�DFFRXQWV�IRU�D�VLJQL¿FDQW�SURSRUWLRQ�RI�WKH�
YDULDQFH��+E2��Ȥ2(9)=28.97, p �������+E5��Ȥ2(9)=33.96, p<0.001). The main effects 
of ROI�H[SODLQHG�D�VLJQL¿FDQW�SURSRUWLRQ�RI�WKH�YDULDQFH�IRU�ERWK�FKURPRSKRUHV��+E2��
Ȥ2(4)=87.29, p��������+E5��Ȥ2(4)=117.91, p<0.001), while Accuracy did not explain 
YDULDQFH�VLJQL¿FDQWO\��+E2��Ȥ2(1)=2.06, p �������+E5��Ȥ2(1)=0.42, p=0.516). The 
interaction of ROI:Accuracy�DFFRXQWHG�IRU�YDULDQFH�VLJQL¿FDQWO\�IRU�ERWK�FKURPRSKRUHV�
�+E2��Ȥ2(3)=8.42, p ��������+E5��Ȥ2(3)=28.24, p<0.001). Likelihood ratio test tests 
indicated that neither a Condition:Accuracy or ROI:Condition:Accuracy interaction 
explained additional variance for either chromophore (all p>0.05), meaning that the 
DERYH���ZD\�LQWHUDFWLRQ�ZDV�QRW�LQFOXGHG�LQ�WKH�¿QDO�PRGHOV� 

,Q�ULJKW�67*��WKH�DPSOLWXGH�RI�WKH�KDHPRG\QDPLF�UHVSRQVH�GHFUHDVHG�VLJQL¿FDQWO\�
with increasing Accuracy�IRU�ERWK�+E2��p �������DQG�+E5��p ��������)RU�+E2��WKH�
amplitude of the haemodynamic response in left STG (p=0.990) did not covary with 
Accuracy and decreased in IFG bilaterally (p!������7DEOH�������WKRXJK�QRW�VLJQL¿FDQWO\��
with increasing Accuracy. Bilaterally in IFG (p!�������+E5�GLG�QRW�FRYDU\�ZLWK�
Accuracy��ZKLOH�D�WUHQG�RI�GHFUHDVLQJ�+E5�ZLWK�LQFUHDVLQJ�Accuracy was observed in 
left STG (p=0.331; Table 5.4; Figure 5.5). In summary, larger amplitude haemodynamic 
UHVSRQVHV�LQ�ULJKW�67*��SRVLWLYH�IRU�+E2�DQG�QHJDWLYH�IRU�+E5��ZHUH�REVHUYHG�LQ�
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listeners who were less accurate in identifying emotions in speech when variations in F0 
that convey emotional information were attenuated. 

5.4.8 Magnitude of HbO-HbR difference covaries with accuracy of emotion 
recognition in speech with uninformative F0 cues

0DJQLWXGH�RI�WKH�+E2�+E5�GLIIHUHQFH��RU�KDHPRG\QDPLF�UHVSRQVH�PDJQLWXGH��+50���
ZDV�HPSOR\HG�DV�WKH�UHVSRQVH�YDULDEOH�WR�GHWHUPLQH�ZKHWKHU�+50V�FDQ�EH�XVHG�WR�
assess the relationship between listeners’ abilities to recognise vocal emotions with 
uninformative F0 cues and the amplitude of their haemodynamic responses in both 
chromophores in one model while avoiding multicollinearity between the chromo-
SKRUHV��+50�YDOXHV��1 �����ZHUH�GHULYHG�IURP�HDFK�¿UVW�OHYHO�UHVSRQVH�HVWLPDWH�
SDLU��FDOFXODWHG�DV�+E2�+E5���2I�WKH�����GHULYHG�YDOXHV������ZHUH�FDOFXODWHG�IURP�
QHJDWLYHO\�FRUUHODWHG�+E2�DQG�+E5�HVWLPDWH�SDLUV��L�H���WKHRUHWLFDOO\�UHÀHFWLQJ�QHXUDO�
haemodynamic activity). Of these 158 values, 34% were negative, suggesting that 
approximately one-third of the measured speech-evoked haemodynamic responses were 
QHJDWLYH��ZLWK�+E2�YDOXHV�EHORZ�]HUR��)LJXUH�������

7R�H[SORUH�WKH�UHODWLRQVKLS�EHWZHHQ�WKH�+50V�RI�QHJDWLYHO\�FRUUHODWHG�SDLUV�RI�¿UVW�OHY-
HO�UHVSRQVH�HVWLPDWHV�LQ�HDFK�52,�DQG�DFFXUDF\��WKH�IROORZLQJ�PRGHO�ZDV�¿W��Magnitude 
~ +1 + ROI + Accuracy + ROI:Accuracy + (1+Condition|Participant���7KH�¿[HG�DQG�
random effects each account a similar proportion of the variance (R2

m/c=0.34/0.78). The 
UDQGRP�LQWHUFHSWV�DQG�FRHI¿FLHQWV�RI�Condition per Participant�DFFRXQW�IRU�D�VLJQL¿FDQW�
SURSRUWLRQ�RI�WKH�YDULDQFH��Ȥ2(9)=25.41, p=0.003). The main effect of ROI��Ȥ2(3)=84.56, 
p��������DFFRXQWHG�IRU�D�VLJQL¿FDQW�DPRXQW�RI�YDULDQFH��ZKLOH�Accuracy��Ȥ2(1)=1.31, 
p=0.253) did not. The interaction between ROI:Accuracy��Ȥ2(3)=26.29, p<0.001) 
H[SODLQHG�D�VLJQL¿FDQW�SURSRUWLRQ�RI�WKH�YDULDQFH��LQGLFDWLQJ�WKDW�WKH�FRYDULDQFH�RI�
+50�ZLWK�DFFXUDF\�VFRUHV�GLIIHUV�EHWZHHQ�52,V���

This model indicates that Magnitude decreased with increasing Accuracy in right STG, 
left and right IFG, and increased with increasing accuracy in left STG (Figure 5.6; Table 
������+RZHYHU��WKH�UHODWLRQVKLS�EHWZHHQ�Accuracy and ROI�ZDV�VLJQL¿FDQW�RQO\�LQ�ULJKW�
STG (p ��������7KH�VDPH�PRGHO�¿W�WR�DOO�HYRNHG�+50�YDOXHV��L�H���ERWK�SRVLWLYH�DQG�
QHJDWLYHO\�FRUUHODWHG�SDLUV�RI�¿UVW�OHYHO�UHVSRQVH�HVWLPDWHV��GHPRQVWUDWHG�WKH�VDPH�
VLJQL¿FDQW�UHODWLRQVKLS�EHWZHHQ�Accuracy and right STG (p=0.003), and the same 
QRQ�VLJQL¿FDQW�WUHQGV�LQ�WKH�RWKHU�52,V��p>0.05; Table 5.5). These results, therefore, 
FRQ¿UP�WKDW�KDHPRG\QDPLF�DFWLYLW\�LQ�ULJKW�67*�LQFUHDVHV�DV�D�OLVWHQHU¶V�DELOLW\�WR�
extract emotional meaning from speech with uninformative F0 cues decreases. Further, 
WKH\�FRQ¿UP�WKDW�+50�LV�D�XVHIXO�GHULYHG�PHWULF�IRU�LQYHVWLJDWLQJ�WKH�UHODWLRQVKLS�
between listeners’ abilities to recognise vocal emotions with uninformative F0 cues and 
the amplitude of their haemodynamic responses.
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5.5 Discussion

The primary aims of the present study were 1) to quantify the difference in the ampli-
tude of cortical haemodynamic responses evoked by natural speech and speech in which 
F0 cues associated with processing vocal emotions are uninformative, and 2) to assess 
the relationship between haemodynamic responses evoked by vocal emotions and the 
behavioural accuracy with which listeners recognise emotions in speech with uninfor-
PDWLYH�)��FXHV��:LWK�UHJDUGV�WR�WKH�¿UVW�RI�WKHVH�DLPV��ERWK�QDWXUDO�VSHHFK�DQG�VSHHFK�
with uninformative F0 cues evoked haemodynamic activity bilaterally in STG, each 
ZLWK�ULJKW�ODWHUDOLVDWLRQ�RI�KDHPRG\QDPLF�DFWLYLW\�REVHUYHG�LQ�RQH�FKURPRSKRUH��+E2�
RU�+E5���6HFRQG��WKH�DFFXUDF\�ZLWK�ZKLFK�OLVWHQHUV�UHFRJQLVHG�HPRWLRQV�LQ�VSHHFK�
ZLWK�XQLQIRUPDWLYH�)��FXHV�ZDV�VLJQL¿FDQWO\�DVVRFLDWHG�ZLWK�KDHPRG\QDPLF�DFWLYLW\�
LQ�ULJKW�67*��DQDO\VHV�RI�UHVSRQVH�DPSOLWXGHV�SHU�FKURPRSKRUH�DQG�+50�FRQVLVWHQWO\�
indicated increasing haemodynamic activity in right STG with decreasing accuracy in 
the behavioural task. 

5.5.1 Behavioural accuracy reduced for vocal emotions in speech with uninfor-
mative F0 cues relative to natural speech

Listeners recognised emotions (angry, happy, sad, unemotional) with approximately 
equal accuracy before and after they partook in a listening task during fNIRS recording. 
Emotions in the natural condition were recognised with near-perfect accuracy across all 
listeners in both assessments, whereas overall recognition of emotions conveyed in speech 
ZLWK�XQLQIRUPDWLYH�)��FXHV�LQFUHDVHG�QRQ�VLJQL¿FDQWO\�E\�DSSUR[LPDWHO\����IURP�EHIRUH�
to after the fNIRS task. Nearly half of listeners showed improved accuracy in judging 
vocal emotions conveyed in speech with uninformative F0 cues between behavioural 
assessments, with the improvement ranging from 5% to 25%. During fNIRS recordings, 
listeners heard 20 repetitions of happy and sad in each natural speech and speech with 
attenuated F0 variations. While improvement was not possible for natural speech, where 
accuracy was near perfect, it is possible that the small improvement observed for speech 
with uninformative F0 cues arose from exposure to the degraded speech signal; listeners 
may have become more familiar with acoustic characteristics of the speaker’s natural 
YRLFH�DQG�RU�WKH�GLVWRUWLRQV�LQWURGXFHG�E\�UHQGHULQJ�)��FXHV�XQLQIRUPDWLYH��0��+��'DYLV�
et al. (2005) reports that listeners adapt rapidly to noise-vocoded speech containing mean-
ingful words but struggle to adapt to noise-vocoded speech consisting of nonsense words 
�OLNH�WKH�SVHXGR�ZRUGV�LQ�WKH�VWLPXOL�XVHG�KHUH���+HUH��OLVWHQHUV�OLNHO\�KDG�LQVXI¿FLHQW�
exposure to the pseudo-word stimuli with attenuated variations in F0 to become optimally 
acclimatised to the altered speech signal. It is possible that with additional exposure to the 
pseudo-word stimuli, listeners may learn to recognise emotions more accurately, and that 
their learning would likely be expedited by using meaningful sentences.  
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Figure 5.5.�)LUVW�OHYHO�HVWLPDWHV�DV�D�IXQFWLRQ�RI�$FFXUDF\�IRU�+E2�DQG�+E5�SHU�52,��/67-
G=left superior temporal gyrus, RSTG=right superior temporal gyrus, LIFG=left inferior 
IURQWDO�J\UXV��5,)* ULJKW�LQIHULRU�IURQWDO�J\UXV��'RWV�LQGLFDWH�WKH�UHVSRQVH�HVWLPDWHV��ȕ��
H[WUDFWHG�IURP�WKH�¿UVW�OHYHO�*/0�DQDO\VLV�SHU�52,��FRQGLWLRQ��DQG�SDUWLFLSDQW��FROODSVHG�
across condition. The blue regression line illustrates the linear relationship between beta val-
ues for each chromophore and Accuracy. Grey shading indicates standard error. The vertical 
dotted line indicates the median accuracy score (0.45) for vocal emotions with uninformative 
F0 cues (F0_happy and F0_sad) assessed before the fNIRS recording (pre-test).

Table 5.4. Relationship between speech-evoked haemodynamic activity and behavioural accuracy of 
emotion recognition in speech with uninformative F0 cues

HbO HbR

ROI ȕ SE t p ȕ SE t p

LSTG 0.03 2.36 0.01 0.990 -1.14 1.16 -0.98 0.331

RSTG -5.33 2.36 -2.26 0.030 3.63 1.16 3.14 0.003

LIFG -2.67 2.36 -1.13 0.265 -0.28 1.16 -0.24 0.811

RIFG -3.33 2.36 -1.41 0.166 -0.05 1.16 -0.05 0.963

Notes. Slope estimates, bold font indicates p<0.05. LSTG=left superior temporal gyrus, RSTG=right superior 
temporal gyrus, LIFG=left inferior frontal gyrus, RIFG=right inferior frontal gyrus.
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Figure 5.6.�+DHPRG\QDPLF�UHVSRQVH�PDJQLWXGH��+50��SHU�52,�LQWHUDFWLRQ�ZLWK�$FFXUDF\��
LSTG=left superior temporal gyrus, RSTG=right superior temporal gyrus, LIFG=left inferior 
frontal gyrus, RIFG=right inferior frontal gyrus. Dots indicate the magnitude of the difference 
EHWZHHQ�¿UVW�OHYHO�UHVSRQVH�HVWLPDWH�SDLUV��+50��IRU�+E2�DQG�+E5�SHU�FRQGLWLRQ��52,��DQG�
SDUWLFLSDQW��%ODFN�GRWV�LQGLFDWH�QHJDWLYHO\�FRUUHODWHG�+E2�DQG�+E5�YDOXHV��L�H���RQH�SRVLWLYH�
and one negative estimate), allowing for positive and negative haemodynamic responses. 
2SHQ�JUHHQ�GRWV�LQGLFDWH�SRVLWLYHO\�FRUUHODWHG�+E2�DQG�+E5�YDOXHV��L�H���ERWK�HVWLPDWHV�
SRVLWLYH�RU�QHJDWLYH���WKXV�QRW�UHÀHFWLQJ�IXQFWLRQDO�KDHPRG\QDPLF�UHVSRQVHV��1HJDWLYH�
haemodynamic responses are observed where black dots are below the horizontal dashed 
OLQH�DW�������WKH�PHDQ�+50�LQ�WKH�control�FRQGLWLRQ�RI�QHJDWLYHO\�FRUUHODWHG�+E2�DQG�+E5�
values). The blue regression line illustrates the relationship between response Magnitude and 
Accuracy of the black dots only, with grey shading indicating the standard error. The vertical 
dotted line indicates the median accuracy score (0.45) for vocal emotions with uninformative 
F0 cues (F0_happy and F0_sad) assessed before the fNIRS recording (pre-test),

Table 5.5. Relationship between haemodynamic response magnitude and behavioural accuracy of 
emotion recognition in speech with uninformative F0 cues

Negatively correlated pairs All pairs

ROI ȕ SE t p ȕ SE t p

LSTG 3.12 3.08 1.02 0.319 1.16 2.56 0.45 0.653

RSTG -7.87 3.06 -2.57 0.016 -8.27 2.57 -3.22 0.003

LIFG -2.10 4.04 -0.52 0.604 -2.12 2.56 -0.83 0.413

RIFG -6.15 3.76 -1.63 0.108 -2.85 2.56 -1.11 0.273

Notes. Slope estimates, bold font indicates p<0.05. LSTG=left superior temporal gyrus, RSTG=right superior 
temporal gyrus, LIFG=left inferior frontal gyrus, RIFG=right inferior frontal gyrus.
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5.5.2 Differences between waveforms and estimates of haemodynamic response 
amplitude

Visual inspection of the morphology of the grand average waveforms per condition 
SHU�52,��)LJXUH������FRQ¿UPHG�WKH�SUHVHQFH�RI�KDHPRG\QDPLF�UHVSRQVHV�LQ�OHIW�DQG�
right STG evoked by all vocal emotions, with response morphology matching that 
of the canonical haemodynamic response function (e.g., Glover, 1999). From visual 
inspection, peak values of waveforms and estimates of the GLM group-level response 
(Figure 5.4A; Table 5.2) are comparable. The morphology of IFG waveforms bilaterally 
for all speech conditions tends toward negative haemodynamic responses of varying 
amplitudes (Figure 5.3), and is most obvious for happy in IFG bilaterally and sad in left 
IFG. In the group-level GLM analysis, the values and direction of left IFG responses 
mirror those observed in the waveforms of IFG responses. 

Although bilateral MFG was not included in the group-level GLM analysis, the pattern 
RI�GHÀHFWLRQV�LQ�WKH�0)*�WLPH�FRXUVH�IRU�DOO�YRFDO�HPRWLRQV�PDWFKHG�WKH�SDWWHUQ�
described for bilateral MFG in all speech conditions in Chapter 4. In Chapter 4, the 
DPSOLWXGH�RI�GHÀHFWLRQV�ZDV�SUHVHQW�EXW�JUHDWO\�UHGXFHG�LQ�WKH�control condition relative 
to the speech conditions, suggesting that the pattern in MFG is not stimulus-evoked 
and that stimulus-evoked activation in other brain areas may enhance the amplitude 
RI�WKH�REVHUYHG�GHÀHFWLRQV�ZKHQ�VSHHFK�LV�SUHVHQWHG��+HUH��WKH�0)*�UHVSRQVH�LV�RQO\�
observed for speech stimuli, and not in the control (silence) condition, which can be 
LQWHUSUHWHG�DV�HYLGHQFH�WKDW�WKH�GHÀHFWLRQV�REVHUYHG�LQ�0)*�ELODWHUDOO\�DUH�VWLPX-
OXV�HYRNHG��$OWHUQDWLYHO\��LW�LV�SRVVLEOH�WKDW�GHÀHFWLRQV�LQ�0)*�RI�WKH�VPDOO�DPSOLWXGH�
observed in Chapter 4 in the control condition (~0.6 µM), may have been washed out 
by stronger physiological signal components in the present data. Further investigation 
LV�UHTXLUHG�WR�GHWHUPLQH�LI�WKH�0)*�GHÀHFWLRQV�DUH�VWLPXOXV�HYRNHG�RU��HQKDQFHG��
Nonetheless, the observed MFG response is very similar in Chapter 4 and the present 
VWXG\��ZLWK�GHÀHFWLRQV�RI�JUHDWHU�DPSOLWXGH�REVHUYHG�LQ�WKH�VKRUW��WKDQ�ORQJ�FKDQQHO�
VLJQDO�LQ�ERWK�FDVHV��DQG�PRUH�GRPLQDQW�LQ�+E2�WKDQ�+E5�LQ�ORQJ��DQG�VKRUW�FKDQQHO�
VLJQDOV��7KLV�LQGLFDWHG�WKDW�WKH�0)*�UHVSRQVH�PRVW�OLNHO\�UHÀHFWV�H[WUD�FHUHEUDO�VLJQDO�
components, which were not fully accounted for by the short-channel regression and are 
likely a response driven by the autonomic nervous system to the listening task (Kirilina 
et al., 2012; Tachtsidis & Scholkmann, 2016). 

5.5.3 Haemodynamic activity evoked by vocal emotions in natural speech and 
speech with uninformative F0 cues

The amplitudes of haemodynamic responses evoked by vocal emotions in natural 
speech in STG differed between hemispheres (Figure 5.4A). In right STG, haemody-
QDPLF�UHVSRQVHV�ZHUH�VLJQL¿FDQW�IRU�ERWK�happy and sad conveyed in natural speech in 
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ERWK�FKURPRSKRUHV��+RZHYHU��LQ�OHIW�67*��KDHPRG\QDPLF�UHVSRQVHV�ZHUH�VLJQL¿FDQW�
RQO\�IRU�+E5�EXW�QRW�+E2�IRU�happy�VSHHFK��DQG�IRU�+E2�EXW�QRW�+E5�IRU�sad. 
6SHHFK�ZLWK�XQLQIRUPDWLYH�)��FXHV�HYRNHG�VLJQL¿FDQW�KDHPRG\QDPLF�UHVSRQVHV�LQ�
both hemispheres and both chromophores. In comparison to the response estimates for 
happy�VSHHFK�REVHUYHG�LQ�&KDSWHU����ZKHUH�DOO�VSHHFK�FRQGLWLRQV�HYRNHG�VLJQL¿FDQW�
haemodynamic responses in STG bilaterally (see Chapter 4.4.2), the current happy STG 
HVWLPDWHV�DUH�FRPSDUDEOH�IRU�+E5�EXW�VXEVWDQWLDOO\�ORZHU�IRU�+E2��)RU�sad, the current 
67*�HVWLPDWHV�DUH�VOLJKWO\�UHGXFHG�IRU�+E2�DQG�VXEVWDQWLDOO\�FORVHU�WR�]HUR�IRU�+E5�
than those in Chapter 4.4.2. This may be explicable in terms of the alternation between 
QDWXUDO�DQG�PRGL¿HG�VSHHFK�UHVXOWLQJ�IURP�WKH�SVHXGR�UDQGRPLVHG�WULDO�RUGHU��FRPSDUHG�
to the constant presentation of natural vocal emotions in Chapter 4. Listeners’ predic-
tions about upcoming stimuli dampen the neural activity evoked by expected, but not 
unexpected, stimuli (e.g., Fishman et al., 2021; Friston, 2005). Speech in which F0 cues 
to vocal emotions are uninformative may have been less expected than natural speech, 
as a result of the effect of degraded speech on short-term memory: Retention of words 
is lower in noise-vocoded CI-simulations, i.e., with uninformative F0 cues, than for 
natural speech (Bosen & Luckasen, 2019), and natural speech interferes more strongly 
ZLWK�ZRUNLQJ�PHPRU\�WKDQ�&,�VLPXODWHG�VSHHFK��(OOHUPHLHU�HW�DO���������:|VWPDQQ�	�
Obleser, 2016). Together, the increased salience and better retention of natural speech 
in short-term memory suggest that vocal emotions conveyed in natural speech are more 
predictable than those conveyed in speech with uninformative F0 cues, explaining the 
smaller haemodynamic responses evoked by vocal emotions in natural speech. 

The present study predicted that vocal emotions conveyed in speech with uninformative 
F0 cues would evoke reduced haemodynamic activity in STG bilaterally compared 
WR�YRFDO�HPRWLRQV�LQ�QDWXUDO�VSHHFK��RQ�WKH�EDVLV�RI�WKH�FRPPRQ�PLVLGHQWL¿FDWLRQ�RI�
emotional speech as with unemotional when F0 cues are uninformative (Chapter 3.4.2; 
0HWFDOIH���������1R�VLJQL¿FDQW�GLIIHUHQFHV�ZHUH�IRXQG�LQ�DQ\�52,�RU�FKURPRSKRUH�
between natural speech and speech with uninformative F0 cues—right-lateralisation of 
haemodynamic activity in STG was observed for both speech conditions. For natural 
VSHHFK��WKH�VLJQL¿FDQWO\�ODUJHU�DPSOLWXGH�RI�KDHPRG\QDPLF�UHVSRQVHV�ZDV�REVHUYHG�
RQO\�LQ�+E5��VHH�DOVR�&KDSWHU�����7KH�ULJKW�ODWHUDOLVDWLRQ�RI�67*�DFWLYLW\��DOWKRXJK�RQO\�
VLJQL¿FDQW�LQ�RQH�FKURPRSKRUH��LV�FRQVLVWHQW�ZLWK�GDWD�UHSRUWHG�LQ�I1,56�VWXGLHV�RI�YR-
FDO�HPRWLRQV��6RQND\D�	�%D\D]ÕW��������'��=KDQJ�HW�DO���������������=KHQ�HW�DO����������
where right-hemispheric lateralisation evoked by vocal emotions in natural speech is 
WKRXJKW�WR�UHÀHFW�WKDW�KHPLVSKHUH¶V�VSHFLDOLVDWLRQ�IRU�GHFRGLQJ�DFRXVWLF�FXHV�WKDW�HYROYH�
over the span of words or sentences, such as F0 contours (Flinker et al., 2019; Friederici 
& Gierhan, 2013; Poeppel, 2003).
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The right lateralisation observed for vocal emotions in which F0 cues were uninfor-
PDWLYH��VLJQL¿FDQW�IRU�+E2�RQO\��LV�XQOLNHO\�WR�UHÀHFW�WKH�GHFRGLQJ�RI�WKH�)��FRQWRXU��
ZKLFK�LV�ÀDW�GXH�WR�WKH�DWWHQXDWLRQ�RI�YDULDWLRQV�LQ�)���,QVWHDG��WKH�LQFUHDVHG�KDHPRG\-
namic activity observed in right relative to left STG may arise from spectral changes 
introduced to the speech, listeners attentively seeking to recognise the conveyed 
emotions, or a combination of these two factors. While no previous studies investigate 
cortical haemodynamic responses to vocal emotions with uninformative F0 cues, 
the right-dominant response to speech with uninformative F0 cues is consistent with 
evidence from one fMRI study of adult participants with non-emotional speech (Meyer 
et al., 2004), as well as evidence from EEG studies of right-lateralisation of cortical 
activity in CI listeners (Cartocci et al., 2021), and that spectrally-altered speech evokes 
increased neural activity in the right hemisphere (Liikkanen et al., 2007; Miettinen et 
DO����������������$GGLWLRQDOO\��WZR�I1,56�VWXGLHV��+RPDH�HW�DO���������:DUWHQEXUJHU�HW�
al., 2007) examining haemodynamic responses to child-directed speech—characterised 
by increased variations in F0 and intensity (Fernald & Simon, 1984; Grieser & Kuhl, 
1988) report increased activity in right STG activity when variations in F0 are attenu-
DWHG��FRQVLVWHQW�ZLWK�WKH�FXUUHQW�¿QGLQJV��+RZHYHU��SDUWLFLSDQWV�LQ�WKRVH�VWXGLHV�ZHUH�
���PRQWK�ROG�LQIDQWV��+RPDH�HW�DO���������DQG���\HDU�ROG�FKLOGUHQ��:DUWHQEXUJHU�HW�
al., 2007), in whom morphology of cortical haemodynamic responses and sensitivity 
to vocal emotions are clearly not matured (e.g., Marcar et al., 2004; Morningstar et al., 
�������7KH�ULJKW�ODWHUDOLVDWLRQ�RI�67*�DFWLYLW\�PD\�UHÀHFW�WKH�UHGXFHG�XVHIXOQHVV�RI�)��
cues in degraded speech, regardless of the emotional valence assigned.

An alternative explanation for the right-lateralisation of STG activity is that the experi-
ment sequence in the present study (i.e., behavioural recognition assessed immediately 
before and after fNIRS recordings were made), may have led listeners to try to recog-
nise the conveyed emotions explicitly during the listening task. The right-lateralisation 
of STG activity is consistent with the enhancement of right-hemisphere haemodynamic 
activity mediated by attention to vocal emotions (e.g., Frühholz et al., 2012; Kotz et al., 
2013; Zhen et al., 2021), and accords with Kislova & Rusalova’s (2009) suggestion that 
listeners who struggle to recognise emotions show cortical activation in EEG frequency 
bands related to increased attention and emotional tension (i.e., gamma and theta, 
respectively).

5.5.4�,QGLYLGXDO�EHKDYLRXUDO�DFFXUDF\�UHÀHFWHG�LQ�DPSOLWXGH�RI�567*�KDHPRG\-
namic responses

7KH�SUHVHQW�VWXG\�VXJJHVWV�WKH�QRYHO�¿QGLQJ�WKDW�WKH�DELOLW\�WR�UHFRJQLVH�HPRWLRQV�LQ�
speech with attenuated variations in F0 is negatively correlated with the amplitude 
of haemodynamic responses in right STG; as accuracy with which listeners identify 
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emotions in degraded speech decreased, haemodynamic activity in right STG increased 
(Figure 5.5 and 5.10). This is consistent with Cartocci et al.’s (2021) report of a negative 
correlation between the right-lateralisation of the EEG gamma frequency band and 
accuracy of emotion recognition. One difference is that all of Cartocci et al.’s (2021) 
SDUWLFLSDQWV��ERWK�1+�DQG�&,�OLVWHQHUV��KHDUG�IXOO�VSHFWUXP�VSHHFK��)XUWKHUPRUH��WKH�
relationship was not assessed separately for each group. It is unclear, therefore, whether 
the negative correlation between the right-lateralisation and accuracy would be observed 
in the CI group, whose listening experience might be best compared to normal-hearing 
listeners listening to speech with uninformative F0 cues.

7KH�LQFUHDVHG�KDHPRG\QDPLF�DFWLYLW\�LQ�ULJKW�67*�PD\�UHÀHFW�WKH�SHUFHSWXDO�VHQVLWLY-
ity of individual listeners to attenuation of the F0 cues that convey emotions in speech; 
listeners who show reduced activity in right STG and higher behavioural accuracy 
may be able to make use of cues extracted from secondary acoustic features, such as 
intensity, speech rate, or voice quality, more successfully. In Chapter 3, where listeners 
adjudged emotions conveyed in speech with systematically attenuated variations in F0, 
intensity and/or speech rate, considerable variability was observed in listeners’ abilities 
to recognise vocal emotions when F0 cues were uninformative. This variability (see 
Chapter 3.4.1), also observed in the current study, indicates that some listeners are able 
to overcome uninformative F0 cues by making use of secondary cues. According to the 
¿QGLQJV�RI�WKH�SUHVHQW�VWXG\��WKHVH�OLVWHQHUV�ZRXOG�VKRZ�UHGXFHG�ULJKW�67*�DFWLYLW\�
compared to listeners who cannot make use of other informative acoustic cues to 
recognise vocal emotions.

Individual differences in speech recognition scores for noise-vocoded CI simulations, i.e., 
speech with uninformative F0 cues, have been suggested to be mediated by the strategies 
that listeners adopt while learning to decode that speech. For example, taking a ‘top-down’ 
strategy, some listeners may seek to decode speech sounds from lexical and semantic 
information, while others employ a ‘bottom-up’ strategy, attentive to acoustic-phonetic cues 
�0F*HWWLJDQ�HW�DO����������1+�OLVWHQHUV�FDQ�UHFRJQLVH�ZRUGV�LQ�&,�VLPXODWLRQ�SVHXGR�VHQ-
tences, indicating that the listeners can make use of the unattenuated acoustic-phonetic 
information, i.e., the ‘bottom-up’ strategy (Loebach et al., 2010). The stimuli in the present 
experiment were pseudo-words (to control for lexical and semantic information), which 
UK\PHG��WR�FRQWURO�IRU�SKRQHWLF�LQIRUPDWLRQ���,W�LV�SRVVLEOH�WKDW�1+�OLVWHQHUV�LQ�WKH�SUHVHQW�
study who relied on ‘bottom-up’ strategies may have been more sensitive to unattenuated 
acoustic cues, enabling them to recognise vocal emotions more readily in speech with atten-
uated F0 cues. Listeners’ individual abilities to extract emotional meaning from secondary 
cues, such as intensity and speech rate, are likely mediated by their abilities to perceive 
these cues, as well as their experience relying on the cues (Jasmin et al., 2019, 2021), and 
KRZ�ZHOO�DFFOLPDWLVHG�WKH\�DUH�WR�WKH�DOWHUHG�VSHHFK�VLJQDO��0��+��'DYLV�HW�DO������������
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Other predictors of successful speech recognition in spectrally degraded speech include 
sensitivity to amplitude and spectral modulations (e.g., Erb et al., 2012; Gifford et al., 
2018), the size of the vocabulary, working memory, and recognition of visual speech 
(Rosemann et al., 2017). Volumetric differences in thalamic grey matter (Erb et al., 
2012), as well as differences in downregulation of subcortical networks, may also me-
diate listeners’ abilities to adapt to spectrally degraded speech signals (Erb et al., 2013). 
:KLOH�WKH�FXUUHQW�¿QGLQJV�FDQQRW�EH�OLQNHG�WR�WKHVH�SUHGLFWRUV��WKH�OLVW�RI�SUHGLFWRUV�
VXJJHVWV�WKH�H[LVWHQFH�RI�PDQ\�SRWHQWLDO�IDFWRUV�WKDW�LQÀXHQFH�LQGLYLGXDO�GLIIHUHQFHV�
in the accuracy with which emotions are recognised, and the variable haemodynamic 
responses in right STG.

,QWHUHVWLQJO\��WKH�DPSOLWXGH�RI�WKH�KDHPRG\QDPLF�UHVSRQVH�IRU�+E2�LQ�ULJKW�67*�
evoked by happy_F0 was higher than that evoked by happy, while the response am-
plitudes for sad and F0_sad were very similar (Figure 5.4D). This difference between 
emotions may be explained by the relative difference in F0 between the original natural 
DQG�PRGL¿HG�VSHHFK�VLJQDOV��7KH�PHDQ�)��RI�WKH�QDWXUDO�YRFDO�HPRWLRQV�ZDV��������
+]�IRU�sad�VSHHFK�DQG��������+]�IRU�happy speech. To attenuate variations in F0 and 
render F0 cues uninformative, the F0 of F0_happy and F0_sad�ZDV�VHW�WR�����+]�IRU�WKH�
duration of the speech. For sad speech, an emotion characterised by less variation in F0, 
)��YDULDWLRQ�ZDV�DWWHQXDWHG��DQG�WKH�PHDQ�)��LQFUHDVHG�E\������+]²OHVV�WKDQ�WKH��±���
+]�MXVW�QRWLFHDEOH�GLIIHUHQFH�UHSRUWHG�IRU�FRQWLQXRXV�VSHHFK��5RVHQ�	�)RXUFLQ���������
For happy speech which is characterised by wide variations in F0, these variations were 
DWWHQXDWHG��DQG�WKH�PHDQ�)��ZDV�QRWLFHDEO\�UHGXFHG��L�H���E\�������+]��VHH�&KDSWHU�����
for description of stimulus generation). This larger reduction in mean F0 may reduce the 
ability of listeners to reweight any remaining acoustic cues. In the present study, vocal 
HPRWLRQV�FRQYH\HG�LQ�VSHHFK�ZLWK�XQLQIRUPDWLYH�)��FXHV�HYRNH�VLJQL¿FDQWO\�LQFUHDVHG�
activity in right STG relative to natural speech for happy, but not sad, and in Chapter 
3.4.1, behavioural accuracy in the equivalent condition (called F0) was lower for happy 
(0.19 correct) than sad (0.28 correct). Although the direction of this relationship can be 
considered consistent with the relationship between behavioural accuracy and activity 
in right STG in the present study, further investigation of a larger number of emotions is 
QHHGHG�WR�FRQ¿UP�ZKHWKHU�GLIIHUHQFHV�LQ�EHKDYLRXUDO�DFFXUDF\�RI�LQGLYLGXDO�HPRWLRQV�
in speech with uninformative F0 cues correlate with haemodynamic response amplitude 
in right STG.

5.5.5 Magnitude of HbO-HbR difference–a promising derived metric

Exploratory models examined the relationship between the accuracy with which vocal 
emotions are recognised when F0 cues are uninformative and the magnitude of the 
GLIIHUHQFH�EHWZHHQ�WKH�DPSOLWXGHV�RI�KDHPRG\QDPLF�UHVSRQVHV�LQ�+E2�DQG�+E5��7KH�
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H[SORUDWRU\�PRGHOV�SUHGLFWLQJ�+50�ZHUH�FRQVLVWHQW�ZLWK�PRGHOV�DVVHVVLQJ�UHVSRQVH�
DPSOLWXGH�IRU�HDFK�FKURPRSKRUH��SURYLGLQJ�SURPLVLQJ�HYLGHQFH�WKDW�+50�PD\�EH�D�
viable composite metric of haemodynamic activity for studies investigating the neural 
bases of cognitive tasks, in addition to the previous clinical applications (see Kaynezhad 
HW�DO���������.ROY\D�HW�DO���������7DFKWVLGLV�HW�DO����������+50�YDOXHV��SDUWLFXODUO\�WKRVH�
including only the negatively correlated pairs of estimates, are conceptually straightfor-
ZDUG�WR�LQWHUSUHW��DV�UHVSRQVH�DPSOLWXGHV�RI�+E2�DQG�+E5�DUH�V\QWKHVLVHG�LQWR�D�VLQJOH�
value. A compelling advantage of the composite metric is the much-needed oversight it 
grants into the haemodynamic response patterns observed in individual participants, i.e., 
the relative proportions of negatively and positively correlated pairs of estimates, be-
yond simply the positive and negative haemodynamic responses (as visualised in Figure 
������0RUHRYHU��WKH�+50�PHWULF�FDQ�IDFLOLWDWH�WKH�LQYHVWLJDWLRQ�RI�UHODWLRQVKLSV�EHWZHHQ�
behavioural or cognitive measures and cortical haemodynamic activity by reducing the 
number of models required, assuming chromophores are modelled separately, or the 
complexity of models in which chromophores are treated as predictors.

5.5.6 Strengths and limitations

The robust experimental design, as validated in Chapter 4, is an important strength of 
this study. The ROI-based analysis offers a more reliable approach than channel-wise 
analysis of haemodynamic data (Wiggins et al., 2016). This approach was complement-
ed by the inclusion of short-detector channels, enabling the regression of extracerebral 
signal components for the effective isolation of cortically evoked haemodynamic 
responses (Brigadoi & Cooper, 2015). The second strength of the present study lies in 
its contribution to understanding the relationship between listeners’ abilities to recog-
nise vocal emotions and the amplitude of cortical haemodynamic responses to those 
emotions. This study contributes novel insight into the enhanced neuro-metabolic cost 
of the inability to recognise vocal emotions in speech with uninformative F0 cues—a 
real experience for listeners who use hearing devices. Finally, the exploratory analysis 
XVLQJ�+50�HPSKDVLVHV�WKH�YDOXH�RI�V\QWKHVLVLQJ�KDHPRG\QDPLF�UHVSRQVH�DPSOLWXGHV�
in the two chromophores into a single value. This analysis reveals directional patterns 
in haemodynamic responses at the level of individual listeners and facilitates analyses 
involving behavioural measures of listening performance, such as the accuracy of 
emotion recognition, as investigated here.

The present study also has certain limitations. First, this study could be improved by 
adding unemotional and F0_unemotional conditions to facilitate comparisons with 
neuroimaging studies on noise-vocoded speech. Further, fNIRS data were acquired with 
fairly broad ROIs, which may reduce the response amplitudes or presence of responses 
in certain ROIs (Powell et al., 2018; Shader et al., 2021). Future extensions of the 
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SUHVHQW�VWXG\�PLJKW�EHQH¿W�IURP�QHVWLQJ�VPDOOHU�52,V�ZLWKLQ�WKH�52,V�DQDO\VHG�KHUH�

5.6 Conclusions

The present study provides novel evidence of an association between the accuracy 
ZLWK�ZKLFK�OLVWHQHUV�LGHQWLI\�YRFDO�HPRWLRQV�ZKHQ�)��FXHV�WR�WKHLU�LGHQWL¿FDWLRQ�DUH�
uninformative and cortical activity in right STG, as determined by haemodynamic 
responses obtained with fNIRS. Decreasing accuracy in identifying vocal emotions is 
associated with increasing haemodynamic activity in right STG. The evidence supports 
WKH�YLHZ�WKDW�YRFDO�HPRWLRQV²QDWXUDO�DQG�PRGL¿HG�WKURXJK�DWWHQXDWLRQ�RI�)��FXHV²
HYRNH�VLJQL¿FDQW�KDHPRG\QDPLF�DFWLYLW\�LQ�ULJKW�67*��1R�VLJQL¿FDQW�GLIIHUHQFHV�ZHUH�
observed in the haemodynamic responses of any brain region between vocal emotions 
conveyed in natural speech or speech in which F0 cues to the identity of those emotions 
ZHUH�XQLQIRUPDWLYH��9RFDO�HPRWLRQV�LQ�QDWXUDO�DQG�PRGL¿HG�VSHHFK�XWWHUDQFHV�HYRNHG�
larger haemodynamic response amplitudes in right compared to left STG. Finally, 
H[SORUDWRU\�DQDO\VHV�VXJJHVW�+50��L�H���WKH�GLIIHUHQFH�EHWZHHQ�+E2�DQG�+E5�HVWLPDWHV�
of haemodynamic response amplitude, is a useful metric for considering haemodynamic 
responses at the level of individual listeners and provides a means of correlating cortical 
neural activity with behavioural measures of listening performance.
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Chapter 6| General discussion

6.1 Implications and outlook

In this thesis, I describe a series of studies designed to investigate the relationship be-
WZHHQ�FRUWLFDO�KDHPRG\QDPLF�DFWLYLW\�LQ�QRUPDO�KHDULQJ��1+��OLVWHQHUV�DQG�WKHLU�DELOLW\�
to recognise vocal emotions in normal and degraded speech in which cues to vocal emo-
tions were attenuated. Three main observations were made. First, listeners’ recognition 
of emotions conveyed in speech with reduced variations in fundamental frequency (F0), 
intensity, and/or speech-rate cues was assessed, using speech with attenuated variations 
in the relevant acoustic feature(s) (Chapter 3). The data demonstrated that listeners’ 
abilities to recognise emotions were most impaired by uninformative F0 cues and more 
mildly by uninformative intensity and speech-rate cues together. Second, the suitability 
of functional near-infrared spectroscopy (fNIRS) for obtaining cortical signatures 
of discrete vocal emotions conveyed in natural speech was investigated (Chapter 4), 
whereby the data showed that fNIRS cannot differentiate between cortical representa-
tions of discrete emotions. Finally, differences in cortical haemodynamic responses to 
vocal emotions conveyed in natural speech and speech with uninformative F0 cues were 
assessed at the group level, and the relationship between listeners’ abilities to recognise 
emotions in speech with uninformative F0 cues and their cortical haemodynamic 
activity while listening to vocal emotions was assessed (Chapter 5). The data showed 
no difference between patterns of cortical activations to natural speech and speech with 
uninformative F0 cues, but did reveal that listeners’ abilities to recognise emotions in 
speech with uninformative F0 cues correlate negatively with neural activation to vocal 
emotions in right superior temporal gyrus (STG); poor accuracy of emotion recognition 
was associated with increased activity. 

Together, these three studies demonstrate that listeners recognise vocal emotions 
containing uninformative F0 cues with reduced accuracy compared to vocal emotions in 
unaltered, natural speech. Performance across listeners was highly variable suggesting 
that listeners differ in their abilities to exploit secondary acoustic cues in the presence of 
uninformative F0 cues. Listeners’ accuracy was negatively correlated with the amplitude 
of the haemodynamic activity in right STG to vocal emotions conveyed in natural 
speech and speech with uninformative F0 cues. The experiments also provide insight 
into a methodological consideration relevant to fNIRS: the difference in amplitude of 
KDHPRG\QDPLF�UHVSRQVHV�EHWZHHQ�R[\JHQDWHG��+E2��DQG�GHR[\JHQDWHG��+E5��KDHPR-
globin can be synthesised into a single metric—‘haemodynamic response magnitude’ 
(Chapter 5). 
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The data presented in this thesis will inform future research on behavioural and cortical 
aspects of vocal emotion recognition and are pertinent to:

i. Acoustic characterisations of vocal emotions 

ii. Processing vocal emotions with hearing devices

iii. fNIRS as a neuroimaging technique for studying vocal emotion, and 
more generally, auditory processing

iv. Methodological considerations when using fNIRS to assess cortical 
haemodynamic responses

6.1.1 Acoustic characterisation of vocal emotions

The acoustic analysis of natural speech (Chapter 2) is consistent with previous accounts 
of the relationships between the acoustic features in natural speech (i.e., F0, intensity, 
and speech rate) and dimensions used to characterise behavioural and physiological 
responses to vocal emotions. According to dimensional accounts of vocal emotions 
(e.g., Goudbeek & Scherer, 2010; Laukka et al., 2005), angry and happy are higher 
than sad in terms of arousal (dimension ranging from high to low), and happy is rated 
more positive in valence (dimension ranging from negative to positive) than angry and 
sad. Applying these arousal and valence ratings to the speech stimuli generated for this 
thesis (Chapter 2.1), higher arousal was associated with higher mean F0 and intensity, 
and positive valence was associated with higher speech rates, consistent with previous 
reports (Bachorowski, 1999; Goudbeek & Scherer, 2010; Laukka et al., 2005). 

The role of voice quality, a multifaceted perceptual feature with various acoustic 
correlates (e.g., the distance between formants and distribution of power in higher to 
lower frequencies; Gobl & Ní Chasaide, 2003; Scherer, 1986), was not investigated in 
this thesis. Nonetheless, voice quality can potentially explain two phenomena evoked by 
angry speech: First, listeners were able to recognise angry speech with remarkably high 
and stable accuracy, despite the attenuation of variations, i.e., cues, in F0, intensity and/
or speech rate (Chapter 3). Second, angry speech evoked the numerically largest haemo-
dynamic responses of the various vocal emotions (i.e., angry, happy, sad, unemotional) 
LQ�67*�ELODWHUDOO\��DOWKRXJK�WKH�DPSOLWXGHV�ZHUH�QRW�IRXQG�WR�EH�VLJQL¿FDQWO\�GLIIHUHQW�
from unemotional speech for either chromophore (Chapter 4). The high accuracy and 
large haemodynamic responses for angry speech likely result from the increased vocal 
effort conveyed in angry speech, which is perceived as a ‘tense’ sounding voice quality 
and is associated with increased loudness perception (Gobl & Ní Chasaide, 2003; 
Yanushevskaya et al., 2013). Listeners make use of voice quality cues to recognise 
emotions in speech (e.g., Gobl & Ní Chasaide, 2003; Scherer, 1986). As such, voice 
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quality cues in angry speech may have provided cues for successful recognition despite 
F0, intensity, and/or speech-rate cues having been rendered uninformative. While this 
H[SODQDWLRQ�LQYROYLQJ�µWHQVH¶�VSHHFK�SHUWDLQV�VSHFL¿FDOO\�WR�angry speech, voice quality 
likely contributes to the perception of all emotions. While this thesis prioritised using 
natural speech, future behavioural and neuroimaging studies on vocal emotions should 
control for voice quality, likely by synthesising speech (e.g., Gobl & Ní Chasaide, 2003) 
due to the many acoustic features that characterise voice quality. 

A limitation of the stimuli used in this thesis is that they were recorded from a single 
female speaker. Expression of vocal emotions varies between speakers (Laukka et al., 
2012; Scherer, 1986), meaning that stimuli recorded from a more diverse set of speakers 
could improve their generalisability. Further, given the evidence that listeners adapt to 
DOWHUHG�VSHHFK�VLJQDOV�PRUH�TXLFNO\�ZKHQ�H[SRVHG�WR�PHDQLQJIXO�VSHHFK��0��+��'DYLV�
et al., 2005), future investigations may consider including stimuli with real words rather 
than pseudo-words.

6.1.2 Processing vocal emotions with hearing devices

Our listeners, all of whom had normal hearing, showed reduced accuracy with high 
variability, within and between listeners, in recognising emotions conveyed in speech 
with uninformative F0 cues (Chapters 3 and 5). The high variability is interpreted as 
evidence that individual listeners differ in their abilities to make use of informative 
cues, with some listeners successfully assigning more weight to secondary cues to vocal 
emotions as predicted by Toscano & McMurray’s (2010) cue-weighting hypothesis, 
while other listeners do not adapt their usage of cues to the degraded speech signal. The 
variability observed between listeners’ strategies may be explained by differences in 
listeners’ abilities to perceive the cues provided by each acoustic feature (Jasmin et al., 
2019; Kidd et al., 2007) combined with listeners’ lack of experience listening to speech 
ZLWK�XQLQIRUPDWLYH�)��FXHV��0��+��'DYLV�HW�DO���������-DVPLQ�HW�DO����������7KH�I1,56�
investigation in Chapter 5 revealed that the accuracy with which listeners recognise 
emotion in speech when F0 cues are uninformative is negatively correlated with 
haemodynamic activity in right STG, where lower accuracy corresponded to increased 
DFWLYDWLRQ��7KLV�VXJJHVWV�WKDW�LQ�1+�OLVWHQHUV�DW�OHDVW��WKH�DELOLW\�WR�FRPSHQVDWH�IRU�
uninformative F0 cues with other informative acoustic cues may be associated with 
reduced neuro-metabolic demands in right STG. 

Therapeutic hearing devices used to mitigate reduced representation of frequency 
DQG�LQWHQVLW\�LQIRUPDWLRQ�LQ�VHQVRULQHXUDO�KHDULQJ�ORVV�LQFOXGH�KHDULQJ�DLGV��+$V���
which amplify sounds but may introduce distortions due to microphone placement 
and front-end signal processing features, and cochlear implants (CIs), which convert 
acoustic signals to trains of electrical pulses with a heavily compressed intensity range 
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DQG�OLPLWHG�VSHFWURWHPSRUDO�UHVROXWLRQ��%DúNHQW�HW�DO���������/HVLFD��������3ODFN��
�������:KLOH�&,V�WUDQVPLW�)��LQIRUPDWLRQ�ZHDNO\��%DúNHQW�HW�DO���������&KDWWHUMHH�	�
3HQJ��������(YHUKDUGW�HW�DO���������3ODFN���������)��FDQ�EH�WUDQVPLWWHG�WKURXJK�+$V��
1HYHUWKHOHVV��LQ�FDVHV�RI�VHYHUH�KHDULQJ�ORVV��D�+$�XVHU¶V�LQGLYLGXDO�DPSOL¿FDWLRQ�
VHWWLQJV��ZKLFK�DUH�PDWFKHG�WR�WKH�OLVWHQHUV¶�KHDULQJ�ORVV�SUR¿OH��PD\�OLPLW�WKH�UDQJH�RI�
intensity, change the shape of the speech spectrum, and introduce distortions to temporal 
envelope, thus potentially altering the delivered pitch contours (Goy et al., 2018; Lesica, 
��������)RU�XVHUV�RI�ERWK�&,V�DQG�+$V��WKH�UHGXFHG�IXQFWLRQ�RI�WKH�DXGLWRU\�SHUFHSWXDO�
system in tandem with the altered speech signal provided by the therapeutic device, can 
LQÀXHQFH�UHFRJQLWLRQ�RI�YRFDO�HPRWLRQV��$V�GLVFXVVHG�LQ�&KDSWHU������WKH�DWWHQXDWLRQ�RI�
variations in F0, used in this thesis to render F0 cues uninformative, and the degradation 
of F0 cues by CI devices both impact the accuracy with which listeners recognise vocal 
emotions (e.g., Luo et al., 2007; Most & Aviner, 2009; Pak & Katz, 2019). Consistent 
ZLWK�WKH�GHJUDGDWLRQ�RI�WKH�VSHHFK�VLJQDO�EHLQJ�OHVV�VHYHUH�LQ�+$V�FRPSDUHG�WR�&,V��
+$�XVHUV�WHQG�WR�VKRZ�D�PLOGHU�UHGXFWLRQ�LQ�DFFXUDF\�ZKHQ�UHFRJQLVLQJ�YRFDO�HPRWLRQ�
�0RVW�	�$YLQHU���������:KLOH�LQFUHDVLQJ�HYLGHQFH�GHPRQVWUDWHV�WKDW�+$�DQG�&,�
OLVWHQHUV�KDYH�GLI¿FXOW\�UHFRJQLVLQJ�YRFDO�HPRWLRQV�GXH�WR�GHJUDGHG�)��LQIRUPDWLRQ�
(e.g., Everhardt et al., 2020; Goy et al., 2018; Jiam et al., 2017; Most & Aviner, 2009; 
Waaramaa et al., 2018), little is known about neural mechanisms underpinning poor and 
successful recognition of vocal emotions in hearing-impaired individuals.  

)XWXUH�LQYHVWLJDWLRQV�VKRXOG�H[DPLQH�ZKHWKHU�+$�DQG�&,�OLVWHQHUV�VKRZ�WKH�VDPH�
association between cortical activity in right STG and the ability to recognise emotions 
LQ�VSHHFK�ZLWK�XQLQIRUPDWLYH�)��FXHV�HYLGHQW�LQ�1+�OLVWHQHUV��&KDSWHU�����7KHVH�DUH�
needed to assess the viability and reliability of right STG activity as a biomarker for be-
KDYLRXUDO�GH¿FLWV�LQ�UHFRJQLVLQJ�HPRWLRQV�FRQYH\HG�LQ�VSHHFK�ZLWK�DWWHQXDWHG�)��FXHV��
Drawing on the stimuli and experiments described in this thesis, the natural-speech 
VWLPXOL��&KDSWHU����FRXOG�EH�XVHG�WR�DVVHVV�WKH�DELOLWLHV�RI�+$�DQG�&,�XVHUV�WR�UHFRJQLVH�
emotions in speech, using the behavioural 4-alternative forced-choice experiment 
�&KDSWHU�������$V�I1,56�FDQ�EH�XVHG�ZLWK�HOHFWULFDO�DQG�IHUURPDJQHWLF�+$�RU�&,�FRPSR-
nents (Saliba et al., 2016), the fNIRS experiment in which participants listened to vocal 
emotions conveyed in natural speech (Chapter 4.3) is suitable for recording cortical 
KDHPRG\QDPLF�UHVSRQVHV�LQ�+$�RU�&,�OLVWHQHUV��7KH�PRGH�RI�VWLPXOXV�SUHVHQWDWLRQ�
ZRXOG�QHHG�WR�EH�DGDSWHG��L�H���WKH�VSHHFK�VWLPXOL�FRXOG�EH�SUHVHQWHG�LQ�WKH�IUHH�¿HOG�RU�
directly to the hearing device, rather than through insert phones. In sum, the stimulus 
materials and experiments prepared for this thesis are suited to future investigations into 
WKH�FRUWLFDO�XQGHUSLQQLQJV�RI�YRFDO�HPRWLRQ�UHFRJQLWLRQ�DQG�SURFHVVLQJ�LQ�+$�RU�&,�
listening.
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6.1.3 fNIRS as a neuroimaging technique for studying vocal emotions, and more 
generally, auditory processing

Using fNIRS, speech-evoked haemodynamic activity was observed bilaterally in STG 
(Chapters 4 and 5), with the activity evoked by vocal emotions conveyed in natural 
VSHHFK�VLJQL¿FDQWO\�HOHYDWHG�FRPSDUHG�WR�VLOHQFH��&KDSWHU�����,Q�&KDSWHU����YRFDO�
emotions in natural speech and speech with uninformative F0 cues evoked increased 
haemodynamic activity, compared to silence, in STG bilaterally, although this was 
RQO\�VLJQL¿FDQW�IRU�ULJKW�67*��,Q�OHIW�67*��HDFK�YRFDO�HPRWLRQ�HYRNHG�KDHPRG\QDPLF�
UHVSRQVHV�VLJQL¿FDQWO\�GLIIHUHQW�IURP�EDVHOLQH�LQ�DW�OHDVW�RQH�FKURPRSKRUH��'HVSLWH�WKH�
GLIIHUHQFH�LQ�VLJQL¿FDQFH�REVHUYHG�IRU�OHIW�67*�EHWZHHQ�WKH�WZR�VWXGLHV��VHH�&KDSWHU���
for discussion), the bilateral activation of cortical areas consisting of the auditory-sen-
VRU\�DQG�VXUURXQGLQJ�FRUWLFHV�LV�FRQVLVWHQW�ZLWK�SUHYLRXV�I1,56�DQG�I05,�¿QGLQJV�
(e.g., Belin et al., 2002; Evans et al., 2014; Mushtaq et al., 2019; Sevy et al., 2010), 
strengthening the evidence that fNIRS is robustly sensitive to cortical activity evoked by 
auditory stimuli such as speech.

Concerning the dual pathway model of auditory processing, the fNIRS montage 
described in Chapter 2 covers the endpoints of the ventral ‘what’ pathway, i.e., from 
the primary auditory regions to the inferior frontal regions (Friederici & Gierhan, 
2013). During the processing of vocal emotions, the ventral pathway contributes to the 
extraction of acoustic features as well as the generation of an auditory percept in STG 
and appraisal of that percept in IFG (Arnott et al., 2004; Dricu & Frühholz, 2020). In 
Chapters 4 and 5, vocal emotions evoked cortical haemodynamic activity bilaterally 
LQ�67*�RQO\��OLNHO\�UHÀHFWLQJ�IHDWXUH�H[WUDFWLRQ�DQG�SHUFHSW�JHQHUDWLRQ��7KH�DEVHQFH�
of cortical activation in inferior and middle frontal regions suggests that fNIRS is not 
sensitive to the appraisal of vocal emotions in the investigated cortical regions. No 
evidence for or against the sensitivity of fNIRS to the dorsal stream was presented in 
this thesis, as the fNIRS montage used in Chapters 4 and 5 did not cover the parietal and 
prefrontal regions included in the dorsal ‘where/how’ stream (Dricu & Frühholz, 2020).

fMRI and fNIRS studies commonly report right-lateralisation of cerebral activity 
evoked by cortical processing of vocal emotions (Frühholz, Trost, et al., 2016; Kreit-
ewolf et al., 2014; Seydell-Greenwald et al., 2020; Witteman et al., 2012). Congruent 
with these reports, lateralisation of haemodynamic activity evoked by emotional speech 
to right STG was observed in Chapter 4 (angry, happy and sad speech together) and 
Chapter 5 (happy and sad speech together). 17 of 21 participants completed both fNIRS 
studies, approximately two to three months apart. The consistency of the right-laterali-
sation of STG activity may be tentatively interpreted as indicating that haemodynamic 
responses evoked by vocal emotions and recorded with fNIRS are reliable at the group 
level. Alternatively, fNIRS may be more sensitive to right-hemisphere brain regions (see 
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KLJKHU�VSHFL¿FLW\�YDOXHV�GHVFULEHG�LQ�&KDSWHU���������9LVXDOLVDWLRQV�RI�KDHPRG\QDPLF�
response amplitudes reported in some recent fNIRS studies investigating natural 
non-emotional speech suggest larger response amplitudes in the right relative to the left 
temporal lobe (Chapter 4, Lawrence et al., 2018; Luke et al., 2021; Shader et al., 2021; 
Wiggins et al., 2016), while others do not (Defenderfer et al., 2017; Lawrence et al., 
2018; Wijayasiri et al., 2017; Zhou et al., 2018). Brigadoi & Cooper’s (2015) model of 
adult scalp-brain distances does not suggest reduced distances in the right hemisphere 
compared to the left. Further research is needed to ascertain whether fNIRS is differen-
tially sensitive to right and left cortical regions and whether this potential difference in 
sensitivity is a pertinent concern in fNIRS investigations of hearing function. 

6.1.4 Methodological considerations when using fNIRS to assess cortical haemo-
dynamic responses

Although the focus of this thesis was on behavioural and cortical representations of 
YRFDO�HPRWLRQV�LQ�1+�OLVWHQHUV��H[SORUDWRU\�DQDO\VHV�HPSOR\HG�WKH�XQGHUXVHG�PHWULF�
RI�WKH�µKDHPRG\QDPLF�UHVSRQVH�PDJQLWXGH¶��+50��&KDSWHU�����,Q�I1,56�VWXGLHV��EHVW�
SUDFWLFH�LV�WR�UHSRUW�DQDO\VHV�RI�ERWK�FKURPRSKRUHV��L�H���+E2�DQG�+E5��7DFKWVLGLV�	�
Scholkmann, 2016; Yücel et al., 2021), as was performed in Chapters 4 and 5. Some 
VWXGLHV�DOVR�UHSRUW�WRWDO�KDHPRJORELQ��+E7���LQ�ZKLFK�HVWLPDWHV�IRU�+E2�DQG�+E5�
REWDLQHG�LQ�WKH�¿UVW�OHYHO�DQDO\VLV�DUH�VXPPHG�WR�UHÀHFW�WRWDO�ORFDO�EORRG�YROXPH�
�)HUUDUL�	�4XDUHVLPD��������:ROI�HW�DO����������7R�H[SORUH�KRZ�WKH�LQYHUVH�RI�+E7�
FRXOG�FKDUDFWHULVH�PHDVXUHG�QHXUDO�DFWLYLW\��+50�YDOXHV�ZHUH�GHULYHG�E\�VXEWUDFWLQJ�
+E5�IURP�+E2�HVWLPDWHV�RI�UHVSRQVH�DPSOLWXGH��+50�UHÀHFWV�WKH�GLIIHUHQFH�EHWZHHQ�
the estimates for the two chromophores, whereby a larger difference value represents 
LQFUHDVHG�QHXUDO�DFWLYLW\��$QDO\VHV�LQFRUSRUDWLQJ�+50�DV�WKH�GHSHQGHQW�YDULDEOH��
with ROI and accuracy with which emotion are recognised as independent variables 
demonstrated that this metric provides results consistent with separate analyses of the 
two chromophores while providing additional insight into the direction of the global 
KDHPRG\QDPLF�UHVSRQVH��1HJDWLYH�KDHPRG\QDPLF�UHVSRQVHV��L�H���UHGXFHG�+E2�DQG�
HOHYDWHG�+E5�FRQFHQWUDWLRQV��DUH�OHVV�FRPPRQO\�UHSRUWHG�DQG�OHVV�ZHOO�XQGHUVWRRG�WKDQ�
SRVLWLYH�KDHPRG\QDPLF�UHVSRQVHV��HOHYDWHG�+E2�DQG�UHGXFHG�+E5��+RZDUWK�HW�DO���
������0DJJLRQL�HW�DO���������0XOOLQJHU�HW�DO����������)RU�LQGLYLGXDO�SDUWLFLSDQWV��+50�
values convey the direction, as well as the potential presence, of the haemodynamic 
response. This metric, therefore, characterizes haemodynamic responses of individuals 
PRUH�LQIRUPDWLYHO\�DQG�VXFFLQFWO\�WKDQ�HVWLPDWHV�RI�UHVSRQVH�DPSOLWXGH�IRU�HDFK�+E2�
DQG�+E5�DORQH��L�H���DQDO\VHG�VHSDUDWHO\�WR�UHGXFH�PXOWLFROOLQHDULW\��,Q�JURXS�OHYHO�
DQDO\VHV��WKH�+50�HPERGLHV�WKH�LQIRUPDWLRQ�FRQYH\HG�LQ�ERWK�+E2�DQG�+E5��IDFLOLWDW-
ing the association of additional variables, such as measures of listening performance, 
to the combined haemodynamics of the two chromophores. As demonstrated in Chapter 
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���+50�LV�D�YDOXDEOH�PHWULF�ZKRVH�LPSOHPHQWDWLRQ�VKRXOG�EH�IXUWKHU�YDOLGDWHG�LQ�IXWXUH�
fNIRS studies.

)LQDOO\��WKH�EUHDGWK�RI�52,V�KDV�EHHQ�VKRZQ�WR�LQÀXHQFH�REVHUYDWLRQV�RI�KDHPRG\QDPLF�
activity (e.g., Powell et al., 2018; Shader et al., 2021). As described in Chapter 2.2.2, 
relatively broad ROIs were used in Chapters 4 and 5 to increase measurement reliability 
(Wiggins et al., 2016) and account for individual differences in cortical anatomy and 
functionality (Cooper et al., 2012; D. Wang et al., 2015). Shader et al. (2021) demon-
strate that averaging haemodynamic responses over broader ROIs may obscure haemo-
dynamic activity measured by smaller groups of neighbouring channels. To extend upon 
the experiments described in Chapters 4 and 5, smaller ROIs within the larger ROIs 
could be investigated, enabling assessment of responses to discrete emotions (Chapter 
4) and emotions in natural speech and speech with uninformative F0 cues (Chapter 5) 
DW�¿QHU�VSDWLDO�UHVROXWLRQ��7KH�52,V�XVHG�LQ�WKLV�WKHVLV�PD\�EH�VXEGLYLGHG�LQWR�VPDOOHU�
52,V�RU�VLPSO\�UHGXFHG�LQ�VL]H�E\�LQFUHDVLQJ�WKH�µVSHFL¿FLW\¶�WKUHVKROG�LQ�WKH�I2/'�
toolbox (Zimeo Morais et al., 2018), or alternatively, by identifying the functional 
channels of interest for each participant using an independent sample of data (i.e., 
unused trials; Powell et al., 2018). The latter approach is of particular interest, as it has 
the potential to account for individual differences in cortical anatomy and functionality 
while ensuring that the planned statistical analyses are unbiased by ROI selection (Vul 
& Kanwisher, 2013).
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Chapter 7| Conclusions
This thesis encompasses the generation of novel vocal emotion stimuli, as well as 
studies investigating the behavioural accuracy with which normal-hearing listeners 
recognise emotions conveyed in speech, and cortical haemodynamic activity evoked 
by emotions in speech measured with functional near-infrared spectroscopy (fNIRS). 
Behavioural accuracy was investigated for vocal emotions conveyed in natural speech 
and speech with uninformative acoustic cues (i.e., attenuated variations in fundamental 
frequency (F0), intensity and/or speech rate), and cortical haemodynamic responses to 
vocal emotions in natural speech and speech with uninformative F0 cues were assessed.

7KH�GDWD�FRQ¿UP�WKDW�1+�OLVWHQHUV�UHO\�PRVW�KHDYLO\�RQ�YDULDWLRQV�LQ�)��WR�UHFRJQLVH�
emotions conveyed in speech and that rendering F0 cues uninformative by attenuating 
YDULDWLRQV�LQ�)��VLJQL¿FDQWO\�LPSDLUV�OLVWHQHUV¶�UHFRJQLWLRQ�RI�YRFDO�HPRWLRQV��7R�D�
lesser degree than F0, rendering intensity and speech rate cues simultaneously uninfor-
mative also reduces the accuracy with which listeners recognise vocal emotions. The 
cortical activity evoked by vocal emotions conveyed in natural speech and speech with 
XQLQIRUPDWLYH�)��FXHV�GLG�QRW�GLIIHU�VLJQL¿FDQWO\��ERWK�HYRNHG�FRUWLFDO�DFWLYLW\�ELODWHU-
ally in superior temporal gyrus (STG). Vocal emotions in both speech conditions evoked 
a right lateralisation of STG activity, and this was negatively correlated with the ability 
to recognise emotions conveyed in speech with uninformative F0 cues. Together, the 
GDWD�VXJJHVW�WKDW�1+�OLVWHQHUV�PD\�EH�DEOH�WR�PDNH�XVH�RI�YDULDWLRQV�LQ�DFRXVWLF�IHDWXUHV�
(i.e., intensity and speech rate) when F0 cues are uninformative in order to recognise 
YRFDO�HPRWLRQV��DQG�WKDW�VXFFHVV�LQ�GRLQJ�VR�LV�UHÀHFWHG�LQ�KDHPRG\QDPLF�UHVSRQVHV�
recorded from right STG using fNIRS. fNIRS is not sensitive to unique cortical 
signatures evoked by discrete vocal emotions, but rather to the cortical representations 
of emotional speech and listeners’ accuracy of emotion recognition in speech with 
uninformative F0 cues. 
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Summary
Problem statement. 1RUPDO�KHDULQJ��1+��OLVWHQHUV�UHO\�KHDYLO\�RQ�YDULDWLRQV�RYHU�
time in the fundamental frequency of speech (F0; the acoustic correlate of voice pitch) 
to identify vocal emotions. Without reliable F0 cues, such as is the case for individuals 
who rely on cochlear implants to hear, the ability to extract emotional meaning from 
speech is reduced. This thesis describes the development of an objective measure 
for recognising vocal emotions conveyed in speech. A program of three experiments 
LQYHVWLJDWHV�����WKH�DELOLW\�RI�1+�OLVWHQHUV�WR�XVH�)���LQWHQVLW\��DQG�VSHHFK�UDWH�FXHV�WR�
recognise vocal emotions; 2) a signature of the cortical representation of discrete vocal 
emotions assessed using functional near-infrared spectroscopy (fNIRS); 3) a character-
isation of cortical haemodynamic activity evoked by vocal emotions in natural speech 
and in speech manipulated to render F0 cues less informative using fNIRS. 

Experiment 1. To validate the novel emotional stimuli created for this project and 
LQYHVWLJDWH�KRZ�1+�OLVWHQHUV�PDNH�XVH�RI�)���LQWHQVLW\��DQG�VSHHFK�UDWH�FXHV�ZKHQ�
UHFRJQLVLQJ�YRFDO�HPRWLRQV��DFFXUDF\�VFRUHV�ZHUH�REWDLQHG�IRU�1+�OLVWHQHUV¶�UHFRJQLWLRQ�
of angry, happy, sad, and unemotional conveyed in natural speech, as well as speech 
conditions with systematically attenuated variations in F0, intensity and/or speech rate. 
/LVWHQHUV�LGHQWL¿HG�HPRWLRQV�LQ�QDWXUDO�VSHHFK�ZLWK�QHDU�SHUIHFW�DFFXUDF\��&RPSDULVRQV�
EHWZHHQ�VSHHFK�FRQGLWLRQV�ZLWK�OHVV�LQIRUPDWLYH�FXHV�FRQ¿UPHG�WKDW��DW�WKH�JURXS�OHYHO��
listeners rely most heavily on F0 cues when judging vocal emotions and show limited 
abilities to use intensity and speech-rate cues to compensate for uninformative F0 cues. 
+LJK�DFFXUDF\�IRU�HPRWLRQV�LQ�QDWXUDO�VSHHFK�GHPRQVWUDWHV�WKH�VXLWDELOLW\�RI�WKHVH�
stimuli for investigating cortical representations of discrete emotions in natural speech. 

Experiment 2. Cortical haemodynamic responses were recorded from bilateral supe-
rior temporal gyri (STG), inferior frontal gyri (IFG), and middle frontal gyri (MFG) 
XVLQJ�I1,56�ZKLOH�1+�OLVWHQHUV�KHDUG�angry, happy, sad, and unemotional speech to 
determine whether fNIRS can be used to measure cortical signatures of discrete vocal 
HPRWLRQV�LQ�QDWXUDO�VSHHFK��6SHHFK�HYRNHG�VLJQL¿FDQW�KDHPRG\QDPLF�UHVSRQVHV�LQ�
bilateral STG, and right-lateralisation of cortical activity evoked by vocal emotions 
was observed in STG. Comparisons of haemodynamic response amplitude between 
unemotional speech and each vocal emotion suggest fNIRS is not sensitive to cortical 
representations of discrete emotions. While fNIRS may not be suited to investigating 
cortical haemodynamic responses to discrete vocal emotions, fNIRS may still enable 
the investigation of cortical mechanisms supporting speech processing and sensitivity to 
vocal emotions more generally. 

Experiment 3. Using fNIRS, cortical haemodynamic responses were recorded bilateral-
ly from STG and IFG while listeners heard emotional speech with variations in F0 intact 
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and attenuated to determine if cortical activation evoked by vocal emotions is correlated 
ZLWK�1+�OLVWHQHUV¶�DELOLWLHV�WR�UHFRJQLVH�HPRWLRQV�ZLWK�XQLQIRUPDWLYH�)��FXHV��6LJ-
QL¿FDQW�KDHPRG\QDPLF�DFWLYLW\�LQ�ULJKW�67*�ZDV�HYRNHG�E\�VSHHFK��QDWXUDO�DQG�ZLWK�
XQLQIRUPDWLYH�)��FXHV���5HVSRQVH�DPSOLWXGHV�GLG�QRW�GLIIHU�VLJQL¿FDQWO\�EHWZHHQ�YRFDO�
emotions in natural speech and speech with uninformative F0 cues in STG or IFG. The 
DPSOLWXGH�RI�WKH�KDHPRG\QDPLF�UHVSRQVH�LQ�ULJKW�67*�ZDV�VLJQL¿FDQWO\�FRUUHODWHG�ZLWK�
listeners’ abilities to recognise vocal emotions with uninformative F0 cues. The data 
show fNIRS to be a promising technique with which to obtain an objective measure of 
listeners’ ability to recognise vocal emotions in speech with uninformative F0 cues. 

Discussion and conclusions. This series of behavioural and fNIRS experiments 
FRQ¿UPV�WKDW�1+�OLVWHQHUV�UHO\�PRVW�KHDYLO\�RQ�)��FXHV�DQG�PDNH�XVH�RI�RWKHU�DFRXVWLF�
information with variable success when judging vocal emotions. They also demonstrate 
that vocal emotions are processed preferentially in right STG and that the activity in 
the right STG is positively correlated with listeners’ abilities to recognise emotions 
FRQYH\HG�LQ�VSHHFK�ZLWK�XQLQIRUPDWLYH�)��FXHV��)XWXUH�UHVHDUFK�FDQ�XVH�WKHVH�¿QGLQJV��
therefore, to delve into the cortical activity underlying vocal emotion recognition in 
listeners with aided hearing. 
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Nederlandse Samenvatting
Probleemstelling.�1RUPDDOKRUHQGH��1+��OXLVWHUDDUV�]LMQ�VWHUN�DIKDQNHOLMN�YDQ�YDUL-
aties in de fundamentele frequentie van spraak (F0; het akoestische equivalent van 
de toonhoogte van de stem) om vocale emoties te herkennen. Zonder betrouwbare 
F0-kenmerken, wat het geval is bij mensen die een cochleair implantaat gebruiken om 
te horen, is het vermogen om emotionele betekenis uit spraak te halen verminderd. Dit 
proefschrift beschrijft de ontwikkeling van een objectieve maat voor de herkenning van 
vocale emoties in spraak. Een set van drie experimenten onderzoekt: 1) het vermogen 
YDQ�1+�OXLVWHUDDUV�RP�)����OXLGKHLG��HQ�VSUHHNVQHOKHLGVNHQPHUNHQ�WH�JHEUXLNHQ�RP�
vocale emoties te herkennen; 2) de corticale representatie van discrete vocale emoties 
gemeten aan de hand van functionele nabij-infraroodspectroscopie (fNIRS); 3) de 
corticale hemodynamische activiteit veroorzaakt door vocale emoties in natuurlijke 
spraak en in spraak waarbij F0-kenmerken gereduceerd werden.

Experiment 1. Dit experiment valideert de emotionele stimuli die gecreëerd werden 
YRRU�GLW�SURMHFW�HQ�RQGHU]RHNW�KRH�1+�OXLVWHUDDUV�JHEUXLN�PDNHQ�YDQ�)����OXLGKHLG���
HQ�VSUHHNVQHOKHLGVNHQPHUNHQ�RP�YRFDOH�HPRWLHV�WH�KHUNHQQHQ��+LHUELM�ODJ�GH�QDGUXN�
op het herkennen van boosheid, blijdschap, verdriet en emotieloosheid, in zowel 
natuurlijke spraak als in spraak waarbij variaties in F0, luidheid en/of spreeksnelheid 
V\VWHPDWLVFK�JHUHGXFHHUG�ZHUGHQ��1DXZNHXULJKHLGVVFRUHV�WRQHQ�DDQ�GDW�1+�OXLVWHUDDUV�
HPRWLHV�LQ�QDWXXUOLMNH�VSUDDN�YULMZHO�SHUIHFW�NXQQHQ�LGHQWL¿FHUHQ��(HQ�YHUJHOLMNLQJ�
tussen de verschillende spraakcondities bevestigt dat, op groepsniveau, luisteraars het 
meest afhankelijk zijn van F0-kenmerken bij het beoordelen van vocale emoties. Verder 
toont dit onderzoek aan dat wanneer er sprake is van niet-informatieve F0-kenmerken, 
1+�OXLVWHUDDUV�PRHLOLMN�NXQQHQ�FRPSHQVHUHQ�PHW�OXLGKHLG��HQ�VSUHHNVQHOKHLG�NHQ-
merken. De hoge nauwkeurigheid voor de herkenning van emoties in natuurlijke spraak 
bevestigt dat de stimuli geschikt zijn voor verder onderzoek naar corticale representaties 
van discrete emoties in natuurlijke spraak.

Experiment 2. +HW�WZHHGH�H[SHULPHQW�LQ�GLW�SURHIVFKULIW�RQGHU]RHNW�RI�I1,56�FRUWLFDOH�
kenmerken van discrete vocale emoties in natuurlijk spraak kan opmeten. Corticale 
KHPRG\QDPLVFKH�UHDFWLHV�ZHUGHQ�JHPHWHQ�WHUZLMO�1+�OXLVWHUDDUV�QDDU�boze, blijde, ver-
drietige en emotieloze spraak luisterden. Activiteit werd geregistreerd ter hoogte van de 
volgende hersenregio’s: bilaterale gyri temporalis superior (STG), gyri frontalis inferior 
(IFG), en gyri frontalis medius (MFG)��'H�UHVXOWDWHQ�WRQHQ�DDQ�GDW�VSUDDN�VLJQL¿FDQWH�
hemodynamische reacties veroorzaakt in STG, bilateraal. Vocale emoties resulteerde 
in lateralisatie van de corticale activiteit in de rechter STG. Om het effect van discrete 
vocale emoties te onderzoeken, werden hemodynamische responsamplitudes tussen 
emotieloze spraak en elke andere vocale emotie met elkaar vergeleken. Geen van deze 
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YHUJHOLMNLQJHQ�UHVXOWHHUGH�LQ�HHQ�VLJQL¿FDQW�HIIHFW��'LW�VXJJHUHHUW�GDW�I1,56�QLHW�JHYR-
elig is voor corticale representaties van discrete emoties. fNIRS is daarom niet geschikt 
voor het onderzoeken van discrete vocale emoties, maar de techniek kan wel verder 
inzicht verschaffen in spraakverwerking, en gevoeligheid voor emoties in het algemeen.

Experiment 3. +HW�ODDWVWH�H[SHULPHQW�EHVWXGHHUW�GH�UHODWLH�WXVVHQ�KHW�YHUPRJHQ�YDQ�
1+�OXLVWHUDDUV�RP�HPRWLHV�WH�KHUNHQQHQ�PHW�GH�FRUWLFDOH�DFWLYLWHLW�XLWJHORNW�GRRU�
GLH]HOIGH�YRFDOH�HPRWLHV��+LHUWRH�ZHUG���PHW�EHKXOS�YDQ�I1,56���FRUWLFDOH�KHPRG\-
QDPLVFKH�UHDFWLHV�JHPHWHQ�YDQ�ELODWHUDOH�67*�HQ�,)*�WHUZLMO�1+�YULMZLOOLJHUV�QDDU�
emotionele spraak luisterden. Twee spraakcondities werden gepresenteerd: natuurlijke 
spraak en spraak met niet-informatieve F0-kenmerken. Beide spraakcondities lokken 
VLJQL¿FDQWH�KHPRG\QDPLVFKH�DFWLYLWHLW�XLW�LQ�GH�UHFKWHU�67*��(U�ZDV�HFKWHU�JHHQ�
VLJQL¿FDQW�YHUVFKLO�WXVVHQ�UHVSRQVDPSOLWXGHV�XLWJHORNW�GRRU�GH�WZHH�VSUDDNFRQGLWLHV��
(HQ�EHODQJULMNH�EHYLQGLQJ�YDQ�GLW�H[SHULPHQW�LV�GH�VLJQL¿FDQWH�FRUUHODWLH�WXVVHQ�GH�
responsamplitude in de rechter STG en het vermogen van de luisteraars om vocale 
emoties zonder informatieve F0-kenmerken te herkennen. fNIRS is dus een veelbelov-
ende techniek die mogelijks het vermogen van luisteraars om vocale emoties in spraak 
zonder informatieve F0-kenmerken te herkennen objectief in kaart kan brengen.

Discussie en conclusie. Deze reeks gedrags- en fNIRS- experimenten bevestigt dat 
1+�OXLVWHUDDUV�KHW�PHHVW�)��NHQPHUNHQ�EHQXWWHQ�HQ�PHW�ZLVVHOHQG�VXFFHV�JHEUXLN�
maken van andere akoestische informatie tijdens het beoordelen van vocale emoties. 
Verder tonen deze experimenten aan dat vocale emoties voornamelijk in de rechter STG 
worden verwerkt, en dat de activiteit in de rechter STG positief gecorreleerd is met 
het vermogen van luisteraars om emoties te herkennen in spraak zonder informatieve 
F0-kenmerken. Deze bevindingen kunnen gebruikt worden voor toekomstig onderzoek 
naar corticale activiteit die ten grondslag ligt aan de herkenning van vocale emotie bij 
luisteraars die hoortoestellen en/of cochleaire implantaten gebruiken.
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Propositions

1. Normal hearing listeners rely more heavily on variations over time in fundamental 
frequency than intensity or speech rate, to extract emotional meaning from speech.

2. Faced with attenuated variations in F0, listeners do not confuse emotions (e.g., happy 
and sad), but rather consider the speech void of emotions (unemotional).

���&RUWLFDO�DFWLYLW\�HYRNHG�E\�VSHFL¿F�HPRWLRQV��H�J���KDSS\�UHODWLYH�WR�XQHPRWLRQDO��
cannot be observed with region-of-interest-based nor channel-based analyses of 
fNIRS data recorded from the superior temporal, inferior frontal, or middle frontal 
gyri.

4. Right lateralisation of cortical responses to vocal emotions can be observed in fNIRS 
data recorded from superior temporal gyri.

5. Cortical haemodynamic activity in right superior temporal gyrus may be viable as a 
biomarker for emotion recognition performance when F0 cues are reduced. 

���6XEWUDFWLQJ�GHR[\JHQDWHG��+E5��IURP�R[\JHQDWHG��+E2��KDHPRJORELQ�HVWLPDWHV�WR�
obtain a single measure of haemodynamic response magnitude is a promising way to 
simplify fNIRS analyses, while accounting for the dynamics of both chromophores.
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