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Welcome

The Organizing Committee has the pleasure of welcom-
ing you to the Benelux Workshop on Systems and Con-
trol, at De Doelen in Rotterdam, The Netherlands.

Due to COVID-restrictions we had to cancel the Benelux
Meeting on Systems and Control last March, but for-
tunately we are able to organize an in-person meeting
now. We still have to adhere to all kinds of restrictions,
as explained below, but at least we can meet in person.

Aim

The aim of the Benelux Meeting is to promote re-
search activities and to enhance cooperation between
researchers in Systems and Control.

Scientific Program Overview

Only contributed short lectures. See the list of sessions
for the titles and authors of these lectures. One of the
restrictions is that at most 50 people are allowed in one
room (in particular also during the breaks), and the
number of contacts should be minimized. This makes
that we have more or less two programs in parallel,
where each program consists of two rooms in parallel.
Each participant is assigned to one room, namely the
room in which his/her presentation is scheduled.

Directions for speakers

For a contributed lecture, the available time is 20 min-
utes. Please leave a few minutes for discussion, and ad-
here to the indicated schedule. In each room LCD pro-
jectors are available, as well an HDMI cable, so no VGA
cable. If you do not have an HDMI connector port on
your notebook, make sure to bring your own connec-
tor.You have to provide a notebook yourself.

Registration

On-site registration is not possible.

The registration fee includes:

• Admission to your session room.

• An online copy of the Book of Abstracts.

• Coffee and tea before the start of the workshop

• Lunch-bag (sandwich, wrap, bun, juice, fruit, can-
dybar)

• Bottled water during the break.

Organization

The meeting has been organized by Erjen Lefeber (Eind-
hoven University of Technology) and Julien Hendrickx
(UCLouvain) with the support of Henk Nijmeijer (Eind-
hoven University of Technology) and Martha Otte (Delft
University of Technology)

Sponsor

The meeting is supported by the following organizations:

• Dutch Institute for Systems and Control (DISC).

Conference location

The lecture rooms of De Doelen are situated on the third
floor. Consult the map at the end of this part of the
booklet to locate rooms. Upon start of the lunch break,
lunch bags will be handed out at the doors of the meet-
ing rooms. You can have your lunch in the foyer or at
the rooftop terrace. Pick your spot for having lunch and
stay there for the entire break to minimize movement.

The address of De Doelen is

De Doelen — Willem Burger Zaal
Kruisplein 40
3012 CC Rotterdam
The Netherlands

Best junior presentation award

There will be no junior presentation award.

Website

An electronic version of the Book of Abstracts can be
downloaded from the Benelux Meeting web site.

COVID-restrictions

Within the current Dutch measures against the corona-
virus we can organise a safe and responsible meeting.
This workshop, however, will be slightly different from
other workshops and conferences. We have four rooms
for parallel sessions, and each PhD student will be as-
signed to one the rooms of his/her presentation. To re-
duce the number of contacts, you have to stay in your
assigned room for the entire meeting, so session hop-
ping is not allowed. Furthermore, as becomes clear from
the program, the rooms will have their start and ending
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times and their breaks in two separated groups to reduce
the number of contacts. The rooms are large enough to
guarantee that 1.5-meter distance can be kept easily.
We also have to comply with the business protocol of
De Doelen:

General measures

• Wash your hands with water and soap frequently,
or us a disinfectant.

• When coughing or sneezing, cover your mouth and
nose with the inside of your elbow or use a tissue.

• Greet each other with a smile; do not shake hands.

• Give each other some space: keep a 1.5-meter dis-
tance.

• If you are showing symptoms of the Coronavirus,
please stay home.

Measures at De Doelen

General

• Use a face mask inside. Please do not take it off
until seated, at a 1.5-meter distance from the next
person

• Restrooms are located on the ground floor, on the
third floor of the Willem Burger Area. They will
be accessible at all times.

• Avoid crowding at the restrooms.

• Always keep a 1.5-meter distance from each other.
De Doelen will be reminding visitors of this rule
in various ways.

• Wherever possible, please use the stairs. If you
must use the elevators, please keep a 4-step dis-
tance.

• The ventilation system brings in fresh air from
outside, and dispenses the air from the auditori-
ums.

Cleaning

• An extra cleaner will be present during any event.

• Disinfection columns are placed throughout the
building for visitors to disinfect their hands.

Catering

• We offer a special range of Corona-proof food
items, including only sealed items.

• Food and drinks will be available through self-
service. All drinks come in biodegradable dispos-
ables or bottles.

• All buffets have one-way walking routes.

• Bars will not be cleaned until visitors have left the
room.

• Tables will be cleaned throughout the day, wher-
ever possible.

Arrival, organisation

• Upon arrival, one of the Corona coordinators
(Martha Otte, Erjen Lefeber) is required to carry
out a health check before entering the building.

• Follow the walking routes marked throughout the
building. Be mindful that narrow corridors are
one-way routes.

• Please refrain from using a restroom unless neces-
sary; there is limited restroom space.

• All equipment must be clean and disinfected on
arrival.

• Everyone is to wear a face mask when entering the
stage and/or setting up on stage.

• After the workshop, visitors are requested to leave
as quickly as possible.

Halls and foyers

• Our calculations for the maximum capacity of each
space assume 5 square meters per person. The ad-
dition of catering facilities or exhibition spaces re-
quires a recalculation, still assuming 5 square me-
ters per person.

• Please adhere to the one-way routes in the audi-
toriums as much as possible.

• The larger auditoriums have separate entrances
and exits.

• Seating will be marked for availability, in keeping
with the 1.5 meter rule.

• Participants must come to an agreement on how
to leave the auditorium.
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1 Introduction

Using a high precision lithographic process, integrated cir-
cuits are produced by projecting extreme ultraviolet light
on a silicon wafer using projection optics. The growing
demands in the semiconductor industry require enhanced
throughput, while maintaining high reliability. To meet the
challenging requirements, an advanced design of a moving-
magnet planar actuator is considered with a single stroke
only for sub-nanometer accurate positioning of the wafer
under aggressive reference trajectories. The moving-magnet
planar motor configuration exhibits advantages over the cur-
rently employed moving-coil configuration, such as com-
plete environmental decoupling of the mover and a reduc-
tion of the mover’s mass, see [1]. However, these advantages
come at the cost of introducing highly complex dynamic be-
haviour to be tamed by motion control.

2 Problem description

A moving-magnet planar motor is a MIMO system, which
exhibits position dependency in both actuation and sensing.
Figure 1 illustrates the control architecture of a moving-
magnet planar actuator, where the planar motor is rigid body
decoupled using the commutation Γ̂−1(ρ) ∈ R40×6 and the
position reconstruction matrix Ψ(ρ) ∈ R6×9 , see [2]. Since
the commutation matrix Γ̂−1(ρ) is constructed using first-
principle modelling strategies, the control design is sensitive
to model inaccuracies and therefore limits the position track-
ing performance of the mover. In order to improve position
tracking performance, an improved commutation must be
employed, which accurately represents the physical relation
between the currents in the coils and the physical forces act-
ing on the mover.

3 Methodology

The currently employed model based commutation is con-
structed using Lorentz’s force principle. The law of conser-
vation of energy allows for reformulation of the current-to-
force relation into an equivalent velocity-to-voltage relation:

U = Γ(ρ)v. (1)
The velocity-to-voltage relation allows for experimental
identification of the effect of commutation by measuring the
back-EMF of passive coils during motion of the mover.

Figure 1: Control architecture of a moving-magnet planar actua-
tor, where Γ̂−1(ρ) denotes the commutation matrix and
Ψ(ρ) denotes the position reconstruction matrix.

This experimental concept is illustrated in Figure 2, where
the passive coils are depicted in blue.

Figure 2: Schematic representation of the experimental concept,
which allows for gathering data with respect to con-
struction of a data based commutation algorithm.

The general challenge of this method is to systematically
construct a data-based commutation algorithm, which accu-
rately represents the physical relation between the currents
in the coils and the physical forces acting on the mover, such
that rigid body decoupling is ensured and hence position
tracking performance is maximized. A possible direction
is to investigate machine learning algorithms in order to ob-
tain an accurate estimator of the commutation, based on the
data gathered using the proposed experimental setting.
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1 Introduction

In the last two decades, increasing interest is brought to con-
trol the output active power of wind farms in order to meet
power set-points sent to the wind turbines and fulfill the
power demand. However, the ability to participate in the
frequency regulation and provide ancillary services to the
TSO (Transmission System Operator) is one of the present
offshore wind farm challenges. The goal of this research
project is to further investigate how wind farms can achieve
this goal at best by taking into account wake effects, load
mitigation and active power reserve in the dispatching of
the active power set points to the individual turbines. The
control strategy will be based on three modules. A module
estimating the total power available in the immediate future,
a module deducing the plant wide power reserve needed to
ensure proper frequency regulation, and a module perform-
ing the optimal power dispatching including load mitiga-
tion. The developed control strategy will be implemented
and validated in simulation using software like FAST.Farm
and SOWFA.

2 The control strategy

The present control strategy in the Belgian offshore wind
farms is based only on controlling the output power in or-
der to dispatch the demand from ELIA (the Belgian TSO)
as displayed in Figure.1 by following the blue dots. Indeed,
thanks to measurements and historical data inputs, the avail-
able power of the wind farm is predicted one day ahead.
On this basis, ELIA decides on a power reference that goes
through a power controller dispatching the power needed for
the demand. Finally, the wind farm gives back new SCADA
measurements as input to the power prediction algorithm.
Our contribution is to assess the opportunity for offshore
wind farms to participate in the utility grid. Indeed, by fol-
lowing the orange dots Figure.1, the wind farm power is
predicted in the immediate future then converted to know
the immediate future power reserve at hand. If a fault is de-
tected, a frequency controller overcomes this disturbance by
appropriate action on the wind farm power set-points.

Figure 1: The control strategy of the belgian offshore wind
farms (blue dots in the top right corners), and our
contribution (orange dots in the top right corners

3 Future work

The research project will focus on the three following mod-
ules that are also displayed in Figure.1:

1. Estimation: predict the total power available now and
in the immediate future.

2. Power reserve: determine the plant-wide power re-
serve level needed to provide frequency regulation.

3. Distribution (Control): Determine the optimal power
set points to distribute to the wind turbines.
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1 Background

Repetitive control (RC) is a feedback control method that
significantly reduces periodic errors, which result from pe-
riodic disturbances or references, by learning from past ex-
ecutions of the same task [1]. Both RC and iterative learn-
ing control (ILC) are based on the internal model principle
(IMP) [2]. However, in RC, the initial condition of the cur-
rent task carries over from the previous task, as opposed to
ILC, in which the initial condition is the same for each task.
An extensive RC framework has been developed for equidis-
tant error data resulting from a discrete time, linear time-
invariant (LTI) system [3], with frequency domain stability
tests and design procedures using non-parametric models,
i.e., identified frequency response functions (FRF).

2 Problem Formulation

In many industrial applications, a measurement of the error
is often not available at each time step, but the time instance
of the measurement, i.e. its timestamp, is available, result-
ing in non-equidistant (intermittent) but exact measurement
data. Relevant examples include optical encoders that out-
put the exact position at line transitions [4], and networked
control systems subject to packet loss or cyberattacks.

The aim of this work is to develop a new repetitive control
framework for this intermittent sampling setting, combin-
ing the traditional RC setup and a timestamping operator to
model the availability of data at each timestep.

3 Results

The developed RC framework guarantees stability of the
repetitive controller in the intermittent sampling setting for
any realization of the measurements. The stability test can
be verified in the frequency domain using a non-parametric
model in the form of an identified FRF. This results in
an intuitive design framework based on loopshaping tech-
niques, allowing to explicitly address uncertainty in the non-
parametric model.

The RC framework is validated on an industrial printbelt
system at Canon Production Printing, in which optical sen-
sors are used in combination with a perforated belt to mea-
sure the position of the belt. Fig. 1 shows the converged
RC error in this intermittent sampling setting, compared to

Fig. 1: Converged error of the intermittent sampling RC design at
timestamps ( ), as compared to the error without RC at timestamps
( ). It can be observed that the available error is non-equidistant in
time. Furthermore, the time instances of the available data vary
over different executions of the same task. The linear interpolation
of the error is shown in ( ) in the respective color.

the initial error without RC. The developed RC framework
is able to reduce the repetitive error of the printbelt signifi-
cantly: from ±370 µm to ±60 µm, a reduction of a factor
6.
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1 Background

Iterative learning control (ILC) aims to achieve high per-
formance while providing robustness against model er-
rors. Typical optimization-based ILC approaches use mod-
els combined with experimental data [1], and existing data-
based methods such as [2] are experimentally expensive.
This research aims to develop an efficient model-free ILC
approach for massive MIMO systems using an unbiased gra-
dient estimate that is obtained from a single experiment.

2 Problem formulation

Consider a MIMO system J ∈ RnoN×niN with ni inputs
and no outputs, given in lifted form by

e = r − Jf (1)

with input f ∈ RniN×1, error e ∈ RnoN×1 and unknown
exogenous disturbance r ∈ RnoN×1. The criterion

J (f) = ‖e‖2We
+ ‖f‖2Wf

(2)

with ‖x‖W =
√
xTWx is minimized iteratively using a gra-

dient descent algorithm with parameter update

fj+1 = fj − εjg(fj) (3)

with step size εj and gradient

g(fj) = −2JTWeej + 2Wffj . (4)

The gradient can be obtained using a model, or through ni×
no dedicated experiments on the adjoint of the system J [2,
3]. This research aims instead to use an approximation ĝ(fj)
obtained from a single experiment.

3 Approach

A stochastic approximation adjoint ILC (SAAILC) ap-
proach is proposed, in which an unbiased approximation of
the gradient is obtained from a single experiment as

ĝ(fj) = −2T niAjJAjT noWeej + 2Wffj . (5)

The entries of matrix Aj are samples from a symmetric
Bernoulli ±1 distribution, and T is a time-reversal opera-
tor, for which it holds that T J11T = (J11)T for a SISO
system J11. Estimate (5) replaces g(fj) in (3), and since
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Figure 1: The cost as a function of the number of experi-
ments in adjoint ILC for a non-symmetric 21 × 21 MIMO
system. SAAILC ( ) requires far fewer experiments to
reach the same cost as non-symmetric deterministic adjoint
ILC ( ), while symmetric deterministic adjoint ILC ( ) re-
sults in a diverging cost.

E(ĝ(fj)) = g(fj), the resulting algorithm can be interpreted
as a Robbins-Monro type stochastic gradient descent algo-
rithm, for which convergence can be shown.

The proposed SAAILC approach is experimentally advanta-
geous compared to the deterministic approach in [2], which
essentially applies the method by [3] to each subsystem of J
subsequently, thus requiring ni × no dedicated experiments
to obtain the gradient for a non-symmetric ni by no system.

4 Results

In Figure 1, SAAILC is illustrated using a random non-
symmetric 21×21 MIMO system. It is shown that SAAILC
achieves the same cost as the deterministic MIMO adjoint
ILC algorithm, while reducing the number of required ex-
periments significantly. In addition, it is shown that assum-
ing that the system is symmetric in order to reduce the num-
ber of experiments results in a diverging cost.
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1 Introduction

The loads acting on Polycrystalline-Diamond-Compact
(PDC) bits in rotary drilling systems (see Figure 1-left)
change abruptly when drilling into interbedded rock for-
mations consisting of hard and soft layers. Such fast load
changes due to formation heterogeneity can significantly af-
fect the dynamic response of the system and therewith the
vibrational signature at the bit, which in turn may influence
the durability of the bit and drilling efficiency. Therefore
in this abstract we develop a dynamic model for drill-string
systems for such drilling scenarios.

Bit

upper
layer

Drill-
string

BHA

lower layer

H0 Ω0t

Φ

U
Ttotal

Wtotal

Mtot, Itot

Figure 1: The schematic of drilling system (left); model of drill-
string system (right).

2 Dynamic model of drill-string systems in interbedded
formations

The drill-string system model in [1] (see Figure 1-right) is
extended for drilling scenarios in interbedded formations,
particularly for the transitional phase of the bit motion in
two heterogeneous layers. This extension involves updated
bit/rock interface laws that take into account that the bit can
be partially engaged in more than one rock layer. As the piv-
otal element in the model, the bit-rock interaction couples
the axial and torsional dynamics of the drill-string and has
two main components (cutting and wearflat contact), that
are extended to account for the heterogeneity effect of two
distinct layers. The resulting dynamic model is given by

Mq̈−h(t,q, q̇,qtn) = Wλ . (1)

Herein, q = [U,Φ]> are the generalized coordinates, where
U is the axial position of the bit and Φ is the angular posi-

tion, and all are functions of time t. The single and double
dot symbols denote the time derivatives of q. Furthermore,
qtn represents the delayed coordinates of q, where tn is the
(state-dependent) time-delay appearing in the rock cutting
process due to the regenerative effect. The mass matrix is
denoted by M, while vector h consists of the generalized
forces and torques, including those from the cutting process.
Vector λ represents the wear-flat contact force (λ tot

a ) and the
associated frictional torque (λ tot

t ) acting on the bit wear-flat,
and their generalized force directions are contained in ma-
trix W. The contact-related force and torque obey set-valued
force laws [1].

3 Preliminary simulation results

Figure 2 shows the simulation result of the heterogeneous
model (1), particularly the rate-of-penetration (U̇). This re-
sponse illustrates that the system exhibits axial stick-slip
limit cycles with a periodicity reflecting the spatial periodic-
ity of the formation layering. This indicates that in the case
of interbedded formations the response is essentially differ-
ent from that in homogeneous rock formations and hence,
the heterogeneous model (1) is indeed required to describe
the drill-string dynamics.
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Figure 2: ROP (U̇) in drilling interbedded formations. Red lines
show the layer boundaries (S = soft, H = hard).
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Within the years, control engineering has constantly evolved
and has become present in multiple areas. The evolution of
control theory is closely linked to the ability for control en-
gineering students and researchers to perform practical ex-
periments. This work contributes to control engineering and
mechatronics teaching through the design, the construction
and the control of a new experimental set-up, called the Cen-
trifugal Ring Positioner (CRP). Detailed design process is
presented with the aim of providing the required informa-
tion to reproduce such device. This was the object of a mas-
ter thesis project and resulted in a new teaching device used
for the first time in an advanced control engineering course
this year.

The device consists of a ring sliding on a rod able to move
thanks to the balance between the gravity and the centrifugal
force induced by the rotation of the system. This rotation is
achieved by a DC gearmotor driven by a motor driver receiv-
ing analog voltage from an Arduino DUE microcontroller.
Such actuator was chosen based on preliminary simulations
of the system dynamics. The motor angular velocity is de-
rived from an incremental encoder. Among potential candi-
dates for ring position sensor, a specific optical infrared sen-
sor was chosen based on features such as measuring range,
output signal, short measuring cycle...Most pieces of the
CRP are 3D-printed using Poly-Lactic Acid (PLA) as print-
ing material. The development of such benchmark shows
that 3D-printing can be used to design small mechanical de-
vices that are easy to reproduce, low-cost and stimulating
students work thanks to the presence of moving parts that
are usually attractive.

The main control requirement of the CRP is defined as ring
position setpoint tracking. In the present work, a cascade
control strategy is implemented. The inner loop, consisting
of the control of the motor angular velocity, is controlled by
a P controller. Two different controllers, a PID and a PD,
are designed to control the outer loop which output consists
of the ring position. The PD controller is considered to ob-
tain a closed-loop system with a higher phase margin. Both
controllers fulfill the requirement in simulation as well as
on the real device. The PID actually shows better control
results than the PD controller since its integrating action al-

lows to strongly reduce the offset with respect to the position
setpoint. The remaining offset is mainly due to friction phe-
nomena.

Figure 1: Centrifugal Ring Positioner.

This CRP is meant to be used as an experimental device for
control engineering students. In terms of learning content,
it is an unstable and non-linear system that allows to illus-
trate several control system concepts such as system identi-
fication, model validation, PID control, state-feedback con-
trol, LQG control...In addition to control theory, classical
mechanics, instrumentation and signal processing concepts
are required to achieve satisfying control performances (de-
termination of a precise model, digital implementation of
the controllers, signal noise management...). This makes the
CRP a highly multidisciplinary device.
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1 Introduction

Autonomous driving is a potential solution to reduce traf-
fic congestion, increase road safety, and enhance mobil-
ity for the disabled and elderly. Driving automation levels
have been defined by the Society of Automotive Engineer-
ing (SAE), starting from level 0 with no automation up to
level 5 involving full driving automation with an unlimited
operational design domain [1]. One of the primary objec-
tives in the driving task is collision avoidance, where per-
forming an evasive maneuver is crucial when braking proves
insufficient, especially in high-speed scenarios. In spite of
the substantial research on self-driving cars, the implemen-
tation of evasive maneuvers in high levels of automation is
still years away. The next section introduces some key chal-
lenges in control of evasive maneuvers and some methods
for overcoming these issues.

2 Vehicle Control in Evasive Maneuvers

At least five factors contribute to challenges in controlling
evasive maneuvers; each should be properly addressed if an
effective solution is to be reached.

First, since experimental data in hazardous driving scenar-
ios are neither sufficient nor reliable, maneuvers in such ap-
plications cannot be controlled using model-free control ap-
proaches. Second, the vehicle’s dynamics move beyond the
linear range during evasive maneuvers. As the vehicle is
more likely to become unstable in such motions, more ac-
curate dynamics must be incorporated when modeling the
vehicle for reliable stability analysis. Third, the ambient
conditions such as the road curvature, presence of other ve-
hicles, or friction change constantly during driving tasks.
Therefore, proposed controllers should be adaptive to the
environment. Fourth, the system is subject to uncertain-
ties through sensor measurements and unmodeled dynamics.
Hence, control design should be accompanied by a compre-
hensive robustness analysis. Finally, a fast response is es-
sential in avoiding collision effectively. With the necessity
of complex nonlinear modeling for evasive maneuvers, the
computation time and accuracy should be carefully balanced
so that the proposed solution remains computationally effi-
cient.

Tires play the major role in a vehicle’s interactions with its
environment by providing necessary longitudinal and lateral

forces. In [2], Pacejka developed a nonlinear vehicle model
through the use of the “Magic Formula”, which is used to
describe the longitudinal force Fx as a function of the longi-
tudinal slip s, and both the lateral force Fy and the aligning
torque Mz as a functions of the lateral slip α as follows:

Fx(s) = D1 sin
(
C1 tan−1 [B1s−E1

{
B1s− tan−1(B1s)

}])

Fy(α) =D2 sin
(
C2 tan−1 [B2α−E2

{
B2α− tan−1(B2α)

}])

Mz(α)=D3 sin
(
C3 tan−1 [B3α−E3

{
B3α− tan−1(B3α)

}])

where Bi, Ci, Di, and Ei with i ∈ {1,2,3} are constants de-
pendent on the friction coefficient and the normal force be-
tween tire and road. As the friction is prone to change during
vehicle motion and this affects the tire forces, the control ac-
tion should be adaptive to such changes.

Model Predictive Control (MPC) is an optimization strategy
where the control signal is obtained by utilizing a model of
the system while minimizing an objective function over a
finite-time horizon. In controlling the evasive maneuvers,
the objective function corresponds to path tracking error and
energy consumption, and the optimization problem is solved
at each step considering collision avoidance, vehicle stabil-
ity, and trajectory constraints.

3 Future Research

Pacejka vehicle models and MPC-based controllers have
been widely used in autonomous driving; nevertheless, they
have been mostly limited to cases where linear models are
applicable, such as lane-keeping during autonomous brak-
ing or safe lane-change during takeovers. Thereby, our fu-
ture research with focus on using a nonlinear form of the
Pacejka model while optimizing the accuracy/time tradeoff
for evasive maneuvers. In addition, our MPC-based motion
controller will be accompanied by an assessment of its ro-
bustness to parameter and model uncertainties.
The research is supported by the Dutch Science Foundation
NWO-TTW within the EVOLVE project (nr. 18484).
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1 Introduction

Incremental Nonlinear Dynamic Inversion (INDI) is a con-
trol design methodology that forms a derivative of the
widely known Nonlinear Dynamic Inversion design strat-
egy, which is also known as feedback linearization. The
incremental counterpart of NDI circumvents the need for an
accurate model of the plant dynamics for system lineariza-
tion by adopting direct measurement of the output derivative
instead, which makes it a sensor-based control method. Pre-
vious research has shown that INDI features excellent robust
performance properties in the face of regular perturbations
or real uncertainties in case certain conditions are met, such
as high sampling rates [1]. It is this beneficial property that
has sparked substantial interest in the flight control research
community in this incremental control technique, which has
led to a multitude of simulation studies and in-flight demon-
strations on various experimental platforms ranging from
Unmanned Aerial Vehicles (UAVs) [2] to a CS-25 certified
Cessna Citation II research aircraft [3].

These appealing properties notwithstanding, there are legit-
imate concerns about the robust stability of INDI when sub-
jected to singular perturbations such as (uncertain) time de-
lays, sensor dynamics, and other types of high-frequency
uncertain dynamics acting in various locations of the control
system. To this end, the robustness of INDI when subjected
to both singular and regular perturbations is investigated us-
ing the structured singular value (µ) framework.

2 General Dynamics F-16 short-period design

The analysis is centered around a case study of a linear
INDI-based (IDI) pitch rate control law design for the Gen-
eral Dynamics F-16, for which an open-access model is
available [4]. The aircraft dynamics are linearized around
a single flight condition and center of gravity location for
which the vehicle is statically unstable around the pitch axis.
To simplify the analysis, the resulting model is reduced to
the short-period mode only. Two types of uncertainty are
added to this model: 1) real uncertainty corresponding to the
angle of attack stability derivative Mα and control effective-

ness Mδe , and 2) complex multiplicative uncertainties at the
actuator and bare airframe input channels, which are scaled
to exceed 100% uncertainty at high frequencies. The overall
control law consists of an incremental pitch rate inversion
loop and a two degree-of-freedom outer linear control struc-
ture to achieve accurate tracking of pilot stick commands,
which consists of a proportional-integrator (PI) pitch rate
compensator and a reference model describing the desired
dynamics. The control objectives are captured by weighting
functions describing the tracking error and the disturbance
profile.

3 Results

Analyzing µ and comparing IDI with its more conventional
non-incremental counterpart shows that IDI enjoys more
favourable robust performance properties, but also faces
more severe limitations in terms of robust stability when
subjected to large-scale singular perturbations. The latter
stability robustness property appears to be a relative strong-
point of model-based dynamic inversion.
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1 Abstract

The ever tightening worldwide emission regulations enforce
major innovations in Internal Combustion Engines (ICEs) to
comply with challenging real-world targets for nitrogen ox-
ides (NOx) and soot. Reactivity Controlled Compression Ig-
nition (RCCI) engines promise to meet these regulations [1].
RCCI engines are a class of highly efficient engine using a
high reactivity and a low reactivity fuel. The combustion in
this type of engine relies on auto-ignition of the air-fuel mix-
ture. Over the years, several RCCI control approaches have
been presented (see, e.g., [2] for an overview). They are typ-
ically based on a linear diagonal controller and a static de-
coupling. The problem of selecting a suitable Input-Output
(IO) scaling and pairing is not straight forward and not ad-
dressed in great detail in the available literature.

In this presentation, we will focus on selecting a suitable IO
scaling and pairing for a decentralized feedback controller
with linear parallel filters. Our method consist of three steps
and are given by:

1. estimating the impulse response of the system using
the Wiener filter [3];

2. IO scaling to equalize the importance of the IO signals
using the Sinkhorn-Knopp (SK) algorithm [4] and, the
H2-norm of the impulse response of step 1; and

3. IO pairing creating the basis for the diagonal struc-
ture of the controller using a Gramian-based Interac-
tion Measure (IM) [5], IO scaling of step 2 and, the
H2-norm of the impulse response of step 1.

The RCCI engine used in this presentation is shown in
Fig. 1. It uses two fuels: natural gas for Port Fuel Injec-
tion (PFI) and Diesel for Direct Injection (DI). We are able
to control the masses of fuel injected per cycle and the Start
of Ignition (SOI) of the DI fuel. Furthermore, the engine
is equipped with a controllable Variable Turbine Geome-
try (VTG), Exhaust Gas Recirculation (EGR) and E-assisted
turbo.

Fig. 2 shows the magnitude of response of the scaled lin-
earized system where the selected IO pairs are shown in red.
This is not the fully decoupled system preferred when de-
signing parallel controllers. However, these IO pairs have
the least amount of interaction without losing the physical
interpretation of the IO signals often the case with a static
decoupling.

Figure 1: Schematic representation of the RCCI engine with elec-
trically assisted turbo

Figure 2: Magnitude of the frequency response of the scaled sys-
tem with E-turbo Ǧ(s), where the IO pairing is shown
in red
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1 Introduction

To ensure user acceptance of Autonomous Vehicles (AVs), it
is desired that they provide comfortable human-like driving
styles, which can be learned from demonstrations of human
driving itself. Imitation learning algorithms can address this
problem, but usually neglect safety and sample efficiency
issues, when working with deep learning policies for the
AV controller. This work suggests the use of Model Pre-
dictive Control (MPC) as policy class for imitation learning
in AVs, as it can provide safe model-based control, while
being adaptable for different comfort perceptions.

2 Behavioral Cloning with MPC policy

Behavioral cloning seeks to find the parameters θ of a
generic policy u = π(x,θ) to minimize the imitation loss
with respect to an expert policy, characterized by θ̂ unknown
parameters, i.e. L = ||ut=1:T (x,θ)−ut=1:T (x, θ̂)||22. In this
setting, we can treat MPC as a policy class π .

Behavioral cloning is usually solved by gradient-based op-

timization algorithms, considering: ∇θ L =
[

∂u
∂θ

]T
∇uL .

When u is the solution of an Optimal Control Problem
(OCP), as in the case of MPC, this product can be seen as an
adjoint sensitivity for the seed vector ∇uL . This term can be
accurately and efficiently computed by applying the implicit
function theorem to the Karush–Kuhn–Tucker conditions of
the OCP and reverse mode algorithmic differentiation [1].
From these considerations, it is possible to formulate the be-
havioral cloning algorithm with MPC policy as in Figure 1.

Figure 1: MPC - Behavioral Cloning Algorithm

Figure 2: Evolution of the imitation error (MSE on the state tra-
jectories) and of the learning parameters across training
epochs (110 epochs)

3 Example: car moving on a linear track

As an example, we present the problem of learning the cost
function objective weights for a car moving longitudinally
on a linear track of length d. The adjustable cost function is
in the form:

J(x,u)=w0||u(t)||2+w1||x(t =T )−d||2+w2||v(t)−
vmax

2
||2

(1)
i.e. defining the desired balance between the control action
amplitude, the total distance traveled and the vehicle speed
with respect to half of the maximum speed available.

Demonstrations of the task are generated by an MPC
with predefined weights (w = [0.001,1,0.1]) and imitated
with Adam optimizer (lr = 0.01). The learning curve of
the Mean Squared Error with respect to the demonstra-
tions, on the state trajectories, is shown in Figure 2, to-
gether with the parameter values. Their final value is w =
[0.00096,0.998,0.1].
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1 Introduction

Accurate modeling and prediction of the amount of wheel
slip can strongly improve the driving behaviour and posi-
tion estimates of autonomous vehicles. We present a model-
based approach to improve motion planning for omnidirec-
tional vehicles by defining a simplified traction force model
for the road-tire interactions.

2 Background

The amount of longitudinal wheel slip vslip, is typically de-
fined as the difference between the surface speed of the
wheel with radius r and rotational velocity ω and the trans-
lational velocity of the wheel center v:

vslip = rω − v. (1)

The longitudinal slip ratio of a wheel, also known as the slip
coefficient τ , is defined as follows:

τ =





vslip

rω
, if rω ≥ v (acceleration)

vslip

v
, if rω < v (braking)

(2)

Tire friction models describe a normalized tire friction µ de-
fined as the ratio of friction force to normal force. Usually,
this is done by a non-linear relationship between the friction
and the longitudinal slip ratio, e.g. the Magic Formula, as
can be seen in Figure 1a for different road surface conditions
[1]. These models are characterized by some dimensionless
coefficients. A main drawback of these models is the fact
that they only describe steady-state wheel slip-force rela-
tions (found under constant but not matching translational
and rotational velocities). These conditions are never met
during driving conditions as both velocities cannot be con-
trolled individually.

3 Methodology

Another difficulty with road-tire friction modelling based on
the slip ratio, is the varying definition of the longitudinal slip
ratio to distinguish the cases of acceleration and braking. A
third issue entails an undefined slip ratio if either the vehi-
cle or a wheel is standing still. We propose to use a for-
mulation, which is suited to be implemented in an optimal
control problem by introducing a simplified differentiable
friction model, expressed as function of the wheel’s relative

(a) Variation of tire/road friction
profiles for different road surface
conditions.

(b) Ourbot.

Figure 1

velocity vslip as defined above. This directly solves all de-
scribed difficulties and, by proper model choice, uses only
two model parameters w1 and w2, related to the maximum
friction coefficient and the slope of the coefficient in the low
slip velocity region.

τ = w1 tanh(w2vslip) (3)

This slip model is implemented on an in-house developed
omnidirectional vehicle, the Ourbot, with four separately
driven DC motors with Mecanum wheels. This vehicle, as
can be seen in Figure 1b, encounters a lot of slip due to its
configuration with freely rotating rollers. We only consider
slip in the direction longitudinal to the axis of the rollers and
assume that there will be no sliding velocity in the direction
perpendicular to the roller axis as the rollers will take all
movement in this rolling direction.

Firstly, a parameter estimation will be executed to find both
parameters in the model. Secondly, a motion planning algo-
rithm will incorporate this slip model to compute the wheel
velocities that produce the requested movement. In this way,
slip can be seen as a working tool in order to increase the
mobility of the vehicle.
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1 Introduction

It is within the framework of the ’more electrical aircraft’
trend, in the nineties, that the development of electrically
powered actuators for flight controls has started. A notable
step of this evolution is the design of the Electro-Hydrostatic
Actuators (EHAs) which grant the suppression of one of the
three independent hydraulic systems present on a conven-
tional aircraft [1]. As an alternative to EHAs, the Electrome-
chanical Actuator (EMA) provides a simpler solution that
could improve weight, consumption and reliability figures
while decreasing maintenance requirements. However, the
reliability of EMA technology has not yet been sufficiently
demonstrated for its use on critical applications. Indeed, due
to the EMA design, i.e. gear teeth, ball bearings and screw,
the prediction of its behaviour over a long time horizon is
difficult for the primary flight control application. In par-
ticular, the occurrence of mechanical jamming has to be ex-
cluded for safety reason. This is why health monitoring is
used to quantify the degradation of EMA components, and
this before a failure appears. Such an approach will ensure
the enhancement of the safety margins [2].

This abstract introduces a model-based fault detection algo-
rithm for friction change detection of an EMA and this using
the usual pre flight check up position triangle performed by
the pilot. The approach presently relies on the assumption
that the detection of any abnormal behaviour is a direct in-
dicator of the initiation of a mechanical fault. The industrial
partner, SABCA, provides test benches to test and validates
EMA models as well as monitoring approaches.

2 The approach

To construct the fault detection method a model of the EMA
is required. This model describes the EMA (constituted of
an electric motor, a gear box, a nut/screw mechanism, and
a rod) and its environment, namely, the controlled surface
(CS) linked to the EMA and the external force applied on
the CS. This external part models either an in flight aerody-
namic force or the interaction with the test bench. Figure 1
gives an overview of the system. A six parameters Stribeck
friction model including stiction and viscous frictions terms
and accounting for dependence with respect to the load is
considered within the EMA model.

Figure 1: Schematic view of the EMA and its environment

A state space model of the EMA can be written:

Ẋ = f (X ,U,Θ0) (1)

Where X and U are the states and inputs vectors and Θ0 is
the vector of friction parameters associated to healthy EMA
operation. Given the available measurements, an analytical
redundancy relations can be deduced from Equation (1), and
used to obtain a residual, namely a fault indicator. The latter
deviates from a zero value as soon as the measurements are
associated to a modified friction behaviour characterised by
a vector of friction parameters Θ f 6= Θ0. Proper lowpass
filtering is introduced to cope with measurement noise and
spurious residual values due to transient are eliminated by
exploiting the repeatability of the pre-flight EMA position
triangle.

3 Acknowledgement

This work is supported by the Brussels-Capital Region (In-
noviris) through the project MONISA (Health Monitoring
for a Primary Flight Surface Electromechanical

References
[1] D. Van Den Bossche, “The A380 flight control elec-
trohydrostatic actuators, achievements and lessons learnt,”
25th International Congress of the Aeronautical Sciences,
2006.

[2] M. Todeschi and L. Baxerres, “Health monitoring for
the flight control EMAs,” IFAC-Papers,48(21), 2015.

Book of Abstracts Benelux Workshop on Systems and Control

32



Safe Flight Envelope of Closed-loop Quadcopters

G. Delansnay1, H. G. Harno2, Y. Kim2, A. Vande Wouwer1

1 System, Estimation, Control and Estimation (SECO), University of Mons, Belgium
2 Department of Aerospace and Software Engineering, Gyeongsang National University, Republic of Korea

Email: gilles.delansnay@umons.ac.be

1 Introduction

In past years, quadcopters have experienced an ever increas-
ing success due to the myriad of possible applications in
transportation, photography and filming, structure inspec-
tion, farming, etc. Unfortunately, aerial vehicles are subject
to perturbations or loss of control which can lead to impor-
tant material damage or injuries. In order to secure aerial
flight, safety tools should be developed. One of them is
the Safe Flight Envelope (SFE) which determines the pos-
sible safe positions of the vehicle and allows establishing a
safe strategy. It is defined as a region within which the ve-
hicle possesses the ability to leave, and then, return the trim
condition in a finite time horizon [1]. This study proposes
an original procedure to compute the SFE by a forward-
backward reachability analysis (see figure 1) based on zono-
topes [2], and applied to a Parrot Mambo quadcopter.

Figure 1: Safe Flight Envelope through Forward and Backward
Reachability.

2 Closed-loop model identification

Quadcopters use complex control structures in order to
achieve performance and robustness. The closed-loop struc-
ture has the decisive advantage of providing a partial lin-
earization of the system, and the underlying idea of our anal-
ysis in order to develop an approximate linear state space
representation of the system by resorting to input-ouput data
sets and subspace identification. This model is at the core of
the zonotopic reachability analysis.

3 Zonotopic Forward and Backward Reachability

Consider a set of initial conditions X0, a reference trajec-
tory u(.) with X f (t f ,x0,u(.) the set of solutions of our iden-

tified model and Xb(t f ,x0,u(.)) the set of solutions from the
backward model. The forward and backward reachable set
are given by:

R f (t f ) = {X f (t f ,x0,u(.)) ∈ Rn|x0 ∈ X0,∀t : u(t) ∈ U (t)}
Rb(t f ) = {Xb(t f ,x0,u(.)) ∈ Rn|x0 ∈ X0,∀t : u(t) ∈ U (t)}

Both sets are computed using the CORA toolbox [3]. The
Safe flight Envelope corresponds to the intersection of the
two sets.

4 Results

Figure 2 shows a safe Flight envelope using the approach
described above.

Figure 2: Safe Flight Envelope (green) for pitch and roll angles
after 0.005 s from given initial set (red) and under an
unitary step altitude reference.
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Autonomous vessels will have a crucial role in the near fu-
ture for both navigation in inland waterways and harbor ar-
eas (e.g., Port of Rotterdam) aiming at improving efficiency
and safety. However, there are urgent societal concerns we
need to address to fully benefit from these technologies. In
particular, autonomous vessels need to safely interact with
human-operated vehicles in mixed traffic conditions. In ad-
dition, they must handle unexpected events, such as faults,
without causing disruptions and jeopardizing human safety.
These issues should be overcome to enhance the trust of the
ship owners, passengers, and stakeholders, in order to make
autonomous vessels a reality in our daily life.

The motion planning module of autonomous vessels plays
a fundamental role to address these societal concerns. The
motion planner elaborates the information the sensors pro-
vide about the environment and generates collision-free
paths for the low-level path following controller. The task
of the motion planner is complicated by the presence of
various sources of uncertainties, even in structured environ-
ments (such as seaports or canals). A major source of uncer-
tainty is caused by the unknown human behaviour in mixed-
traffic conditions given that it is extremely difficult to predict
the actions of human operated vessels. Moreover, the mo-
tion planner should consider the International Regulations
for Preventing Collisions at Sea (COLREGS). These traffic
rules specify the type of maneuvers that should be taken by
marine vessels in situations where there is risk of collision.

Recently, extensive research has been conducted to de-
velop collision avoidance strategies that are COLREGS-
compliant, leveraging the fact that all marine surface vessels
must adhere to these regulations. Some of these strategies
follow a reactive approach, such as Artificial Potential Fields
(APF) [1] or Velocity Obstacles (VO) [2], while others
follow higher level approaches, such as Rapidly-exploring
Random Tree (RRT) [3], or optimization-based approaches,
such as Model Predictive Control (MPC) [4, 5]. Compliance
with COLREGS however is non trivial, as highlighted by
the state of the art. Existing methods usually consider a sub-
set of these rules, thus allowing explicit violations in some
scenarios (e.g., making minor course alterations that are dif-
ficult to detect by other ships or turning to port when a colli-
sion risk exists). Moreover, there is still limited research that
focuses on decision making for complex multi-vessel sce-

narios, in which the Autonomous Surface Vessel (ASV) may
encounter various situations (i.e., crossing, head-on and/or
overtaking) with respect to the other vessels simultaneously.
One major source of these limitations is the assumption that
all the other vessels maintain their course and speed.

In this work we design a COLREGS compliant motion plan-
ner based on MPC. More specifically, we express the most
relevant subset of these rules as a combination of both hard
and soft constraints of an online optimization problem based
on which we can predict the human-operated vessels’ trajec-
tories and therefore design a rule-compliant and collision-
free trajectory for the ASV. The work proposed here aims to
form the foundation of our future work, addressing the prob-
lem of motion planning in congested traffic scenarios. In ad-
dition, the proposed framework also aims to accommodate
cooperation among other autonomous vessels by utilizing
information exchange to enhance robustness with respect to
mixed traffic uncertainties in challenging multi-vessel traffic
scenarios.
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1 Introduction

The control of continuum soft robots is very challenging
because of the unlimited degrees of freedom and the con-
siderable nonlinear characteristics such as multi-body dy-
namics and nonlinear potentials [1]. This complexity can be
tamed by combining feedback controllers (which are inher-
ently robust to model uncertainties), and simplified models
of the soft robot’s dynamics. For what concerns the latter,
many approaches investigated the use of the Constant Cur-
vature (CC) assumption and its extensions for static and dy-
namic control [2] for continuum soft robotic manipulators.
While the actuator dynamics are neglectable for tendon-
driven robots, the actuator dynamics of pneumatic actuators
is slower and more nonlinear [1]. But existing model-based
dynamic controllers for soft robots do not consider these ac-
tuator dynamics if not through simple heuristics. We pro-
pose a general approach based on backstepping to incorpo-
rate pneumatic actuator dynamics into model-based control
for soft robots independent of the chosen model for the soft
system.

2 Dynamic model and backstepping control

We consider a robot with nS segments each of them with
nD configurations q and actuated with a set of nC dedicated
pneumatic chambers. We model the fluid as an ideal gas in
first approximation and consider the process to be isotherm.
We require access to a function VC,i(q) which maps the robot
configuration q∈RnS×nD to the volume of fluid stored in the
robot chamber i. This function can be derived either analyti-
cally for the specific system or off-line from data. We derive
the acting forces and equations of motion of the pneumatic
actuator using the conversation of energy principle.

We use the backstepping [3] control technique to derive the
model-based controller taking into account the full system
dynamics including the dynamics of the pneumatic actua-
tor. We assume that we have access to a feedback controller
γ(q, q̇) such that the reduced system without actuator dy-
namics convergences to a desired trajectory q̄ and suppose
that convergence can be proven using the Lyapunov func-

tion H(q, q̇). We subsequently prove convergence for the
full system using backstepping in two steps first for the ve-
locity of the pistons µ̇p and subsequently for the required
actuation force on the pistons fp.

3 Example: Tracking posture under PCC
approximation

We show the effectiveness of our approach for the example
of a soft continuum manipulator robot modelled using the
Piecewise Constant Curvature (PCC) assumption. We use
a trajectory tracking controller based on the PCC model [2]
and derive the full system controller using backstepping as
explained above and evaluate the actuation-aware controller
against the same PCC controller unaware of the actuation
dynamics. We expect our approach to perform very simi-
larly in quasi-static conditions and much better for highly
dynamic movements. [2] shows that for sinusoidal move-
ments with high frequencies the tracking error is still signif-
icant especially at the extremas of the movement.
We verify our approach in a FEM simulation with integrated
CFD to simulate the behaviour of the pneumatic fluid. We
discretize each arm segments into several rigid links con-
nected through a revolute joint.
We additionally perform experiments using a soft planar
robotic arm inspired by an elephant trunk analogue to [2].
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1 Introduction
The stability of a second-order dynamical motion can be
achieved using several standard methods [1]. However, this
does not ensure that the resulting motion trajectory of the
system moving among obstacles is free of collisions, be-
cause stability does not mean safety, and vice versa. We
present two different ways of constructing convex trajec-
tory bounds for use in the motion prediction of overdamped
second-order systems that can be used for efficient collision
checking, safety assessment, and motion planning.

2 Overdamped Second-Order Systems
Consider a second-order dynamical system (1), with posi-
tion x ∈Rn and velocity ẋ ∈Rn, that moves toward a goal
x∗∈ Rn:

ẍ = −κp(x−x∗)−κd ẋ , (1)

with x∗, a constant position reference, under proportional-
derivative control with scalar gains κp,κd > 0 that ensure the
system is overdamped, i.e., κ2

d −4κp > 0. The motion trajec-
tory of the system, starting from initial condition x(0) = x0
and ẋ(0) = ẋ0, is given by

x(t) = c0 + c1e−τ1t + c2e−τ2t , (2)

for all t ≥ 0, where τ1,2 =
κd±

√
κ2

d −4κp

2 , and

c0 = x∗, c1 = − τ2(x0−x∗)+ẋ0
τ1−τ2

c2 = τ1(x0−x∗)+ẋ0
τ1−τ2

. (3)

3 Total Energy-Based Motion Prediction
Let the total energy Ex∗(x, ẋ) of the system in (1) with re-
spect to the goal x∗ be defined as

Ex∗(x, ẋ) = 1
2 κp‖x−x∗‖2 + 1

2‖ẋ‖2 , (4)

which dissipates according to Ėx∗(x, ẋ) ≤ −κd‖ẋ‖2. From
LaSalle’s invariance principle [1], one has that the state (po-
sition and velocity) trajectory of the system lies in the level
sets of the total energy. Hence, the motion trajectory x(t) of
the system is contained in the projection of the energy level
sets onto the position coordinates [2], which is the ball cen-
tered at x∗ and with squared radius 2

κp
Ex∗(x0, ẋ0), denoted by

Bx∗(x0, ẋ0) =
{

y ∈ Rn
∣∣∣‖y−x∗‖2 ≤ 2

κp
Ex∗(x0, ẋ0)

}
, (5)

i.e., x(t) ∈ Bx∗(x0, ẋ0) for all t ≥ 0.

Proposition 1 The total energy ball in (5) is positively in-
clusive (meaning that it shrinks forward in time), i.e.,

Bx∗(x(t1), ẋ(t1)) ⊇ Bx∗(x(t2), ẋ(t2)) ∀t1 ≤ t2. (6)

4 Trajectory-Based Motion Prediction
The motion trajectory of the system in (2) can be leveraged
to derive a motion prediction that is highly dependent on the
initial conditions, x0, ẋ0, and the control parameters, κp, κd .

Proposition 2 The motion trajectory x(t) of an overdamped
second-order dynamical system in (1) is bounded as

x(t) ∈ Tx∗(x0, ẋ0) := conv(x∗, x0, x0 + ẋ0
τ1

) ∀t ≥ 0 , (7)

where conv denotes the convex hull of its arguments.
Proposition 3 The triangular motion prediction in (7)
shrinks (i.e., is positively inclusive) for all future times, i.e.,

Tx∗(x(t1), ẋ(t1)) ⊇ Tx∗(x(t2), ẋ(t2)) ∀t1 ≤ t2 . (8)

5 Motion Prediction with Goal Updates
In motion planning, one constantly needs to change the goal
location x∗, for example, in order to track a complex nav-
igation trajectory. In this part, we present how an existing
motion prediction can be updated after the goal is changed.
Suppose a new goal position x̂∗ ∈ Rn is selected within ε ≥
0 distance to the original goal x∗, i.e., ‖x̂∗ − x∗‖ ≤ ε . Let
x(t) and x̂(t) denote the motion trajectories of the system,
starting from the same initial condition x(0) = x̂(0) = x0
and ẋ(0) = ˙̂x(0) = ẋ0 towards x∗ and x̂∗, respectively.

Proposition 4 If Mx∗(x0, ẋ0) is a set containing the mo-
tion trajectory x(t) towards x∗ for all t ≥ 0, then the mo-
tion trajectory x̂(t) of the system towards x̂∗ is contained
in Mx∗(x0, ẋ0) ⊕ Bε for all t ≥ 0, where ⊕ denotes the
Minkowski sum and Bε :=

{
y ∈ Rn

∣∣‖y‖ ≤ ε
}

is the origin-
centered ball of radius ε .
Proposition 5 For a goal update from point x∗ to x̂∗ with
‖x̂∗−x∗‖ ≤ ε , the triangular trajectory bound in (7) satisfies
Tx̂∗(x0, ẋ0) ⊆ conv(x∗ ⊕Bε ,x0,x0 + ẋ0

τ1
) ⊆ Tx∗(x0, ẋ0)⊕Bε

6 Conclusions
In this paper, we present a novel trajectory-based motion
prediction algorithm for overdamped second-order systems
that has a stronger dependency on initial conditions and con-
trol parameters than the classical energy-based motion pre-
diction approach, while still enjoying a similar positive in-
clusion property that is critical for recursive safety assess-
ments and motion planning. Our ongoing research focuses
on the generalization of these tools to higher-order systems
and their applications in reactive safe motion planning [2].
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1 Introduction

Automated Guided Vehicles (AGVs) are mobile robots that
are widely used in flexible manufacturing systems, logis-
tic systems and other industrial environments. The path
planned for an AGV is often derived from the lowest-cost
path in the corresponding (weighted) geometric graph. A
geometric graph is a graph where vertices represent physi-
cal locations in a 2D plane and edges represent straight line
segments connecting those locations. Several well-known
algorithms can be used to find the lowest-cost path; here we
focus on the A∗ algorithm [1].We propose a heuristic for the
A∗ algorithm, in order to efficiently find the lowest-cost path
on a geometric graph, taking into account costs for turns that
need to be made on the spot. We assume that the weights
in the graph represent notions of time. In order to find the
lowest-cost, or shortest-time, path, we need an underestima-
tion of the costs from current vertex to destination vertex,
i.e. an admissible heuristic needs to be defined. The closer
the value of the heuristic to the actual costs, the more effi-
cient the heuristic is (i.e. the lower the number of iterations
needed to find the lowest-cost path).

2 Heuristic

Our heuristic h(vc,vd) from current vertex vc to destination
vertex vd , is equal to the sum of a part related to transla-
tion, htrans(vc,vd), and a part related to rotation, hrot(vc,vd).
The part htrans(vc,vd) is a lower bound estimate of the time
needed by the AGV to translate from current vertex vc to
destination vertex vd over the edges in the graph. It is equal
to the Euclidean distance d(vc,vd) between vc and vd , di-
vided by the maximum AGV speed, smax, i.e.:

htrans(vc,vd) =
d(vc,vd)

smax
. (1)

The part related to rotation, hrot(vc,vd), is equal to:

hrot(vc,vd) = pturnθmin(vc,vd), (2)

with pturn the turning costs per radian, which represents the
minimum time it takes for an AGV to rotate over one radian,
and θmin(vc,vd) a lower bound estimate of the necessary ro-
tations needed to move from (current orientation at) vc to
(desired end orientation Φend at) vd . This lower-bound esti-
mate is equal to the sum of three minimum absolute angles

|θ3|

|θ2|

vd

|θ1|

vc Φend 

Figure 1: Minimum absolute angles of rotation |θ1|, |θ2| and |θ3|
for current vertex vc and destination vertex vd .

of rotation. These angles of rotation are shown in Figure 1 as
|θ1|, |θ2| and |θ3|. The last two angles of orientation depend
on the incoming edge to destination vertex vd ; the lower-
bound estimate θmin(vc,vd) is therefore computed as:

θmin(vc,vd) = |θ1(vc,vd)|+ min
(vi,vd)∈E

(|θ2,(vi,vd)|+ |θ3,(vi,vd)|),
(3)

with E the set of all edges in the graph.

3 Results

A simulation study has been executed to determine the num-
ber of iterations needed to travel from one to another vertex,
for different graphs, for all source-destination combinations,
for different heuristics. Compared to a modified version of
the heuristic defined by [2], and the heuristic defined by a.o.
[3], a decrease of up to 68% for the weighted average num-
ber of iterations needed to find one vertex in the lowest-cost
path was achieved, depending on the selected input param-
eters. Using information about the graph structure in the
heuristic can further decrease the number of iterations.
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1 Introduction

Current research efforts in robotics focus on automatic, opti-
mal, collision-free path planning algorithms in cluttered en-
vironments. Industrial application areas of interest include
automated bin picking, automated assembly and human-
robot collaboration. To enforce near-continuous collision
avoidance, several algorithms use the convex hull of the
robot’s motion within a control interval, which is complex
to compute for a general 3D motion. This work introduces
a novel motion planning algorithm that establishes a con-
tinuous, piecewise polynomial approximation of the robot’s
trajectory. Path planning is formulated as a time-optimal
control problem with joint accelerations q̈ as control input.
This abstract’s contribution is introducing a continuous-time
alternative to classical time-gridding approaches, enforcing
constraints efficiently at all times, instead of only on discrete
control points.

2 Spline approximation of Cartesian trajectory

The joint dynamics for an acceleration-resolved robot con-
troller are described by the double-integrator system ẋ =
[q̇, q̈] using x = [q, q̇]T as the robot’s control state. Discretisa-
tion yields joint trajectories with piecewise quadratic time-
dependency. Using the forward kinematics F [q(t)] of the
robot, an approximation of the Cartesian trajectory p(t) is
constructed per control interval

p(t) =
n

∑
i=0

F [q(
i∆t
n
)])bi,n(t) t ∈ [0,∆t] (1)

where bi,n(t) represent nth degree Bernstein basis polyno-
mials [1]. Near-continuous collision avoidance is imposed
using the convex hull property of Bernstein polynomials and
the separating hyperplane theorem discussed by Mercy et al.
[2] By constraining the polynomial’s coefficients, the actual
trajectory continuously satisfies constraints up to an approx-
imation error.

3 Numerical validation

Figure 1 shows a robot trajectory avoiding a cube. The ob-
stacle is avoided over the whole trajectory, not only on the

control points.

Figure 1: 2D representation of approximation vs actual trajectory
for 3D example

The proposed technique avoids calculating the convex hull
of the robot arm at each control interval. It will be further
analysed in depth in terms of computational costs, (time-)
optimality of the final trajectory and accuracy of collision
avoidance for several challenging situations. A theoretical
bound on the approximation error will be formulated to con-
struct an upper limit on the accuracy.
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1 Introduction

Most of the solutions proposed so far for robotic bricklay-
ing are based on rigid arm and did not pass the prototype
status. To overcome this problem we propose an innovative
bricklaying concept based on two robotic sub-units: a crane,
in charge of holding most of the weight of the block, and a
rigid robot to achieve the desired precision during the fine
placement of the block, Fig.1.

Figure 1: Robotic System

2 Modeling and Control Design

The dynamic model of the system can be obtained using
the Euler-Lagrange method [1] considering as set of gen-
eralized coordinates qr for the robot and qc for the crane.
The connection between the two systems can be model as
holonomic constraints. The robot end-effector pose can be
expressed as xr = kr(qr) = kc(qc), where ki(qi) is the di-
rect kinematics. This leads to the following constraints:
h(q) = kr(qr)− kc(qc) = 0, where q =

[
qr,qc

]T ∈ Rn. The
dynamic model of the constrained mechanical system can be
compactly rewritten as the following descriptor system

B(q)q̈+C(q, q̇)q̇+g(q) = u+A(q)T λ (1)

s.t. A(q)q̇ = 0, (2)

where A(q) = ∂h(q)/∂q is the Jacobian of the constraints,
u the inputs, λ are the Lagrangian multipliers, the matri-
ces B(q), C(q, q̇), and g(q) represent the inertia, centripetal-
Coriolis, and gravity vector, respectively. By imposing m
constraints (i.e. h(q) = 0), on the n generalized coordinates,
it is possible to reduce the constrained robot dynamics ex-
pressed by (1) to a n−m dimensional configuration space.
Let us to define a vector v ∈ Rn−m that represents the so-
called ’pseudo velocities’ expressed by v = D(q)q̇, where
the matrix D(q) is such that

(
A(q)
D(q)

)
∈ Rn×n (3)

is a non singualar matrix. The inverse relationships from
’pseudo’ to ’generalized’ velocities are q̇ = F(q)v, where
the columns of the matrix F(q) are basis for the null space
of A(q). It is possible prove that the reduced-dynamic model
can be expressed as

(FT BF)v̇ = FT (u−Cq̇−g+BḞv). (4)

Performing an ad hoc feedback linearization of (4) is possi-
ble to ensure that: i) the block is positioned correctly, ii) the
rigid arm is never overloaded. A physical CAD-based simu-
lator of the overall system was developed to demonstrate the
feasibility of the proposed control law. As expected, Fig.2
shows that the block reaches the desired position. Fig.2c
shows that the torques applied by the robot motors are well
within the typical limits of the joint actuators. The simu-
lations prove that the robot is able to manage a block that
weights the double of its weight.
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Figure 2: Simulation Results
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1 Introduction

The heat and particle exhaust in tokamaks, the leading reac-
tor design for economically viable clean energy production
through thermonuclear fusion, is guided to a dedicated re-
gion called the divertor. Here, the plasma interacts with the
divertor surface material causing erosion and hence impuri-
ties to enter the plasma. Unmitigated, the expected power
fluxes impacting the divertor target during reactor opera-
tions exceed present-day engineering limits [1]. Real-time
feedback control of plasma detachment, a regime character-
ized by a large reduction of plasma temperature and pres-
sure at the divertor target, is required to obtain and maintain
low target fluxes. A systematic approach to achieve this re-
duction was recently developed and experimentally demon-
strated [2] on the Tokamak à Configuration Variable (TCV)
at the EPFL [3]. This approach uses dedicated system iden-
tification experiments for controller design enabling control
of the CIII emission front position, which is related to a rel-
atively low temperature (<10 eV) region along the divertor
leg [4]. We aid controller design by investigating the sys-
tem identification results and extracting a dominant physical
process. This is the first step to obtain a scalable control-
oriented model of the CIII emission front position based on
physical parameters.

2 Method

The control problem can be reduced to an input: fueling of
deuterium molecules by a gas valve Γpuff [#/s], and an out-
put: the CIII emission front location Lpol [m]. Real-time
(800 Hz) tracking of the CIII emission front was imple-
mented using a detection algorithm [5] applied to spectrally
filtered images originating from the multi-spectral imaging
diagnostic MANTIS [6]. Figure 1 shows the MANTIS cam-
era view, a visual representation of the detection algorithm
and the definition of the parameter Lpol. The gas valve is
located at the bottom of the machine. System identification
experiments were performed by injection of a multisine per-
turbation on the input Γpuff and measuring Lpol. Due to the
low signal to noise ratio environment it was chosen to excite
three to six frequencies per experiment. Additionally the gas
valve system limits the frequencies to <50 Hz. Extraction of
a physical process was done by fitting first-principle physics
models on the obtained FRF measurements. Steady-state
behavior of the system was estimated using the established
time-independent equilibrium code SOLPS-ITER.

Figure 1: (a) MANTIS camera view in the TCV Tokamak [6].
(b) Identified CIII front location by the detection algo-
rithm, indicated by the red X [5]. (c) Geometric repre-
sentation of the front location Lpol along the outer leg.

3 Results and Discussion

The identification experiments show phase behavior remi-
niscent of a diffusive system, we find a 1D diffusion dom-
inated transport model to accurately describe the obtained
FRF measurements. We present a novel control-oriented
grey-box model describing the dynamics of input Γpuff to
output Lpol. The model accurately reproduces experimental
observations and can be used for controller design within the
identified operating regime.
The underlying physics responsible for the diffusive like be-
havior is to be investigated, we hypothesize the process is
dominated by plasma-neutral interactions the injected deu-
terium molecules undergo until they are ionised.
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1 Introduction

Ever–increasing throughput specifications in semiconductor
manufacturing require operating high–precision mechatron-
ics, such as linear motors, at higher accelerations. This cre-
ates higher nonlinear parasitic forces that cannot be handled
by conventional feedforward controllers. We develop a gen-
eral framework for inversion–based feedforward controller
design using physics–guided neural networks (PGNNs).

2 Problem Statement

Consider the discrete–time nonlinear autoregressive exoge-
nous (NARX) dynamics

y(t) = f
(
y(t−1), . . . ,y(t−ny),u(t−nk), . . . ,u(t−nu)

)
,
(1)

with output y(t), input u(t), and f (·) a nonlinear mapping
describing the forward dynamics. The goal of inversion–
based feedforward is to find f−1(·), after which substituting
y(t) = r(t) gives the feedforward. The universal approxima-
tion capabilities of multi–layer perceptrons (MLP) can be
used to parameterize f−1

(
x(t)
)
≈ fMLP

(
x(t),θ

)
, with x(t)

the relevant inputs and outputs, and θ the network weights.
However, it was shown in [3] that the MLP easily fails to
learn underlying physical laws.

3 Main Results

Physics–informed neural networks were proposed in [2].
These introduce physical knowledge during training by
adding a regularization term in the cost function that penal-
izes physical inconsistencies. We take a different approach
by embedding physical knowledge in the network structure,
see the blue parts in Fig. 1. This gives the PGNN output

u(t) = fMLP

(
TPGT

(
x(t)
)
,θ
)
+WPGLTPGL

(
TPGT

(
x(t)
))

,

(2)
with {θ ,WPGL} the PGNN weights. The physics–guided
input transform TPGT (·) preprocesses the network input,
e.g., reconstruct velocity and acceleration, and is similar to
basis function identification, see, e.g., [1]. The physics–
guided layer TPGL(·) can be used to embed structural phys-
ical knowledge, such as mass–acceleration. Effectiveness

This work is part of the research programme 9654 with project number
17973, which is (partly) financed by the Dutch Research Council (NWO).

Figure 1: Physics–guided neural network architecture.
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Figure 2: Generated feedforward and resulting tracking error.

of the PGNN inversion–based feedforward controller was
tested in simulation in [3] on a CLM tracking a third order
reference in closed–loop. Fig. 2 shows the generated feed-
forward and resulting tracking error when using two hidden
layer neurons. Currently, we are investigation conditions for
PGNNs to consistently identify nonlinear inverse dynamics,
by exploring links with nonlinear system identification.
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1 Background

The economic value of production equipment in the
high-precision industry is to a large extent determined by its
productivity. It is essential to minimize downtime caused by
malfunction and the associated unscheduled maintenance.
To this end, digital-twin-assisted fault diagnosis systems are
crucial, exploiting cheap operational data and its physics-
based structure to isolate the root-cause.

2 Problem

Many fault diagnosis systems are based on parametric first
principle models of the open-loop system. For instance,
based on parametric models, nullspace-based fault detec-
tion and isolation (FDI) methods enable fault diagnosis for
large-scale multi-input multi-output (MIMO) systems [1].
In sharp contrast, for precision mechatronics, first principle
modeling is ineffective compared to data-driven modeling,
which is fast, accurate, and inexpensive [2]. In addition, pre-
cision mechatronics operate in closed loop, which is often
claimed not to affect the FDI system design. Given the im-
portance for these high-precision mechatronic systems, the
aim of this abstract is to develop a closed-loop and closed-
loop dynamic modeling view of fault diagnosis.

3 Approach

For FDI, data-driven modeling and closed-loop interconnec-
tions are investigated. For this purpose, the consequences of
interacting submodules and closed-loop operators are exam-
ined and its effect on identification and residual generator
design is evaluated through a numerical analysis and exper-
imental case study.

Figure 1: Closed-loop configuration for fault detection by means
of the residual signal ε . The residual generator, Q(s)
( ), and the open-loop problem ( ) are indicated.
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Figure 2: Comparison between normalized effective residual
( ) with fault flag ( ), and residual signals based
on classical design techniques ( ), ( ).

4 Results

By means of an experimental setup, exhibiting flexible be-
havior similar to next-generation positioning systems, it is
shown that neglecting interaction between closed-loop con-
trolled submodules results in a severely compromised fault
diagnosis system [3]. A solution is proposed in which sub-
modules are identified and used as basis for the fault diag-
nosis system.

5 Outlook

The presented approach addresses ambiguity in fault detec-
tion for closed-loop systems since the operation of MIMO
systems in closed-loop configuration has major implications
for FDI and related system identification. Further details
are communicated in [4]. The developed procedure shows
that the framework for fault detection, in the form of a dig-
ital twin, can serve as the basis to maximize productivity
through predictive maintenance for complex mechatronic
systems.
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1 Background

Accurate H∞-norm estimation is of critical importance for
robust control design. Selecting an appropriate size of the
uncertainty is crucial for the performance of the resulting
robust controller. On the one hand, if the uncertainty is un-
derestimated, there are no stability nor performance guaran-
tees. On the other hand, if the uncertainty is overestimated,
the system may become overly conservative.

2 Problem Formulation

Traditional algorithms to estimate the H∞ norm consider a
discrete frequency grid. Hence, the H∞-norm estimate is
based solely on the at-grid frequencies which causes inter-
grid errors. Consequently, potential resonances may be
overlooked. This research aims to develop an algorithm to
accurately and reliably determine the H∞ norm with a lim-
ited amount of data and limited user effort.

3 Approach

The key idea is the exploit the local smoothness over fre-
quency by identifying local parametric models [1]. Since
these local models are parametric, they can be evaluated
continuously in their local frequency range, which enable
the estimation of the inter-grid behavior [2]. The main idea
is to estimate the global H∞ norm by estimating the finite-
frequency L∞ norm of the local models through the general-
ized KYP lemma [3].

4 Results

The developed approach is applied to a multivariable mo-
tion system. The resulting model uncertainty is shown in
Fig. 1. In Fig. 2, the maximum singular values of the uncer-
tainty and the resulting local models are depicted for a large
frequency range. When studying the interpolation perfor-
mance of the local models, it is clear that the true inter-grid
behavior is accurately modeled. Moreover, the simulation

This work is part of the research programme VIDI with project num-
ber 15698, which is (partly) financed by the Netherlands Organisation for
Scientific Research (NWO).

Figure 1: Bode magnitude diagram of the uncertainty ∆ ( ).

Figure 2: Bode magnitude diagram of the singular values:
true uncertainty σ̄(∆) ( ), local modeling estimate
σ̄(∆̃k) (• · ·•).

shows that the H∞ norm is accurately estimated. Overall,
the simulation example shows that the method proposed in
this paper offers an accurate and reliable approach to esti-
mate H∞ norm.
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1 Introduction
In general, most dynamical systems exhibit some sort of
nonlinear behavior. However, most control and identifica-
tion applications rely on LTI models, which are only valid
locally. In recent years, the Koopman framework [1] has
gained popularity within the control and identification com-
munities, proposing a global linear representation of nonlin-
ear systems. This is achieved through the embedding of the
nonlinear state-space into a possibly infinite-dimensional
lifted space where the dynamics are linear and governed
by the Koopman operator. In practice, only a finite num-
ber of lifting functions is used and, while the choice of the
dictionary heavily impacts the representation quality of the
resulted linear model, there are little to no systematic meth-
ods for the selection. We address this by combining a Least
Squares Support Vector Machine (LS-SVM) regression [2],
to estimate the nonlinear state transition map, with the lin-
earity condition of the Koopman form.

2 Methodology
Consider the discrete-time autonomous nonlinear system:

xk+1 = f (xk) (1)
with xk ∈ Rnx and the bounded nonlinear state-transition
map f : Rnx → Rnx . Our objective is to obtain a linear rep-
resentation of (1) where the observable functions are chosen
automatically.
2.1 Koopman operator
The Koopman concept is to lift the nonlinear dynamics to a
possibly infinite-dimensional linear space, through so-called
observable functions φ : Rnx → R, with φ ∈ F and F being
a function space. The Koopman operator advances the ob-
servables one step forward in time:

Kφ(xk) = φ(xk+1). (2)
Often, a finite number of observables is used

{
φ j
}n f

j=1, span-
ning a n f -dimensional linear subspace Fn ⊂ F . The main
reason for this transformation is that, when we introduce the
lifted state zk = Φ(xk), with Φ(xk) =

[
φ1 (xk) . . . φn f (xk)

]>,
the lifted dynamics can be described using a linear Koopman
matrix representation A ∈ Rn f×n f :

zk+1 = Azk. (3)
However, due to the immaturity of the theory, very little
is known on how to chose Φ analytically such that (3) ex-
ists. Hence, approximations are often used to compute an
approximative Koopman matrix A, based on data matri-
ces Z =

[
Φ(x1) . . . Φ(xN)

]
and Z+ (the latter represents Z

This work has received funding from the European Research Council
(ERC) under the European Union’s Horizon 2020 research and innovation
programme (grant agreement nr. 714663).

shifted one step forward in time). The goal is to minimize:
1
2
‖Z+−AZ‖2

F , (4)

which has a closed-form solution A = Z+Z†, where Z† de-
notes the pseudoinverse. Due to noise and numerical errors,
a regularization is generally needed to correctly preserve
properties of (1), like stability. However, the main difficulty
of this framework is the choice of Φ(xk). To address this,
the next subsection presents a LS-SVM based method for
the selection of the observables.

2.2 LS-SVM
The LS-SVM approach for function estimation represents f
as an expansion of feature maps Ψ : Rnx → Rm. The opti-
mization problem is formulated as a Ridge regression :

min
w,e

J =
1
2

n

∑
i=1
‖w(i)‖2

2 +
1
2

n

∑
i=1

γi

N

∑
j=1

(e(i)j )2

s.t. e(i)j = f (i)(x j)− (w(i))>Ψ(x j).

(5)

By writing the Lagrangian and solving the KKT conditions,
the nonlinear function f is represented in dual form as:

f (xk) =CΨ(xk), (6)

where Ψ(xk) =
[
k(xtrain

1 ,xk) . . . k(xtrain
N ,xk)

]> is a kernel
slice with k(xq,xp) = Ψ(xq)

>Ψ(xp) and C ∈Rnx×N contains
the Lagrangian multipliers. Note that the kernel function
k(xq,xp) is parametrized by a set of kernel parameters θ .
The dual form (6) can be related to (3) by choosing the lifted
state as the kernel slice

(
zk = Ψ(xk)

)
and minimizing (4) us-

ing the resulted data matrices. This gives a linear surrogate
model of dimension N (nr. of training points) of the nonlin-
ear system, that can be used for prediction and analysis:

zk+1 = Azk xk+1 =Czk, (7)
with z0 =Ψ(x0). To obtain a good representation of the non-
linear system and reduce overfit, the hyperparameters (re-
gression parameters γi and kernel parameters θ ) need to be
tuned. To this end, we jointly solve (5) and (4) in the hyper-
parameter tuning step.

3 Future work
Future work aims to extend the proposed method to systems
with inputs and investigate the representation in the lifted
form of different classes of actuated nonlinear systems. Fur-
thermore, the effect of different error measures on the qual-
ity of the resulted model will be explored.
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1 Introduction

The availability and affordability of high-quality cameras
have increased substantially in recent years. However, mod-
elling non-linear systems using video, network or spacial
(e.g. PDE) signals is currently an open problem. Our contri-
bution is to improve compact state-space modelling by co-
estimating a deep non-linear state encoder together with the
state and output functions directly from video footage.1

2 The Sub-space Encoder Approach

In short, the encoder method randomly selects a number of
starting times ti and employs an encoder structure displayed
in (Figure 1) on the data to calculate a batch multiple-step-
ahead loss to estimate a non-linear state-space model em-
ploying three ANNs using batch optimization.

Estimating the initial state using a non-linear state encoder
eθ contributes to multiple advantages over conventional
methods, for instance, the computation cost of the proposed
approach scales well with data size. Moreover, the encoder
can be used as an observer to jump-start simulations and aid
in control.

3 Experimental Results

We show the potential of the sub-space encoder method by
modelling a numerical example that consists of a control-
lable ball (Gaussian inputs) confined within a box by non-
linear potential walls with some background friction. The

1Code is available at
https://github.com/GerbenBeintema/SS-encoder-video

...

Step 0 Step 2

...

Step 1

Figure 1: The sub-space encoder applied on a single sub-
section of the dataset. Here eθ estimates the state based on
past inputs and video images, fθ (x̂ti−→ti+k,uti+k) increments
the state up to n f times and hθ (xti−→ti+k) estimates the out-
put ŷti−→ti+k. Output sequences from multiple sections are
combined to form a batched multiple-step-ahead loss.

Figure 2: Output frames of both the measured output of the sys-
tem and the simulated output of the sub-space encoder method for
different instances of time in the test set. (Supplementary Video:
https://youtu.be/L_zCwzpMZUc)

video is constructed by using 25 by 25 pixel greyscale im-
ages of the resulting motion of the ball as seen in Figure
2. Lastly, we generated 30000 train, 5000 validation and
5000 test samples. The video frames are flattened into vec-
tors, normalized before passed through the appropriate neu-
ral networks fθ ,hθ and eθ of the encoder method. All three
networks are 2 hidden layer neural feedforward networks
with tanh activation and 64 hidden nodes per layer with a
linear bypass. Furthermore, we use the following hyperpa-
rameters of nx = 6 states, past length of na = nb = 5, n f = 50
future steps and the Adam optimizer. For further details on
implementation see [1].

The resulting compact state-space model has been tested in
simulation as can be seen in (Figure 2) where the encoder
is used to initialize the state. The figure shows that the esti-
mated model is able to accurately mimic the numerical sys-
tem on long time scales.

4 Conclusion

We showed that the sub-space encoder method is able to
find compact non-linear state-space models directly from
datasets with high-dimensional output data. Physical ex-
perimental applications and the development of controllers
based on the proposed modelling approach are subject to fu-
ture work.
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1 Introduction

In dynamic pricing strategies agents vary their prices with respect
to an economic goal, e.g. maximum profit or desired inventory lev-
els. Here, the challenge is to take into account the effect that price
adjustments have on the behavior of the rest of the market. Cur-
rently, prices are analyzed with static equilibrium models or with
historic data. These models are unfit to predict dynamic market be-
havior analytically. We propose the use of first-principles models
of the dynamics of prices and economic goods. The interaction be-
tween agents in economic markets will be modeled as closed-loop
control systems. The resulting dynamical models can be used to
incorporate price dynamics in economic optimal control problems.

2 Economic-Engineering Principles

To model price dynamics we use economic-engineering principles,
a recent development by the second author. Economic-engineering
principles extend the analogy between physical domains (for
example between mechanics and electronics) to economics.
Considering a mass-spring-damper system, we define prices
as the analog of momenta and stock quantities as the analog
of positions. The laws of supply and demand are analogous to
inertia, inventories to springs, and operational costs to dampers.
From these analogs we obtain causal relationships that describe
the dynamics of prices and stock quantities from first principles.

3 Theory of Supply and Demand as Closed-Loop System

We illustrate our approach with the law of supply and demand [1],
shown in Figure 1. The suppliers adjust their price p(t) based on
the difference between in supply QS(p(t)) and demand QD(p(t)).
We reformulate this as the feedback-control loop in Figure 2 in
which the supply curve serves as the process, the demand curve as
a state-dependent source, and the quantity supplied and quantity
demanded as the corresponding output and reference signals,
respectively. The price adjustment is executed by the controller
that attempts to reject the excess demand e(t), which serves as
error signal, by adjusting the price with the control input u(t). The
pricing strategy can for instance be modeled as a PID controller,
resulting in a control law with clear economic interpretations:

u(t)︸︷︷︸
= dp

dt

= Kpe(t)︸ ︷︷ ︸
speed−o f−ad justment

+ KI

∫
e(t)dt

︸ ︷︷ ︸
inventory−management

+KD
d
dt

e(t)
︸ ︷︷ ︸
speculation

p,$
#

Q, #
yr

S

D

pe

p(t)

QS(t)

u(t)

QD(t)

e(t)

Figure 1: Applying closed-loop dynamics to the law of supply and
demand. The control input u(t) drives the prices towards market
equilibrium where p(t)= pe and e(t)=0.

Pricing
∫

S

D

QD(t) e(t) u(t)

p(t)

QS(t)
−

Figure 2: Supply and demand in a closed-loop with pricing as a
controller.

4 Subjecting Economic MPC to Price Dynamics

The use of first-principles pricing models allows us to include price
dynamics in Economic Model Predictive Control (EMPC) algo-
rithms [2]. EMPC is used in process industry to control production
with respect to the economic profit, which serves as the objective
function. However, price dynamics are currently not included in
EMPC optimization. By using economic-engineering models, we
are able to take into account the price dynamics that result from
interactions between the controlled process (e.g. a business) and
its environment (e.g. the market). This enables the application of
EMPC to purely economic processes such as trade, investments,
and risk management in which prices and profits are key variables.
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1 Motivation

To reduce the costs of offshore wind energy, wind turbines
are built in large wind farms. By extracting energy from
the wind, turbines influence their downstream neighbours
and reduce the efficiency of the farm. A wind farm wide
model-based control strategy which takes the turbine inter-
actions into account can compensate for some of these ef-
fects. It has to overcome several challenges: complex flow
interactions between the turbines, large delays between state
changes and effects and spatially heterogeneous wind con-
ditions which change over time. Model Predictive Con-
trol (MPC) approaches have shown promising results in the
past. Their surrogate model has to be computational cheap
enough to allow real time control and accurate enough to
facilitate an improved performance also under realistic con-
ditions. The so-called Flow Redirection and Induction in
Steady State (FLORIS) models for instance have proven to
be an easy to use, easy to tune, computationally inexpensive
and powerful wake modelling tool. However, it is lacking
dynamical effects by design.

2 The Gaussian FLORIDyn model

In the presented work, a dynamic version of the widely used
Gaussian FLORIS model [1] is developed. It is adapted to
take spatially heterogeneous wind conditions into account.
Time-varying dynamic behaviour is achieved by introduc-
ing so-called Observation Points at the rotor plane of each
turbine. These propagate through the wake with the free
wind speed and simulate the delayed effect of turbine state
changes. The chosen approach is a modified version of the
Zone FLORIDyn model [2]. A basic, computationally inex-
pensive wind field model is developed to provide spatially
heterogeneous wind field conditions including wind shear.

3 Validation

The new FLORIDyn model is validated in two, three and
nine turbine cases and compared to the high fidelity CFD
simulation SOWFA. Tested scenarios include a yaw sweep,
stepwise increase of the yaw angle, changing CT and CP co-
efficients and a wind direction change. In the steady state
cases, FLORIDyn meets the average generated power by the
turbines with relative errors between −0.82 % and 22.15 %.
In a flow field comparison FLORIDyn lacks accuracy in the
near wake area but has a very good agreement with SOWFA
in the far wake area which is practically more relevant for
the purpose of model-based wind farm control.

4 Conclusion

The presented version of FLORIDyn provides very promis-
ing results in terms of model accuracy and computational
performance. It provides a unique feature set with the ability
to simulate dynamic parametric wake models in a changing,
heterogeneous environment. The findings lay the ground-
work for a dynamic wind farm model which can be part of a
real time wind farm control strategy.
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1 Introduction

To efficiently use the available highway infrastructure and to
improve traffic safety, traffic management systems (TMSs)
are used. Nowadays, about one third of the Dutch highways
is equipped with around 6000 Roadside units (RSUs). They
measure the traffic speed and intensity and control the traffic
streams by showing legends, such as speeds or red crosses
which are used to close off a lane.

2 Traffic management system

The TMS is structured as follows: An operator monitors the
road and can request legends, which are then implemented
by a central controller and sent to all involved RSUs. Each
RSU has a local controller, which controls all components
at its location, such as MSIs, which show legends and de-
tector loops which measure the traffic. The RSU shows the
requested legends. In addition, each RSU monitors the traf-
fic speed to detect incidents. If the measured speeds drop
below a certain threshold, a speed legend is automatically
shown to warn oncoming traffic.

3 Model

RSUs have clearly discernible components, such as detector
loops and MSIs. Modules are used to model a component
or a collection of related components. Each module is mod-
eled as one or more extended finite automata (EFAs), as was
also done in, e.g., [1]. In addition, a module can contain
requirements, in the form of logical expressions, and other
modules, which describe a part of this module. These mod-
els can then be used to synthesize a supervisor, using the
algorithm from [2].

4 Configurator

It is not feasible to manually design a controller for each
RSU. There are slight differences between all RSUs. There-
fore, it is useful to apply a configurator to generate the con-
troller for an RSU. The configurator uses input parameters to
model a specific configuration, such as the number of com-
ponents, the division of lanes into carriageways, information
on neighboring RSUs and the speed thresholds that define an
incident. Based on the parameters, modules are instantiated
and requirements are added to obtain the complete models.
Separate models are created for synthesis, simulation and
controller generation.

5 Case study

For this case study, a representative RSU is used, as given
in Fig. 1. The RSU contains two MSIs and eight detectors,
which are divided over three detector rows. At the location
of the RSU, there are two lanes. At each detector row, the
detectors are divided into two TSs, as shown in the figure.
When an incident is detected on one of the first two detec-
tor rows, speed 50 km/h is recommended and 70 km/h is
recommended for an incident on the last detector row.

Lane 3

Lane 2

Lane 1

Signaling row Detector row Detector row

Traffic direction

TS 1

TS 2

TS 1

TS 2

TS 1

TS 2

RSU

Fig. 1: Typical RSU. Traffic streams are marked by TS for each
detector row.

The resulting model has 74 EFAs, all with at most four lo-
cations, 72 variables and 68 requirements. The generated
discrete-event model can be used to synthesize a supervisor
for this specific system. Using the simulation model, the be-
havior of the supervisor can be validated. If the supervisor
behaves as intended, a controller can be derived from the
supervisor. This controller can then be implemented on the
computation platform, as described in [1].

Model generation reduces the possibility of man-made er-
rors. In addition, unnecessary requirements are automati-
cally omitted. When creating a small number of systems
(five to ten), it is faster to create the models and verify there
are no errors manually. For larger numbers of system, as is
the case for 6000 RSUs, it is faster to create a configurator
and ensure that it generates the desired models.
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1 Introduction

Increasingly strict legislation for greenhouse gas and pollu-
tant emissions, and growing attention for real-world perfor-
mance makes it necessary to develop robust, fuel-efficient,
cost efficient control solutions for future automotive en-
gines. Traditional map-based control approaches employ
numerous fixed maps and require large calibration effort [1].
The current industry standard model-based control develop-
ment approach has led to reduced development time, how-
ever, this approach is sensitive to model uncertainties. Both
these approaches employ numerous fixed maps to address
robustness, which requires large calibration effort and do not
guarantee robustness for all the operating conditions.

Self-learning powertrains show potential to reduce the cal-
ibration effort and guarantee robust performance [2], as
shown in Figure 1. In the last two decades, Artificial Intel-
ligence (AI) methods have received increasing attention due
to availability of more data and successful applications for
other complex problems. This approach promises much po-
tential for efficient and robust engine control development.
Until now, limited research has been conducted on using AI
for learning control in engine control development. This
presentation gives an overview of the state-of-the-art in Ma-
chine Learning (ML)-based engine control calibration based
on the literature and patent search. From this study, identi-
fied promising directions for future ML-based engine con-
trol research to develop learning control approaches are pre-
sented.

Figure 1: Trade-off between calibration effort and robust perfor-
mance for applied approaches.

2 ML-based engine control development-
State-of-the-art and promising directions

From the current literature and patents, it is seen that most
studies have investigated ML, especially supervised learn-
ing (SL) methods to develop accurate engine models and
observers. A limited number of studies have recently inves-
tigated probabilistic regression methods to model uncertain-
ties for robust control performance. Reinforcement learn-
ing (RL) has recently gained attention for automated engine
controller calibration. However, the impact of employing AI
in place of conventional methods on calibration effort has
not been dealt with in depth in the literature.

ML-based methods promise much potential to develop ef-
ficient and robust control solutions. SL methods show
potential to reduce number of calibration parameters by
parametrizing embedded maps and models in controllers.
Probabilistic SL methods can be utilized in environment
modeling and prediction, which can further be used for
developing robust control solutions. RL methods can re-
duce the expert effort by automating the calibration process
and achieve robustness by adaptive control solutions. Hy-
brid modeling approaches i.e. combined physics-based and
data-driven models, can be used to achieve robustness at
the boundary operating conditions of the engine (i.e., en-
gine torque and speed limits). However, multiple challenges
are involved when using AI for engine control development
mainly high sensitivity to data quality, high computational
requirement and poor extrapolation in boundary conditions.

3 Outlook

The future research of this work focuses on development
and demo of ML methods on engines and vehicles. We
will present the initial results from our current research on
parametrizing embedded maps and models in engine con-
trollers using SL methods.
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1 Introduction

Supervisory control theory is a model-based approach to
control discrete-event systems. Given a specification that
contains a plant model (defining all possible behavior) and
a requirement model (defining what behavior is allowed or
not), a supervisor can be computed algorithmically (synthe-
sized) that restricts the plant’s behavior so that it is in accor-
dance with the requirements. Depending on the synthesis al-
gorithm, the supervised system has some useful properties,
such as safety, nonblockingness, controllability and maximal
permissiveness. One of the barriers to industrial acceptance
of the technique is state space explosion; when the size of
the system grows, the time- and space (memory) required
for synthesis grows exponentially.

We consider the situation as sketched in Fig. 1; A supervi-
sor has been synthesized for a particular specification: the
base model. Later, an adaptation is made to the specifica-
tion, creating the variant model, so that a new supervisor is
required. In state of practice, a completely new synthesis
would be performed on the variant model. We investigate
how to reuse the base model and synthesis results, to trans-
formationally synthesize a new supervisor, while the super-
visor’s properties are retained.

2 Synthesis method

The problem is solved using the following three steps:

1) Storing information: From the input plant and require-
ment model a state space is constructed. Supervisor synthe-
sis consists out of a number of reachability searches over this
state space, and in this process several sets of states are con-
structed. These sets of states have different properties, there-
fore it is beneficial to remember them to facilitate reuse. For
example, we remember what states are nonblocking, i.e., can
reach the desired (marked) states and do not uncontrollably
lead to a blocking state.

2) Modeling the evolution: A model delta is constructed
that explicitly defines all differences between the base and
variant model. Any modification to the base model that con-
structs a properly defined variant model is allowed.

Research leading to these results has received funding from the EU EC-
SEL Joint Undertaking under grant agreement no 826452 (project Arrow-
head Tools) and from the partners national programs/funding authorities.

This is an abstract of the following paper: Thuijsman, S.B. and Reniers,
M.A. (under review) “Transformational Supervisor Synthesis for Evolving
Systems,” Journal of Discrete Event Dynamic Systems, Springer
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Figure 1: Schematic overview synthesis for evolving system.

3) Transformational supervisor synthesis: We first consider
model deltas that are atomic model adaptations, which are
single indivisible changes in the state space, e.g., adding a
sole transition. All atomic model adaptations can regard one
or more statesets of the base model. Exhaustively for each
possible atomic adaptation and its possible containments in
the statesets, an algorithm is made that constructs the super-
visor (and according statesets) for the variant model. This
result is the same as if synthesis was directly applied to the
variant model, only requiring less calculations.

If the model delta is larger than an atomic model adaption,
we can divide it into atomic parts and iteratively apply the al-
gorithms to those; called Iterative Transformational Super-
visor Synthesis (ITSS). It turned out that these model deltas
often contain a large number of very similar atomic adapta-
tions. When these atomic adaptations require the same cal-
culations, they can be grouped and applied at once, which
gives the Grouped Transformational Supervisor Synthesis
(GTSS) algorithm.

3 Results, conclusions, and future work

A proof-of-concept implementation of the transformational
synthesis algorithms is made. These were evaluated for both
an academic and industrial use case. For each variant model
a supervisor is synthesized three times; by applying a com-
pletely new supervisor synthesis, ITSS, and GTSS. Com-
putational effort is measured for each synthesis. GTSS is
a lot more efficient than ITSS because of the grouping of
adaptations. In some, but not all, cases GTSS is more ef-
ficient than applying a new supervisor synthesis. This de-
pends on the size of model delta and the type of adaptations
in it. Future work contains an implementation of the algo-
rithm for symbolic supervisor synthesis, and investigating
similar methods for decomposed systems.
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I. INTRODUCTION

Existing control barrier functions (CBFs) for safety-critical
control systems are often constructed based on a common
assumption that the system states are directly available [1], [2],
which may not be satisfied for practical control systems. In this
paper, assuming that the measurement is the only accessible
information of a control system, we propose to reformulate
the state-based CBF in a measurement-based form and define
a measurement-based CBF (MB-CBF) for safety control. This
idea is motivated by the recent paper [3]. The major difference
between [3] and our paper is that the MB-CBF derived in
[3] is dependent on the estimated state recovering from the
measurement model, while we use the measurement directly in
constructing a MB-CBF. Besides, by considering measurement
model uncertainties, a measurement-robust CBF (MR-CBF) is
further developed.

II. PROBLEM STATEMENT

Consider a dynamic system with state x ∈ X ⊆ Rn and
control input u ∈ U ⊆ Rm. We assume that the dynamics
of the system are continuous in time and affine in the control
input, described by

ẋ = f(x) + g(x)u (1)

where the drift term f : Rn → Rn and input gain g :
Rn → Rn×m are locally Lipschitz continuous. Consider a
closed convex set C ⊂ Rn being the 0-superlevel set of a
continuously differentiable function h : Rn → R, which is
defined as C , {x ∈ Rn : h(x) ≥ 0}, where we assume that
C is nonempty and has no isolated points. A state-dependent
sensor measurement expressed in the form of y = I(x) is
available in practice, where I : Rn → Rk is a continuous
differentiable function, and y ∈ Rn. Considering the system
governed (1), the projected (measurement-based) dynamics
can be expressed as:

ẏ = fy(x) + gy(x)u, (2)

where fy : Rn → Rk and gy : Rn → Rk×m are Lipschitz
continuous on Rn, which can be computed via fy(x) = ∂I

∂x (x)·
f(x) and gy(x) = ∂I

∂x (x)·g(x). We assume that ϕ(y) = fy(x)
and ζ(y) = gy(x). Our objective is to rewrite the CBF in a
measurement-based form, and develop a measurement-robust
CBF (MR-CBF) is developed.

III. MAIN RESULTS

Theorem 1. Consider a set C ⊂ Rn for a continuously
differentiable function h : Rn → R. If the compatible
projection M defined by

η(h(x)) ≤M(I(x)) ≤ η̄(h(x)), (3)

exists (η and η̄ are class K functions) and satisfies

sup
u∈Rm

Ṁ(y,u) , LϕM(y) + LζM(y) · u > −α(M(y)),

the system (1) renders safety on C.

The following is a measurement model which takes the
measurement model uncertainties into consideration,

ŷ = I(x) + e(x), (4)

where e(x) ∈ Rm and we assume that e(x) = ey(y). Given
a locally Lipschitz function ε(y) : Rk → R+ such that for all
y ∈ I(C), assume that supy∈Rm ‖ey(y)‖∞ ≤ ε(y).

Theorem 2. Consider a set C ⊂ Rn for a continuously
differentiable function h : Rn → R. Suppose the compatible
projection defined in (3) exists and it satisfies the condition

sup
u∈Rm

LϕM(y) + LζM(y) · u +
(
Cp + Cq‖u‖2

+ Cm + Cn

)
ε(y) > −α(M(y)),

(5)

where Cp is a Lipschitz coefficient, which is given by

p(y) , LϕM(ŷ)− LϕM(y) ≤ Cp‖ŷ − y‖, (6)

and the Lipschitz coefficients Cq , Cm and Cn can be obtained
in a similar manner as (6), where q(y) , LζM(ŷ)−LζM(y),
m(y) , α(M(ŷ)) − α(M(y) and n(y) , ι(‖ξ(ŷ)‖) −
ι(‖ξ(y)‖), and ι(·) is a class K function. Then the system
(1) renders safety on C.

Advantages of the MB-CBF comparing to [3]: Our construc-
tion is more straightforward which also features three main
advantages: i) we do not have to introduce an inaccurate state-
recovery function (i.e., a predefined function which involves
system states from the measurement model), ii) since our
approach does not include the recovery operation mentioned in
i), thus the assumption for an invertible measurement model
is not a necessity, which makes our MB-CBF more general
and applicable, and iii) the proposed MB-CBF can be directly
employed for ensuring safety in dynamical control systems via
only measurements.
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1 Introduction

Agriculture is the largest user of freshwater and accounts for
70% of total global withdrawal [1]. Climate change, which
results in irregular rainfall, makes water management a great
challenge for agriculture sector, especially for crop irriga-
tion in open field. Therefore, optimize irrigation to improve
water usage efficiency using the most advanced methods and
technologies is in need. However, water resource is not only
used for irrigation, but also for drinking water supply in ur-
ban areas. Water service decisions made in one area may
generate negative impact in another, causing inefficiencies
and non-optimal for the entire system. Integration is an ob-
vious way to overcome these issues through identifying syn-
ergies and conflicts between different components for more
efficient and sustainable resource usage in the entire system.

2 Method and material

Under this necessity, this abstract proposes an integrated
management approach of urban supply and crop irrigation
using model predictive control (MPC). As shown in Fig-
ure 1, the integrated approach includes two control compo-
nents and a feedback coordination strategy, which are: 1)
MPC for urban supply to optimize energy cost and balance
water usage for both urban and irrigation; 2) MPC for irri-
gation to optimize water usage while maintain crop yield;
3) a feedback strategy to coordinate different components to
ensure global optimal management in water usage and en-
ergy cost. In the coordination strategy, irrigation component
is aggregated as a water demand for the MPC in urban area.
After optimization, control actions in the form of precise ir-
rigation time and dosage is generated.

Figure 1: Integrated MPC for urban supply and crop irrigation

A water supply system generally contains pool/dams and a
network of pipes with pump/valve or sprinkler to manipulate
water flows. The mass balance equation is used to define
relation among the stored volume v, manipulated inflows q j

in
and outflows qh

out for the i-th pool/dam as follows:

vi(k+1) = vi(k)+∆t

(
∑

j
q j

in(k)−∑
h

qh
out(k)

)
(1)

A single canal reach is approximated by using IDZ model
[2] as a first order plus time delay τd as in Equation (2).

qout,i(k+1) = αqout,i(k)+βqin,i(k− τd) (2)

∆t is sampling time, k is time instant, α , β are parameters
related to time and gain of canal. Irrigation demands are
anticipated by forecasting as a measured disturbance.

3 Result and discussion

The case study to illustrate proposed approach is Catalunya
Regional Water Network lies within Catalunya Inland
Basins, from which the irrigation (1200 ha) and metropoli-
tan (5.5 million people) area of Barcelona is supplied. An
assessment obtained by supply companies in Barcelona
shows 81% of the water input came from surface sources,
the two rivers Llobregat and Ter. Of the total water input, 90
hm3 came from Llobregat and 124 hm3 from Ter river.

After applying integrated control approach, 25% energy cost
can be saved (0.4M e/year). Besides, the network can sup-
ply 65 days longer before meeting deficit in dry season,
which is a benefit for sustainable usage of water resource.

So far, we simplified irrigation component as a measured
disturbance by forecasting. Future work will go deep to
the irrigation component to develop model regarding water
stress, crop growth and drainage reduction.
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1 Introduction

Modeling mechatronic systems based on physical knowl-
edge can lead to models with inherent nonlinearities. If our
model does not fit into a certain class of nonlinear mod-
els for which tailored algorithms exist (e.g. PLNSS [1],
NLARX [2]), we can easily encounter problems, for exam-
ple the solver is unable to find a solution within the specified
error threshold, or the running time of the solver makes the
method practically infeasible. Possible reasons for these can
be for example local minimums, or instability of the model
for a set of parameter values. As a result, parameter estima-
tion methods that work on a general set of nonlinear models
are still a challenge.

In this study the task considered is estimating the parameters
of a SCARA robot (in this case limited only to the masses
of the links), with the goal to provide an accurate model for
control. Having preliminary knowledge about the mechani-
cal structure, the ODEs of the system were derived using the
recursive Newton-Euler algorithm.

2 The method

Our approach is based on optimal control problems (OCP)
for the simulation of the states of the system. In addition to
the single shooting (SS) and multiple shooting (MS) formu-
lations, we are using a hybrid formulation (Xsim, see Figure
1) that is in between SS and MS. This is similar to the idea in
[1], but there it was limited to the scope of PLNSS models.
The recursion depth in the formula can be controlled to find
a compromise between memory usage, running time and the
robustness of the algorithm.

We use CasADi to formalize the problem in MATLAB and
solve it using Ipopt, an off-the-shelf solver for nonlinear pro-
grams. For the SS formulation, we also test the Ceres Solver,
a solver from Google for nonlinear least-squares problems.

A comparison of running times and the memory usage for
different initial parameter values and recursion depths has
been carried out on a simulated robot. In addition, using
different approximations of the Hessian matrix were also in-
cluded in the comparison.

Figure 1: The hybrid formulation of the OCP

3 Results and future work

The simulations show that we can decrease the running
time of the algorithm by choosing the appropriate recursion
depth. The method will be validated on a model and mea-
surements corresponding to a real system. Furthermore, we
are planning a parallelized implementation to speed up the
computation of the Hessian matrix.
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1 Problem statement

The problem to be solved is the modelling of the frequency
response function (FRF) G( jω) of LTI systems from, per-
sistently excited, known input U(k), noisy output Y (k) fre-
quency domain data

D = {U(k),Y (k)}k=0,1,...,F−1. (1)

The input and output spectra are related as follows

Y (k) = G( jωk)U(k)+L( jωk)+V (k), (2)

where ωk = 2πk/T , L( jωk) represents the transient and
leakage, and V (k) represents the noise. An example is
shown in Fig. 1. Note that the problem of estimating G( jωk)
from the data D is ill-posed: there are twice as many un-
knowns as equations. That is, each equation (2) has two
unknowns; G( jωk) and L( jωk). This problem has yet been
solved by imposing a local smoothing operator such as the
local rational method (LRM) [1] or by using regularisation
[2]. The regularisation solution has a couple of advantages
over the LRM; (i) the model order selection is continuously
tuneable, (ii) the estimate is a continuous function and (iii)
it allows to impose stability, causality and smoothness on
the estimate. However, it also has drawbacks over the LRM:
it fails for lightly damped systems and it is only applicable
when the noise is white. In this research we improve the
regularisation method by solving these two drawbacks.
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Figure 1: Input-output data. Blue: U(k), red: Y (k), yellow:
L( jωk) and purple V (k).

2 Kernel-based approach

The input-output relation (2) is rewritten in stacked notation

Y = Φθ +V with Φ =

[
diag(U) 0

0 IF

]
and θ =

[
G
L

]
. (3)

The optimal parameters are estimated using regularisation;

θ̂ = argmin
θ

VWRLLS, (4)

where the weighted regularised linear least squares cost
function is given by

VWRLLS(θ ,Y) = (Y−Φθ)HW−1(Y−Φθ)+θ HP−1θ (5)

Solving (4) is no longer ill-posed thanks to the regularisa-
tion term. The core of the problem, however, is now trans-
lated into the choice of the kernel P. This kernel is most
of the time obtained in two steps: (i) fixing the structure
of the kernel depending on some hyper parameters and (ii)
tuning these hyper parameters. In [2], the diagonal corre-
lated (DC) kernel is chosen for P, which imposes smooth-
ness, and hence, is not applicable for lightly-damped sys-
tems. Here, we introduce a new kernel which depends on
prior knowledge about the resonating poles of the system.
This prior knowledge and the weights matrix W can be ex-
tracted from an LRM preprocessing step. This improvement
of the frequency-domain regularisation method is shown to
perform well on simulation (Fig. 2). The MSE is lower com-
pared with the LRM and measurements with colored noise
can be processed.
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Figure 2: Monte-Carlo simulation. Black: true FRF G( jω), red:
MSE of the LRM [1], blue: MSE of the kernel-method
[2] and yellow: MSE of the improved kernel method.
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1 Introduction and motivation
Due to the increasing complexity and ever-growing perfor-
mance demands towards systems in engineering, the in-
volved modelling and control problems are becoming more
and more challenging. To overcome the tedious process of
obtaining a detailed dynamic model based on first-principles
and a suitable model-based controller for such complex sys-
tems, data-driven modelling and control are attractive and
have been in the focus of intensive research for several
decades. However, a data-driven approach is associated with
important questions: 1. When do we know that the data rep-
resents the full system behaviour? And, 2. How to generate
an optimal control action based on the available data? One
particular approach that in the Linear Time-Invariant (LTI)
case has been successfully addressing these questions is the
data-driven approach of the behavioural theory. This method
characterises the full behaviour of the LTI system using a
single sequence of input-output (IO) data [1], where the in-
put is persistently exciting, covering question 1. The single
data sequence can be reformulated as a data-based predic-
tor, which can be used to determine an optimal control map
or to synthesize an optimal control sequence, answering the
second question. In a noise-free environment, such a Data-
driven Predictive Controller (DPC) and a Model Predictive
Controller (MPC) (which uses an accurate system model)
yield the same result for LTI predictive control problems
(see also the results on DeePC). Hence, a DPC can control
the system efficiently and exactly as the MPC, without any
information of the system other than a single earlier obtained
data sequence. However, so far extensions of this promising
theory have not been made for nonlinear systems. As a first
step in this direction, we extend the aforementioned LTI re-
sults to a subset of nonlinear systems that can be modelled
as affine Linear Parameter-Varying (LPV) systems.

2 Approach
We use the behavioural system theory for LPV systems [2].
The main idea of our approach is to rewrite the LPV system
in a linear, constrained form, for which we can generalize
the LTI results (see also [4]). Consider a data-generating
LPV system, given by the following IO representation:

yk +∑na
i=1 ai(pk−i)yk−i = ∑nb

i=1 bi(pk−i)uk−i, (1)

This work has received funding from the European Research Coun-
cil (ERC) under the European Union’s Horizon 2020 research and innova-
tion programme (grant agreement nr. 714663), and financial support in the
scope of the AI4GNC project with SENER Aeroespacial S.A., contract nr.
4000133595/20/NL/CRS

k

Earlier obtained
data-sequence

Recent information

Predicted trajectory

Optimal control input

Fig. 1: Schematic representation of information used by the DPC.

with uk ∈ Rnu , yk ∈ Rny and pk ∈ P ⊆ Rnp the input, output
and scheduling signal, respectively. Suppose that the func-
tions ai and bi in (1) have affine dependence, i.e. ai(pk−i) =
ai,0 +ai,1 pk−i,1 + · · ·+ai,np pk−i,np . Then we can rewrite the
system (1) in the implicit IO form,

!
I 0

"
Yk +

na

∑
i=1

!
ai,0 ··· ai,np

"
Yk−i =

nb

∑
i=1

!
bi,0 ··· bi,np

"
Uk−i, (2)

where Yk := [ y⊤k (pk⊗yk)
⊤ ]⊤ and Uk := [ u⊤k (pk⊗uk)

⊤ ]⊤, and
‘⊗ ’ denotes the Kronecker product. Thus the considered
LPV system, can be represented as a constrained LTI sys-
tem, with constraints Uk and Yk. This allows the extension
of the behavioural theory [1] to (2), without loosing the at-
tractive properties and the simplicity of the data-driven pre-
dictor. The resulting LPV data-driven predictor can be in-
corporated in a predictive control scheme, which uses the
earlier obtained data-sequence and recent information (to
account for the initial condition) to generate an optimal con-
trol input for the system at hand, as shown in Fig. 1.

3 Preliminary results and outlook
In [3], we use an example to show that with the afore-
mentioned predictor a fully data-driven predictive controller
yields the same optimal behaviour as a model-based MPC
scheme. However, these results were limited to the imposed
affine parametrization of the LPV system. In the future, we
plan to extend the results for general LPV systems (see [4]).
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Figure 1: An underwater vehicle driving in a simulated trajec-
tory. The trajectory and magnetic field distortions are
simulated in two dimensions.

1 Introduction

Autonomous underwater vehicles can inspect and maintain
underwater cables and structures, but they need accurate po-
sition estimates to be truly autonomous. The most popu-
lar position estimation methods for vehicles in air and on
land are not usable underwater, as light conditions are poor,
and GPS signals decay a few centimetres below the sea sur-
face. Inspired by recent advances in indoor localisation,
which exploits the informational value in magnetic field dis-
tortions [1], we propose the use of magnetic field distortions
to improve underwater position estimates.

2 The underwater magnetic field

The global underwater magnetic field has spatial variations
that are described in open-source online maps [2]. In ad-
dition, sub-sea metallic structures and electric cables cause
additional local nonlinear spatial distortions in the magnetic
field. When the magnetic field is distorted, we can use it
as a source of position information. Magnetic field distor-
tions tend to be slowly varying spatially, as illustrated by the
simulated field strength m in Figure 2.

3 Localisation in a magnetic field

Figure 2 shows simulation results for how magnetic field
anomalies can improve a position estimate. The trajecto-
ries show the x and y positions of the vehicle relative to
the coordinate system in Figure 1. One estimate is obtained
by integrating acceleration measurements (dead reckoning),
and the other is obtained by using acceleration and mag-
netic field measurements in a particle filter. A particle fil-
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Figure 2: Comparison of an accelerometer dead reckoning (DR),
and a particle filter (PF) trajectory estimate to the
ground truth (GT) trajectory, where the PF uses infor-
mation about the magnetic field distortions.

ter is a Monte-Carlo based approach to estimate states that
are a nonlinear function of available measurements. The
dead reckoning estimate drifts away from the actual posi-
tion, because it integrates erroneous measurements. Since
the magnetic field distortions are stationary, they give infor-
mation about an underwater vehicle’s absolute position that
the particle filter can use to remedy the drift. Through simu-
lations in three dimensions (not illustrated here), we observe
indications that the position of an underwater vehicle for a
short mission can be determined near known magnetic field
distortions using only accelerometer, gyroscope and magne-
tometer measurements, when these measurements are accu-
rate enough, and when the information about the magnetic
field disturbances is accurate.

4 Future work

The next step towards magnetic field navigation underwa-
ter is to test the algorithms in small-scale experiments. The
experiments will be carried out in a controlled environ-
ment, using an accelerometer, gyroscope and magnetometer
mounted on a small underwater vehicle.
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1 Introduction

Automated driving is the automotive research field that aims
to eliminate human error from driving to enhance passen-
ger safety. Despite immense improvements promoted by
deep learning, automated vehicles still struggle to be reli-
able in hazardous driving scenarios. The lack of data affects
the data-driven approach. However, even physical vehicle
models struggle in the edge cases because vehicle dynam-
ics and tires enter a nonlinear working range. Especially in
this range, the standard sensor set in conventional passenger
vehicles cannot measure all the necessary parameters and
variable. This study aims to enhance the safety of the auto-
mated vehicle in hazardous scenarios estimating the vehicle
states (sideslip angle and tire-road forces) accurately in real-
time and in various road conditions (friction variation, slope,
or bank angle). Two innovative concepts are adopted: load
sensing bearings to estimate the tire forces and the develop-
ment of a new filter architecture that combines a deep neural
network with a nonlinear Kalman filter. The proposed algo-
rithm will be compared to the current state of the art, such as
the unscented Kalman filter and deep neural network alone.

2 Review of sideslip angle estimation

The collision avoidance controller needs to know the value
of the vehicle sideslip angle and the tire-road forces. Still,
the sensor set regularly installed in a conventional passenger
vehicle cannot measure them. Thus, engineers develop vari-
ous filters to estimate vehicle states, avoiding the installation
of expensive sensors. Two filter categories are distinguish-
able: model-based approach and learning-based approach.
The first category is further divisible in kinematic and dy-
namic modelling.

Kinematic modelling relies on a simple model which corre-
lates vehicle velocities with vehicle accelerations [1]. The
main advantage is that it does not require any knowledge
of tire parameters and road grip, but it is sensitive to sen-
sor noise, sensor bias, and the system is not observable in
a steady-state condition. A possible solution to the prob-
lem is introducing a conditional logic that merges the kine-
matic model with empirical knowledge [1]. For instance, it
forces the sideslip angle to zero when the vehicle is driving
straight. Thus, it requires relevant manual tuning. Further-
more, it supposes that the vehicle cannot have lateral drifting

without a yaw moment which is unlikely but still feasible.

Dynamic modelling fully describes the lateral dynamics, so
it needs extensive knowledge of tire parameters. Its accu-
racy is very high when vehicle and tires behave linearly. The
main problem is that as soon as tires enter a nonlinear work-
ing range, their parameters need to be adapted. A possi-
ble solution is an adaptive tire model in which the cornering
stiffness is a random walk model [2]. Authors present reli-
able results when tires are highly excited, but the filter loses
accuracy in the other cases. Although a linear tire model
can work together with an adaptive tire model, defining a
threshold between the two in the mild range condition is not
easy.

The learning-based approach relies just on the information
coming from the data, and it can overcome the model struc-
ture limitation [3]. Despite good accuracy, it lacks a physical
interpretation, so it is arguable its use in a safety application.
Moreover, the learning-based approach still struggles with
generalization.

In this project, the authors propose a new filter architecture
combining the universal approximation properties of arti-
ficial neural network with the interpretability of a model-
based approach. The measured strains at the wheel hub bear-
ing are transformed in tire forces thanks to a recurrent neural
network [4]. The computed forces are used as measurements
in the Kalman filter to improve its accuracy.
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1 Introduction

Model predictive greenhouse climate control employs
weather forecasts for energy efficient crop production. It
has been a research subject for several decades [1]. By reg-
ulating the greenhouse’s climate, the crop is indirectly also
regulated and can consequently be optimized. A common
objective is to minimize energy use per kg yield. For this,
optimal predictive control solutions are proposed (for exam-
ple, [2, 3]). These assume the weather forecasts to be de-
terministic even though it is uncertain. The exact impact of
this uncertainty on the control results is not clear yet. In this
work, a nonlinear model predictive controller is proposed
that deals with this uncertainty. The controller allows for in-
vestigating the effect of uncertain weather forecasts on the
control results.

2 Methodology

The model described in [2] is considered in this work:

x(k+1) = f
(
x(k),u(k), d̂(k)

)
, y(k) = g

(
x(k)

)
, (1)

with discrete time k ∈ R and f (·),g(·) nonlinear functions.
The measurement y(k) ∈ R4 contains the dry matter con-
tent of the lettuce crop in g m−2, greenhouse’s carbon diox-
ide concentration in g m−3, the air temperature in °C and
air’s humidity content in g m−3. The controllable signal
u(k) ∈ R3 contains the supply rate of carbon dioxide in g
m−2 s−1, energy supply by the heating system in W m−2 and
ventilation rate through the vents in mm s−1. The uncertain
disturbance (outside climate) d̂(k)∈R4 contains the outside
radiation in W m−2, the outside’s carbon dioxide concentra-
tion in kg m−3, air temperature in °C and air humidity con-
tent outside the greenhouse in kg m−3. These are assumed
to be uniformly distributed with the true climate value d(k)
as its mean and variance σd̂ = 1

12 (d̂max(k)− d̂min(k))2 with
d̂max(k) = (1+σ)d(k) and d̂min(k) = (1−σ)d(k). The fol-
lowing optimization problem is solved at each sample pe-
riod:

min
u(k)

1
Ns

Ns

∑
j=1
−q0 · y j

1(Np)+
k0+Np

∑
k=k0

3

∑
i=1

qi ·ui(k),

s.t. (1), ymin(k)≤ y(k)≤ ymax(k), x(k0) = x0

umin ≤ u(k)≤ umax, |u(k)−u(k−1)| ≤ δu,

with prediction horizon Np, weights qi ∈ R and number of
samples taken from the uniform distribution Ns. Note that
y j

1(k) depends on d̂ j(k), which is a realization of the distur-
bance signal from the uniform distribution. The optimiza-
tion aims at minimize the energy use per kg yield. The
constraints ymin(k),ymax(k) ∈R4 are set such that the green-
house temperature during the night is lower than during the
day. Additional constraints (umin,umax,δu) are included to
bound the control signal and its change.

3 Results

Each simulation has a time-span of 40 days. Table 1 shows
percentages from the deterministic case (where d̂(k) =
d(k)). For the control signals, the rms values are compared
(for example, δ rms(ui)= 10 implies a 10% higher rms value
of ui(k) with respect to the deterministic case). It can be ob-
served that an uncertainty increase results in an increased
energy usage and decreased dry weight yield. Note that
-4.2% dry weight is approximately half a lettuce less per
square meter, which is significant. Overall, the results show
that uncertain weather forecasts should be taken into account
when a grower wants to invest in a predictive controller.
Table 1: Simulation results: percentages are with respect to the

deterministic case where d̂(k) = d(k) is assumed.

σ δW % δ rms(u1) % δ rms(u2) % δ rms(u3) %

0.1 -0.5 0.6 36.3 1.3
0.2 -1.4 1.6 77.7 2.6
0.3 -1.9 1.8 110.5 3.8
0.4 -4.2 3.7 199.1 5.4
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Essential Tremor (ET), one of the most common movement
disorders, is characterized by involuntary oscillations of the
limbs, mainly during movement. Although its origin re-
mains unclear, there is a consensus on a neurogenic cause
originating from a dysfunction of the cerebello-thalamo-
cortical loop. A recent neuroimaging study reported reduced
connectivity between the cerebellum and other brain regions
[1], providing additional evidence for an implication of cere-
bellum in the generation of the tremor. From a different
point of view, recent theoretical work in the field of systems
theory showed that oscillations, consistent with the proper-
ties of ET, could arise from an erroneous estimation of trans-
mission delays, inherent to the conduction of neural signals
from sensory organs to the brain and back to muscles (∼
50-100 ms in human depending on the sensory system) [2].
Interestingly, this process of state estimation in human mo-
tor control has also been associated to cerebellum. These
two findings led us to investigate the fingerprint of Essen-
tial Tremor on motor adaptation, an ability known to rest on
the integrity of the cerebellum. More specifically by investi-
gating the performances of patients affected by ET in a sac-
cadic adaptation task,which involves processing of delayed
sensory feedback. We hypothesized that if the tremor is
linked to cerebellar deficits, then a deficit in saccadic adap-
tation could be observed. We recruited 33 participants (18
ET patients (13 F) and 15 healthy aged-matched controls (9
F)) to perform a standard saccadic-adaptation task. They
were first assessed with standard clinical evaluation (Fahn-
Tolosa-Marin tremor rating scale) to confirm their inclusion
in the study. During the task, a visual target presented later-
ally (eccentricity: 20°) jumped vertically during the saccade
(5°), see Fig. A. The target shift was typically not perceived
but it resulted in a final error in the vertical direction that
participants learned to anticipate with practice. After adap-
tation (300 trials), the final position of the saccade became
closer to the goal target after the jump. The protocol in-
cluded baseline trials composed of oblique and horizontal
saccades (Fig: Ob., Horiz.) without any jump for control
analyses (60 trials in total). There was no significant differ-
ence between the two groups during these trials. Regarding
the adaptation trials, ET patients showed reduced adaptation
captured by the extent of vertical component of the saccade
and by the peak vertical velocity of partially adapted sac-
cades, see Fig. B. Linear mixed models analysis of these

A: Chronology of one adaptation trial. Arrows indicate sac-
cade direction. B Evolution of the vertical endpoint of the
saccade. ET patients showed a smaller but significant adap-
tation to the perturbation.

two parameters revealed strong interaction between groups
and the trial indices, revealing slower adaptation for the ET
group (p < 0.001). The curvature of saccades from ET pa-
tients after adaptation also differed from the control group,
showing an adaptation mainly towards the end of the sac-
cade, in contrast with the control group who showed more
gradual change in saccade curvature within each movement.
These results show impairments in saccadic adaptation, for
which no effect of the tremor itself was expected. Indeed,
participants did not exhibit any nystagmus or eye oscilla-
tion, and their behaviour during fixation prior to saccades
was similar to the control group. The monitoring of sen-
sory feedback plays a key role in the control and adapta-
tion of saccades, and the integration of this neural signal
involves the cerebellum. The saccadic adaptation impaire-
ments shown by this study support the hypothesis of a cere-
bellar origin of ET. Because the same feedback integration
mechanism is involved in other tasks such as upper limb
control, we suggest that its deficit is a candidate cause of
limb oscillations. Assessing motor adaptation deficits could
represent a new quantitative behavioural marker of the dis-
order.
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1 Abstract

Over the years, mathematical modelling of mammalian cell
cultures has received an ever increasing attention for the op-
timization of the production of biopharmaceuticals, such as
monoclonal antibodies, viral vaccines and recombinant pro-
teins. The development of dynamic macroscopic models
from the knowledge of detailed metabolic networks relies on
the concept of elementary flux modes (EFMs) regarded as
the simplest metabolic pathways linking substrates to prod-
ucts. With the complexity and the size of the network, the
number of elementary modes explodes and a selection of the
most informative modes is required. In this connection, the
present study proposes an algorithm called REM, i.e., Re-
ducer of Elementary Modes, to cut the initial set of modes
and to pick the most informative ones for the purpose of de-
riving reduced macroscopic models. The REM algorithm
is a two-step procedure. First, the initial set of EFMs is
drastically reduced by enlarging the concept of the cosine-
similarity algorithm introduced in [1]. Then, the method-
ology is pursued by extracting the most informative modes
from the first reduced set by means of a series of optimisa-
tion problems. This work makes use of experimental data of
hybridoma cultures in batch and perfusion modes and two
metabolic networks of different sizes illustrate the perfor-
mance of the whole procedure.

2 REM algorithm

Fig.1 depicts the reduction algorithm used to select a mini-
mal set of elementary modes, Kreduced , from an initial set K,
this latter obtained on the basis of the metabolic network
knowledge and the measurements of extracellular fluxes.
The REM algorithm is an iterative method based on an opti-
misation problem where SSRq represents the sum of squared
residuals and determines if the observed phenotypes are part
of the solution space. The whole procedure is mainly com-
posed of two steps : (i) a pre-filtering exploiting the cosine
similarity for collinearity identification and (ii) a further re-
duction to identify and retain the most informative modes
according to a target number fixed beforehand. These steps
involve a number of checks where a user-defined tolerance
value guides the selection.

Figure 1: REM algorithm

3 Results

The present study relies on two metabolic networks and dif-
ferent measurements scenarios. The first network includes
only 24 reactions leading to 11 EFMs, the second consid-
ers 70 reactions and leads to more than 22 thousands modes
justifying the use of reduction algorithms. In that respect,
when the methodology is applied to the more detailed net-
work, the pre-filtering step allows cutting the initial set of
EFMs from 22’563 to 476 and the subsequent steps allow
a further reduction to 22 modes or less - depending on the
measurements scenario and the fixed target number. Fig.2
shows the evolution of lactate concentration deduced from
476 modes (orange line) and from 22 modes (green line).
This figure illustrates the merits of the REM algorithm.

Figure 2: Time evolution of lactate concentration
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1 Abstract

Without a cure, sexually transmitted infections (STIs) such
as gonorrhoea, syphilis, chlamydia, and trichomoniasis can
cause health problems, including chronic neurological prob-
lems, stillbirths, infertility, and cancer [1]. After the discov-
ery of a cure in 1928, however, the severe facial deformi-
ties caused by syphilis predominantly became things of the
past. After having relieved society of such horrific visual
reminders of the consequences of unprotected sexual en-
counters, common STIs have been underestimated enemies
for decades, and presently, their prevalence is rising. Each
day, more than one million individuals become infected with
a common STI [1]. In 2018, the combined prevalence of
chlamydia, gonorrhoea, and syphilis in the United States
came to an all-time high [2]. Since STIs — in particular
gonorrhoea — are developing antibiotic resistance [3], this
rise is very concerning. Adding fuel to the fire is the current
COVID-19 crisis, which caused a disruption in STI services,
and additionally a relocation of resources to the response to
COVID-19 [4].

Although condoms are a very effective tool in the preven-
tion of spreading of STIs, they are used at differing de-
grees. In order to construct more effective control policies,
it is necessary to increase our knowledge of the underly-
ing dynamics behind the prevailing trends of risky sexual
behaviour. Potent means to study the underlying dynam-
ics of the spreading of infections, are mathematical mod-
els of epidemic spreading on networks. The insights they
produce can subsequently be used to inform control strate-
gies. Here, we propose a model for the spreading of com-
mon STIs. The model is constructed within the framework
of continuous-time activity-driven networks (ADNs) [5], in
which each individual is assigned an activity rate, repre-
senting the individual’s tendency to have sexual encoun-
ters with others. The ADN framework allows to model
the time-varying pattern of encounters and the individuals’
heterogeneity in their predisposition to initiate them. By
adding extra compartments to the traditional susceptible–
infected–susceptible (SIS) model, which is standardly used
to model STIs such as gonorrhoea, we include individuals’
behavioural preferences with regard to the use of protec-

tion during sexual encounters, and the presence of asymp-
tomatic, unaware — but infectious — individuals. Be-
havioural preferences of individuals are evolving accord-
ing to a nontrivial mechanism that accounts for the persua-
sive effect of encounters with individuals who have a dif-
ferent behavioural preference, the cost of adopting protec-
tive measures, and the perceived risk, which depends on the
detected infection prevalence. If individuals with differing
behavioural preferences interact, then it depends on the out-
come of a probabilistic negotiation process whether the sex-
ual encounter takes place or not. Here, we consider two
negotiation processes: i) a process in which the other indi-
vidual either rejects or accepts the proposal with a certain
probability; and ii) a negotiation process in which a counter-
proposal can be made after rejection. In order to obtain an-
alytical results, we take a mean-field approach to derive the
epidemic threshold of a homogeneous ADN, and examine
the effect of two control measures on the spreading of STIs:
(i) condom marketing campaigns; and (ii) routine screen-
ing for STIs at high-volume sites. By employing simula-
tions we expand our theoretical results, and introduce het-
erogeneities. Our results reveal the important effect of both
marketing campaigns and routine screening for STIs.
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1 Introduction
Compartmental models, and in particular the well-known SIR
model [1], have been widely used to model infectious diseases
since the early 20th century; see [2] and references therein. In [3],
an SEIR model is proposed to predict hospitalization cases based
on real data and to predict the resurgence of the COVID-19 epi-
demic taking into account the age structure of the population and
different strategies of the government policies (physical distancing,
quarantine, lockdown, school closure, work at home and transport
closure, etc.) to fight against the pandemic. Gabor Vattay [4] uses
the common SIR model to show how the cumulative number of
deaths can be regarded as a master variable and estimates some
epidemiological parameters such as the reproduction number R0,
the size of the susceptible population and the infection rate. In the
present work, we use the SIR model as in [2], given by:
Ṡ(t) =− β

N S(t)I(t), İ(t) = β
N S(t)I(t)− γI(t) and Ṙ(t) = γI(t)

where S(t), I(t), and R(t) are the number of susceptible, infectious
and removed (or recovered) individuals at time t with the condition
that the population N = S(t)+ I(t)+R(t) is constant. We denote
by Ṡ(t), İ(t) and Ṙ(t) their time derivatives, β is the contact rate
(i.e., contacts sufficient for transmission) and 1/γ is the average
infectious period. In this paper, we adapt the SIR model to the sit-
uation where S, I and R are hidden variables but I(t) is observed
through a “proxy” H(t) = αI(t), the number H of hospitalized pa-
tients. Furthermore, α is unknown but constant and β , γ and N (the
total concerned population) are unknown.

2 Model formulation
The proposed adapted SIR model has two state variables (S̄—a
scaled version S—and H) and two parameters (β̄—which lumps
together the parameters β , N, and α—and γ) which we term the
SH model. We leverage the proposed SH model as follows in order
to make hospitalization forecasts. Letting S̄ = αS and β̄ = β

Nα ,
we obtain the simplified SIR model

˙̄S(t) =−β̄ S̄(t)H(t) and Ḣ(t) = β̄ S̄(t)H(t)− γH(t).
We denote by E(t) = β̄ S̄(t)H(t) the number of patients entering
the hospital by unit of time and by L(t) = γH(t) the number of
patients leaving the hospital by unit of time. Considering ti and tc
the initial and end time of the training set, given observed values
(Ho(t))t=ti,...,tc , (Eo(t))t=ti,...,tc and (Lo(t))t=ti,...,tc , we estimate the
parameters β̄ , γ , and the initial conditions S̄(ti) and H(ti) of the SH
model by using the sum-of-squared-errors objective function
φ(β̄ , S̄(ti)) = cH ∑tc

t=ti(H(t)−Ho(t))2 + cE ∑tc
t=ti(E(t)−Eo(t))2 +

cL ∑tc
t=ti(L(t)−Lo(t))2

where the c coefficients are parameters, all set to 1 in our experi-
ments unless otherwise stated, and a ratio of means:

γ̂RM =
∑tc

t=ti Lo(t)

∑tc
t=ti Ho(t)

Then we simulate the SH model in order to predict (H(t))t=tc+1,...,t f

for a specified final prediction time t f . This approach thus relates
to the areas of parameter estimation, data assimilation (for the gen-
eration of the initial conditions) and machine learning (for the train
set and test set approach).

3 Results
We show in [5] that when the model is trained on a suitable three-
week period around the hospitalization peak for Belgium, it fore-
casts the subsequent two months with mean absolute percentage
error (MAPE) under 4%. The statistical table shows that more than
half of the Belgian provinces have an MASE test below 3 where
MASE denotes the mean absolute scaled error,

MASE =
tb− ta

tb− ta +1
∑tb

t=ta |Ho(t)−H(t)|
∑tb−1

t=ta |Ho(t +1)−Ho(t)|
,

and Ho(t) and H(t) are the observed and predicted number of hos-
pitalized patients.
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Figure 1: Belgium, train period around the peak. Fitting and pre-
dictions with the SH model.

Table 1: Belgium provinces
Percentiles min P25 P50 P75 max

MASE 0.61 1.10 1.31 1.75 6.69
MASE train 0.65 0.76 0.85 0.94 1.27
MASE test 1.51 2.20 2.84 3.30 11.18
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1 Introduction
Next-generation Charging Stations for Electrical Vehicles
(EVs) are envisioned to be more efficient, cheaper and ac-
cessible. These new stations should reduce the charging
time, which is one of the main limitations of EVs. Aim-
ing for this goal, many researchers are exploring the benefits
of replacing two-level AC/DC bidirectional converters with
Modular Multilevel Converters (MMCs). In similar applica-
tions, MMCs had shown lower losses and higher quality of
the output waveform. Besides, there is not need for a trans-
former when MMCs are employed.

2 Motivation

The basic component of the MMC in Figure 1 is called sub-
module (SM), consisting of a half-bridge (HB) with a capac-
itor buffer. Each phase leg of the converter has two arms,
the upper and lower arms, which are constituted by a num-
ber (N) of series connected submodules. The number of the
output steps (voltage levels) depends on the number of sub-
modules available in each arm.

Figure 1: Modular multilevel converter and arm configuration:
(a) MMC with passive load and (b) connection diagram
of HB submodule within the arm.

Based on Figure 1, each arm behaves as a dependent voltage
source defined as

vXY = vH1 + ...+ vHN = S1vc + ...+SNvc = vc ·SXY , (1)

where vc is the voltage of the capacitor buffer, SN ∈ {0,1}
is the state of the Nth submodule of the arm, vXY is the arm
voltage, X ∈ {l,u} determines the arm, Y ∈ {a,b,c} deter-
mines the phase. Applying Kirchoff’s law, we calculate the

phase voltage as vY = vlY − vuY , and the line current iY as
diY
dt

= [
−rm +2ro

Lm +2Lo
] · iY +[

−1
Lm +Lo

] · [2vno13x1]

+ [
1

Lm +Lo
] ·vY, (2)

Traditionally, the most popular control technique used
among industrial practitioners is PI control. However, bet-
ter performance could be achieved if Model Predictive Con-
trol (MPC) is used, as in [1]. Based on (1), the control of
the MMC is define as Mixed Integer Nonlinear Problem
(MINLP). The manipulated variables are the switch posi-
tions in each leg i.e., (ua,ub,uc) ∈U ×U ×U

U = {−2N−1 +1, ...,0, ...,2N−1−1} (3)
where each values of U is a switching state combination for
each leg. To the author’s best knowledge, this MINLP for
MMC applications had only been solved using MPC with
unitary prediction horizon. However, there is evidence, such
as [2], that using a long prediction horizon significantly in-
creases the performance of the MPC in Power Electronics
(PE) applications. In comparison with other PE circuits, the
number of control actions for MMCs is considerably higher.
Hence, the computational burden of the current MPC im-
plementations is too heavy, making difficult for real time
implementation in the considered MMCs application.

3 Approach
Aiming to research the benefits of using Long Prediction
Horizon MPC, different optimization methods like Branch
and Bound, Sphere Decoding [2] and Sampling -Based MPC
[3] will be compared. For these methods, the computational
burden does not increase exponentially when the prediction
horizon increases.
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1 Introduction

Using recent results on the incremental stability analysis via
contraction and on internal model principle, we revisit the
pinning synchronization problem in nonlinear multi-agent
systems (MAS) [1]. We provide sufficient and necessary
conditions for both the pinned agents as well as the rest of
the agents to guarantee the state synchronization. For the
non-pinned agents, we present a distributed control frame-
work based only on the relative local state measurement and
we give sufficient conditions for the contractivity of the in-
dividual virtual systems in order to achieve pinning synchro-
nization. Numerical simulation is given to illustrate the main
results.

2 Problem formulation

The oscillator dynamics at node v0 is given by

ẇ = S(w), (1)

We consider (non-identical) agents described by

ẋi = fi(xi)+gi(xi)ui, ∀i ∈ V , (2)

The dynamic controller for i-th agent is given by

{
ξ̇i = Ĉi(ξi,ei)
ui = D̂i(ξi)

(3)

where ei = ∑ j∈Ni ai j(xi − x j). Based on the previous sys-
tems’ description, we can formulate the pinning synchro-
nization problem as follows.
Pinning synchronization problem: For a given exosystem
and agents’ dynamics given by (1) and (2), respectively, de-
sign the controller (3) for the nodes V \Vpin such that 1) The
origin of the closed-loop systems is locally exponentially
stable; and 2) For all initial conditions w(0),xi(0),ξi(0)
which contains the origin, the trajectories of the closed-loop
systems are bounded and satisfy

lim
t→∞

(xi(t)−w(t)) = 0, ∀i ∈ V . (4)

3 Main Result

proposition 1 The synchronization problem is solvable if
and only if for all i ∈ V \Vpin there exist mappings xi = w,

ξi = σ̂i(w) with σ̂i(0) = 0 satisfying

S(w) = fi(w)+gi(w)D̂i(σ̂i(w))
σ̂ i

wS(w) = Ĉi(σ̂i(w),0).

}
(5)

If pinning synchronization problem is solvable, the varia-
tional system is

(
δ q̇i
δ ξ̇i

)
=

(
∂ ( fi(qi)+gi(qi)D̂i(ξi))

∂qi
gi(qi)D̂i

ξi
Ĉi

ei ∑ai j Ĉi
ξi

)

︸ ︷︷ ︸
Âi

(
δqi
δξi

)

(6)

proposition 2 Assume that for the pinned agents i ∈ Vpin,
for the rest of the agents, consider the variational system (6)
satisfying (5). If there exists a symmetric matrix Pi(qi,ξi) s.t.
c1I ≤ Pi(qi,ξi)≤ c2I, and

ÂT
i Pi + Ṗi +PiÂi ≤−λPi (7)

holds for some λ > 0 and for all (qi,ξi) ∈ Q0 ×Ξ0 with
W0 ∪Xi0 ⊂ Q0, i ∈ V then the closed-loop systems (1), (2)
and (3) satisfy 1) and 2).

4 Simulation Results

The phase plot of each agent’s trajectories is shown in Figure
1 where pinning synchronization is achieved as expected.

Figure 1: The phase plot of pinning agents’ state x1,x2,x3,x4 and
of the pinner agent w.
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1 Introduction

Recent years have witnessed a tremendous progress in the
field of distributed control of nonlinear multi-agent system-
s. Such results can be categorized according to two large
families of nonlinear dynamics: strict-feedback and pure-
feedback dynamics. At the same time, another family of
dynamics, namely power-chained form (also called high-
order systems or p-normal form) [1], has been attracting
great attention. The reason is twofold: first, power chained
dynamics are a generalization of strict-feedback and pure-
feedback dynamics since they include more general integra-
tors (with positive odd-integer-powers); second, dynamic-
s in power-chained form can describe relevant classes of
practical systems such as dynamical boiler-turbine units,
or hydraulic dynamics [1]. Besides, [1] has shown that
some classes of under-actuated, weakly coupled mechani-
cal systems with cubic force-deformation relations (nonlin-
ear spring forces) can also be captured by power-chained
form. The adding-one-power-integrator technique was suc-
cessfully proposed in [2] to handle the power-chained form.
Based on this approach, several control methods have been
proposed to achieve stabilization and output tracking for the
power-chained form.

2 Open Problems in Multi-Agent Control of
Power-Chained Form

In this presentation, we will discuss three major open prob-
lems in multi-agent control of power-chained form.

Problem 1: The extension of the standard adding-one-
power-integrator technique to a distributed setting is not
very meaningful due to the following two complex aspect-
s: (a) the high-power terms in the power-chained form must
be separated from the control gain functions via separation
lemmas that make the power of the virtual control gain-
s grow exponentially with the power of the system; (b)
the control gain of each virtual control law is incorporat-
ed into the next virtual control law iteratively, thus increas-
ing the control complexity at each step. Such issues result
in high-complexity and high-gain designs which might be
prohibitive for multi-agent systems with low computational
power and limited actuation. Therefore, the first research
question arises: how to design a reduced-complexity dis-

tributed control methodology overcoming above-mentioned
high control gains for nonlinear multi-agent systems in
power-chained form?

Problem 2: State-of-the-art results rely on the assumption
that the agents’ control directions (i.e. the signs of the con-
trol gain functions) are known a priori and are available
for control design. When such a priori knowledge is not
available, an established approach is continuous parameter
adaptation via Nussbaum functions. Thus, the second re-
search question arises: how to design Nussbaum functions-
based techniques for handling nonlinear multi-agent control
systems in power-chained form in the presence of unknown
control directions?

Problem 3: It is well-recognized [3] that Nussbaum
functions-based methods require additional complexity in
the control design. This may lead to large learning tran-
sients: therefore, logic-based adaptation was employed
for strict-feedback dynamics to overcome the convention-
al Nussbaum approach. State-of-the-art logic-based mech-
anisms in [3] for strict-feedback systems rely on monitor
functions that monitor whether asymptotic tracking can be
achieved. Unfortunately, the same mechanisms cannot be
adopted for the power-chained form due to the fact that
asymptotic tracking is impossible since the linearized dy-
namics contain uncontrollable modes whose eigenvalues are
in the right half plane. Hence, the third research question
arises: how to design a new logic-based mechanism for non-
linear multi-agent control in power-chained form with un-
known control directions?
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1 Introduction

Driven by growing environmental and climate concerns,
power systems are undergoing a fundamental transition due
to the rapid increase of distributed energy resources includ-
ing rooftop PV generation, storage batteries, plug-in vehi-
cles and controllable loads. Traditional consumers are be-
coming prosumers who are able to manage their flexible
energy resources actively to rapidly response to fluctuat-
ing supply/demand and provide voltage support in smart
grid [1]. Traditionally, power networks are kept stable and
secure by centralized control actions. However, this cen-
tralized network architecture is of great concern, because
sending all this information to a independent system oper-
ator(ISO) introduces scalability, complexity and privacy is-
sues. Consequently, more distributed network control and
optimization techniques are required to support the energy
management for large numbers of prosumers [2].

2 Practical issues and requirements

The coordinated control of prosumers relies on a well-
designed market mechanism, the existing research about
energy sharing mechanism design for prosumers can be
classified into two categories: distributed optimization
based method and game theory based method. In the former
approach, all prosumers are willing to collaborate to achieve
a certain goal, e.g. maximizing social welfare. A non-profit
agent is programmed to set prices and the individual
prosumers choose their corresponding strategies as price
takes. The interaction between prosumers with the ISO
is privacy preserving as only energy sharing preferences
are communicated. In the latter approach, the conflicting
interests of prosumers are characterized. The key point here
is to model the decision-making processes of prosumers and
find the Nash equilibrium so that each prosumer maximizes
their profits while ensuring the system supply and demand
balance.

Prosumers are generally connected by an alternating
current(AC) distribution nerwork, so the network energy
losses and energy transmission limitation can significantly
impact the power balance and power sharing among

prosumers. So we should consider not only the economic
issues of energy trading, but also the technical issues of
system operation, e.g. line congestion and voltage violation
may occurring in distribution network. Optimal power
flow(OPF) technique plays an important role in dealing with
these issues. Additionally, incorporating OPF technology
into energy trading could discover the distribution locational
marginal prices(DLMPs). A variety of distributed optimiza-
tion and control algorithms for solving OPF problems are
shown in [3].

3 Main results

A market based control mechanism in the real-time mar-
ket is proposed to coordinate the energy sharing among
prosumers economically while ensuring the stability and
security of system operation. Considering the dynamic
characteristics of storage batteries and responsive demands,
a model predictive control(MPC) method is used to han-
dle constraints between different time intervals and incor-
porate the future generation and consumption predictions.
Moreover, due to the computational burden and individual
privacy issues, an efficient distributed algorithm is devel-
oped for solving the optimal power flow(OPF) problem and
the strong coupling between prosumers through power net-
works is decoupled by introducing auxiliary variables to get
DLMPs including not only energy component, but also con-
gestion and loss components.
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1 Motivation

In terms of the sensing capability, using partial informa-
tion, such as distance or bearing, needs less onboard sen-
sors, which has more practical meaning in formation con-
trol. There is also many literature on this topic in recent
years. In this talk, we study the case where the sensing ca-
pability of agents is based on bearing and velocity measure-
ment and the interaction topology of agents is constrained by
angle. Compared with the interaction topology constrained
by bearing, it enables formation to track the time-varying
orientations. However, the resulting control law for this case
in energy-based approaches usually contains a negative gra-
dient of the energy function, which implies that the agents
need the full information of relative position even if the sens-
ing capability and the interaction topology of agents are both
only bearing or distance. To solve this problem, we extend
the passive adaptive compensator proposed in [1] to estimate
the unavailable distance information by relative velocity.

2 Methodology

We consider the triangular formation as in Fig.1. For the
link k between agent a and agent b, we have

zk = qa − qb, rk = ||zk||, sk =
zk
||zk||

, cos∠1 = (sTk sj).

where qa, qb ∈ R2 are positions of agent a and b, zk ∈ R2 is
the relative position associated with the link k. rk ∈ R+ is
the distance, sk ∈ R2 is the bearing and (sTk sj) ∈ R is the
angle. The dynamics of the agents are simplified to a double
integrator, modeled in port-Hamiltonian form as

(
q̇i
ṗi

)
=

(
0 I2
−I2 Di

)


∂Hi

∂qi

∂Hi

∂pi


+

(
0
I2

)
ui. (1)

We consider the triangular formation determined only by
angle constraints. As shown in Fig.1, a, b, c are agents.
i, j, k are the edges. Angle 1 and 2 are the constrained an-
gles. If angle 1 and 2 are both controlled to a desired value,
all the inner angles are invariant to the angle constraints.

Now we consider the controller of agent a. Since the motion
of agent a affects both angle 1 ad 2, the controller of agent
a consist of two parts. One is used to satisfy the constraint
angle 1, the other part is used to satisfy constraint angle 2.
For the controller of agent a to satisfy angle 1, the resulting

b

a

c

1

2

i

j

k

Figure 1: Triangular formation

control law is derived as

u1,a =[
1

r̂1,k
(I3 − skskT )T sj +

1

r̂1,j
(I3 − sjsjT )T sk]

[c1,a(̃sTk sj) + d1,a
˙̃

(sTk sj)].

(2)

Furthermore, the dynamics of the estimator for r1,k is given
by

˙̂r1,k = ṙk + ˙̄r1,k = sTk żk −
γT1,a

c1,kr̂1,k
˙(sTk sj). (3)

Similarly, we can derive the controllers for all agents a, b, c
and estimators for all edges i, j, k. In general, the controller
is given by the following theorem.

Theorem 1. Consider three agents are modeled as (1) and
the three agents will not overlap, i.e., ri, rj , rk 6= 0. Using
controller for all agents where each part is designed simi-
larly to (2) and (3), the agents satisfy the inner angle con-
straints.

3 Conclusion

In this abstract, we consider the formation control of three
agents modeled in Hamiltonian form where the sensing ca-
pability is based on bearing and velocity measurement and
the interaction topology is constrained by angle. To solve
this problem in such a way, the resulting control law con-
tains the distance term. Therefore, we extend the passive
adaptive compensator to estimate the unavailable bearing or
distance information by relative velocity.
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1 Introduction

Heat and mass transport are important to solve various prob-
lems in physics and chemistry. For example, in the field
of nuclear fusion transport determines the reactor’s effi-
ciency. For this reason, the physical parameters that dictate
the transport are often studied by perturbative experiments.
Here, the transport is modeled by a linear one-dimensional
parabolic partial differential equation (PDE) and the goal is
to estimate the unknown physical parameters utilizing mea-
sured data. This is known as an inverse problem or grey box
identification problem.

As PDEs are infinite dimensional models, these are typi-
cally approximated by a finite dimensional model such that
the parameters are estimated by minimizing the difference
between the model output and the measured data, i.e. out-
put error criterion. This minimization problem is primarily
solved with iterative optimization methods that suffer from
two problems: 1) they are solved iteratively, which is time
consuming and in many cases the problem is non-convex,
i.e. no guarantee for convergence to an optimal solution;
2) as only the output error is optimized and the unknown
parameters are unconstrained, the parameters can start os-
cillating due to spatial aliasing of the state.

In this work, we discuss the method to write the problem as a
linear least squares problem, using the equation error instead
of the output error as presented in [1]. The optimum of a
linear least squares problem is given by a closed-form solu-
tion, avoiding computational expensive optimization meth-
ods and guaranteeing the optimal solution.

2 Problem Formulation

Consider the following 1D linear parabolic partial differen-
tial equation

∂T
∂ t

= D(x)
∂ 2T
∂x2 +V (x)

∂T
∂x

+K(x)T +P(x)s(t), (1)

that governs the temperate T (x, t) in the spatial domain
x ∈ [0,L] and time t. The functions D(x), V (x) and K(x)

represent the unknown physical parameters for the diffusiv-
ity, convectivity and reactivity. The input consists of the un-
known spatial deposition profile P(x) and the known mod-
ulation signal s(t). Furthermore, the boundary and initial
conditions are considered to be unknown.

The goal is to simultaneously estimate D(x), V (x), K(x)
and P(x) based on s(t) and the measurements y(t) =
col
(
T (x1, t), . . . ,T (xM, t)

)
on M > 2 locations.

3 Methodology

The general outline of the methodology as proposed in
[1] is as follows: (i) the data obtained from the experi-
ment is prepossessed such that noise and transients (non
steady-state) contributions are removed; (ii) the infinite di-
mensional problem is approximated by a finite dimensional
model by first taking a frequency domain approach, then lin-
ear parameterization of the unknown parameters, and finally
using a finite difference as a semi-discretization; (iii) The
extremum measurements are used as boundary conditions;
(iv) Under the conditions that the semi-discretization grid
equals the measurement grid, the commonly used output er-
ror criterion is rewritten as the equation error criterion such
that the problem results in linear least squares. If the semi-
discretization grid does not equal the measurement grid, one
can estimate the state at the required locations, e.g. by inter-
polation or Gaussian process regression.

4 Results

The proposed method results in fast estimates that guaran-
tees to be optimal for the chosen parameterization and dis-
cretization. If the parameterization of the unknown func-
tions have sufficient freedom and the discretization grid is
sufficiently dense, the true parameter values are found.
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1 Introduction

Optimal resource allocation is an important problem in
many networks, where a budget must be distributed among
different agents such that each agent minimizes a local cost
function. Most gradient-based distributed methods to solve
this problem, such as that introduced in [1], require the com-
putation of the full gradient at each iteration. In [2], a ran-
dom coordinate descent algorithm is proposed, and requires
only partial computations of that gradient. However, while
those methods assume a constant composition of the system,
it is expected in the real world that the agents constantly en-
ter and leave the system. In such open systems, it is common
to assume that each new agent has a different cost function,
so that the location of the global minimizer changes. Opti-
mization in open multi-agent systems was investigated for
the first time in [3], where the authors studied the stability
of the decentralized gradient descent where the agents try to
achieve agreement.
In this work, we study the optimization of a function sub-
ject to a budget constraint in open multi-agent systems. We
analyze the stability of the minimizer and the rate of conver-
gence in expectation of the algorithm introduced in [2] when
the cost functions of the agents change during the iterations.

2 Problem statement

We consider the minimization problem of the form

min
x∈Rn

f (x) =
n

∑
i=1

fi(xi) subject to 〈a,x〉= b, (1)

for some b∈R and some vector a∈Rn, where each function
fi : R→R is α-strongly convex and β -smooth.To this prob-
lem we associate a network composed of n agents that each
have access to a local objective function fi and a variable
xi ∈ R. Agents can exchange information according to an
undirected and connected communication graph G = (V,E),
where V = {1, . . . ,n} and E ⊆ V ×V . We consider that
agents can be replaced in the process, so that the local func-
tions fi can change in a discontinuous manner.

We analyze the stability and convergence in expectation of
the Random Coordinate Descent algorithm introduced in
[2], defined by the update rule (2) whenever the pair of
agents (i, j) ∈ E is randomly selected. For that purpose, we

assume that for each i∈V , the local minimizer of fi denoted
as x∗i is inside a ball B(0,1) and fi(x∗i ) = 0.

[
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=
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3 Results

In order to analyze the stability of the algorithm, we first
characterize the location of the global minimizer:

argmin
x:〈a,x〉=b

f (x)∈ B(0,Rκ)
n, Rκ := 1+(1+ |b|n )

√
κn, (3)

where κ = β/α is the condition number of the functions fi.
We proved linear convergence of the method for fully con-
nected graphs. Using the result above, we aim at showing it
in expectation for the open case, guaranteeing a monotonic
progress towards the minimizer at every step so that:

E‖x+− x∗‖2 ≤ γE‖x− x∗‖2, γ ∈ (0,1). (4)

Moreover, under some assumptions on the initial conditions,
we have shown that the algorithm remains inside a ball of
specific diameter for the case n = 2. We expect that this
result can be extended for n≥ 2 such that the stability of the
algorithm for open multi-agent systems can be derived.
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Abstract

In the framework of dynamical interactions between enti-
ties, synchronization-desynchronization patterns are widely
studied. For instance, brain activity can be seen as a suc-
cession of synchronized and desynchronized states linking
certain cerebral regions. Networks of coupled Kuramoto os-
cillators determine a paradigmatic model to study these pat-
terns.

In some settings, a particular state can occur, called hyper-
synchronized state, which may induce system malfunction-
ing. For instance, some people suffer from a disorder that
sometimes prevents their neurons to recover their normal ac-
tivity after a synchronization period. Instead, their synchro-
nization grows ever more strongly. These phenomena cause
epilepsy seizures or uncontrollable Parkinson shakings, for
example. A way to prevent such events is to perturb the dy-
namics to force desynchronization.

Asllani M. et al. developed a control function that avoids ex-
cessive synchronization in a Kuramoto network by acting on
some of the nodes (see [1]). It simulates the effect of micro-
electrodes implanted in some brain region that mesure their
activity and inject electrical signal to disturb it when they
synchronize too much. Their model also take in account the
effect of the electromagnetic field that perturbs dynamics of
neighboring regions. This method has the great advantage
of being minimally invasive. That is to say that it needs only
a few controlled nodes, i.e. a few microelectrodes, and a
low signal strength to be effective. Moreover, its order of
magnitude is significative only when it’s necessary.

We here examined how to select nodes (i.e. oscillators) to
be controlled to decrease the invasivity of the above control
method. Indeed, some nodes in a network are more influent
on the global dynamics than the others. Controlling them al-
lows us to decrease the required number of controlled nodes
and signal strength while keeping the control efficiency, i.e.
its ability to reduce the synchronization phenomenon (what
is measured by some order parameter) by a fixed amount. In
order to achieve our goal, we tried to use a new centrality
measure developed by Rossel-Tarago G. and Diaz-Guilera
A., i.e. the functionability (see [2]). Its aim is to find the
nodes with most influence on the synchronized state of a
Kuramoto system when we apply a phase shift on them. It is
a particular centrality measure because it is the result of the

competition of two antagonist forces: high degree and non-
betweenness. We compared the functionability-based selec-
tion of nodes with a random one as well as a degree-based
method, the whole using different network topologies.

We found that in the case of networks exhibiting scale-free
topology, functionability- and degree-based selections pro-
vide better results than the ones obtained using a random
selection. In this kind of networks, controlling the high de-
gree nodes, that are also the most functional nodes and are
few in number, is sufficient to make the control efficient.

In the case of small-world networks, we found that
functionability-based selection does not provide good re-
sults and degree-based selection only slightly improves what
is obtained with random-based selection. The latter outcome
can be explained by the fact that degree and random se-
lections allow to maximize the control effect by selecting
widely dispersed nodes through the network. In contrast,
functionability seems to be a local property in small-world
topologies. Therefore, this selection prevents the control to
have a global impact.

These results can help us to enhance the control method
mentioned above. In a further work, we would like to an-
alyze network features such as rich clubs or high modular-
ity to improve our understanding of what makes a selec-
tion method better than the others and generalize our re-
sults. Other future developments will also focus on natural
frequencies associated to controlled oscillators because they
seem to play a role in the control efficiency. Indeed, when
there are groups of nodes with the same natural frequencies,
distributing the controlled nodes evenly among these groups
give rise to better results. We plan to analyze more various
frequency distributions to shed new ligths on it.
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1 Abstract

4th generation district heating systems (DHS) are charac-
terized by the integration of smart control approaches and
renewable energy sources (RES), such as geothermal en-
ergy. As opposed to conventional heat sources with high
supply temperatures, renewable energy sources tend to pro-
duce heat with lower or limited temperatures [1]. To over-
come this drawback, some optimal control strategies were
proposed to exploit DHS flexibility, such as thermal storage,
network flexibility, and building thermal inertia [1], [2].

The plausibility of the utilization of the building thermal in-
ertia as a source of thermal flexibility has been investigated
in various works [1], [2]. However, most of the results as-
sume the availability of the dynamical model of the building.
This assumption contradicts the real-world situation, where
dynamical model of the building is unavailable to the DHS
authority. Therefore, a model identification measure is re-
quired to approximate the dynamical model of the building.
Additionally, due to the limitation on the RES temperature,
the future heat demand forecast is important to prevent un-
desired undersupply of heat that may jeopardize the thermal
comfort in buildings. By noting that both approximate build-
ing model and demand prediction suffer from uncertainty,
proper treatment of the uncertainty is necessary to ensure
the reliability of the resulting optimal controller.

In this work, we present a robust model predictive control
(RMPC) scheme to deal with the building model and heat
forecasting uncertainty in a DHS. The RMPC framework
accounts for the error or uncertainty on the model by in-
troducing additional chance constraints to the optimization
problem, yielding a robust optimization problem [3].

Firstly, we discuss the dynamical model of a small-scale
DHS based on the physical description and constraints. Sub-
sequently, we formulate a robust optimal control problem

1Research supported by Netherlands Enterprise Agency, Ministry of
Economic Affairs and Climate Policy as part of the WarmingUP pro-
gramme with grant reference TEUE819001.

that considers the building model and forecasting uncertain-
ties. As part of the formulation of the optimal control prob-
lem, we quantify the building model uncertainties by using
the bootstrap method [4]. Meanwhile, for the forecasting
uncertainty, we construct a prediction interval by adopting
the strategies proposed in [5]. Finally, we transform the ro-
bust optimal control problem by utilizing the scenario ap-
proach and chance constraint approximation [3]. The last
step is crucial considering that most of the available solvers
cannot directly solve a robust optimization problem with
chance-constraints.

In future work, we will extend the approach to handle a
large-scale district heating network. We will develop a
distributed version of the robust model predictive control
framework to distribute the computational burden of the
large-scale optimal control problem. The efficacy of the re-
sults will be demonstrated through a numerical simulation
based on a real-world DHS setting.
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1 Introduction

Vibration isolation systems are used to attenuate the effects
of disturbances on a sensitive payload. These disturbances
can be separated into direct and indirect disturbances. Direct
disturbances work directly on the sensitive payload, where
indirect disturbances generate forces on the payload through
the suspension. Examples of both disturbances are acoustic
waves and floor vibrations respectively. In the design of vi-
bration isolation systems with only passive elements, a clear
trade-off exists between the sensitivity to these two types of
disturbances. This trade-off can be circumvented by adding
a control loop to the system [1].
To implement the control loop for Active Vibration Isolation
Systems (AVIS) inertial motion measurements are required.
Since the amplitude of the vibrations, especially on the iso-
lated payload, are inherently small, the noise introduced by
the sensors and the actuators is an important limiter of the
performance of AVIS. Given the spectra of the disturbances
and the noise of the used sensors, a system can be designed
that minimizes the total resulting acceleration. This work
considers the method and results of simultaneously optimiz-
ing the mechanical design as well as the control.

2 Method

The blockscheme that describes an AVIS system with feed-
back (CFB) en feedforward (CFF ) can be seen in figure 1. P1
and P2 represent a typical mechanical system and are defined
as

P1(s) =
ds+ k

ms2 +ds+ k
·PD(s), P2(s) =

s2

ms2 +ds+ k
·PD(s),

(1)
where PD(s) is the high frequency parasitic dynamics. The
acceleration a1 can be expressed in Laplace domain as

a1(s) = T (s)a0(s)+C(s)na(s)+S0(s)n0(s)+S1(s)n1(s), (2)

where T (s), C(s), S0(s) and S1(s) are the closed loop sensi-

P1

P2

CFB

CFF

a0

n0 â0 uFF Fa

uFB â1

y2

y1

a1

n1

na

Figure 1: AVIS system. a0 are the floor accelerations, a1 the accel-
erations of the sensitive payload, n0 and n1 the sensor noise of the
floor and the payload sensor respectively. na is a compound of the
noise introduced by the actuators and other direct disturbances.
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Figure 2: Power spectral densities (PSD) of a0 (Pa0 ) and optimized
PSD of a1 (Pa1 ). Pa1a0 is the part of Pa1 due to a0, etc.

tivity functions. These sensitivity functions can be obtained
from the blockscheme in figure 1. The optimal design can
be captured into the minimization problem

J = argmin
θθθ∈ΘΘΘ

∫ f1

f0
(a1(θθθ , j2π f ))2d f , (3)

where a1 is the acceleration of the sensitive payload in the
frequency band of interest, from f0 to, f1. ΘΘΘ is the total
admissible parameter space. The parameter vector θθθ can
be separated into θθθ = [θθθ T

m,θθθ
T
c ]

T , where θθθ T
m is related to the

mechanical design of the system and θθθ T
c to the control pa-

rameters.
The mechanical parameters θθθ m contains the suspension
stiffness, while the optimal control parameters and structure
are determined by the H2 synthesis. The minimization is
performed by alternating gradient descent based minimiza-
tion to find the optimal θθθ m, and H2 synthesis for θθθ c.

3 Conclusion and Result

A method for combined optimization of the control loop and
the mechanical system is presented here, which yields an op-
timal and stable system. The resulting PSD of a1 can be seen
in figure 2. In this figure, the different contributions to the
acceleration of the sensitive payload are optimally balanced.
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An efficient representation of data

To efficiently treat large-scale data sets, we need powerful
methods to store data and perform operations on it. Take,
for example, a matrix of size one million times one million.
On a conventional laptop, its storage already becomes prob-
lematic. But what if we could treat this large matrix with
a fraction of the original complexity? One way to approx-
imately represent a large matrix are tensor decompositions
(TD). TDs exploit the correlation in data, forming an ap-
proximation with a considerably lower number of elements.
Figure 1 shows the matrix mentioned above expressed as a
tensor train (TT) decomposition [1]. The nodes represent
small multidimensional arrays, called TT-cores, which, like
train wagons, form a tensor train. The TT-cores share in-
dices with other cores, depicted by the connected edges. The
edges that stick out of the nodes are the indices that split the
large number of rows and columns: Since 1,000,000 can be
factorized as 8 ·8 ·5 ·5 ·5 ·5 ·5, the row and column indices
have the size of those factors.

10
6 ×

10
6 8 8 5 5 5 5 5

8 8 5 5 5 5 5

≈

Figure 1: Depiction of a matrix of size 106×106 and its diagram-
matic representation as a tensor train.

The workhorse algorithm to find a TD for a given large
matrix is an iterative scheme called the alternating linear
scheme (ALS). The ALS has been extensively studied and
successfully applied to compute a tensor train decomposi-
tion [2]. The novelty of our approach is to solve a Bayesian
inference problem to find a TT decomposition while taking
inspiration from the ALS.

Bayesian inference of tensor decompositions

Solving the tensor decomposition problem in a Bayesian
way has the following benefits. Prior knowledge on each
of the TD components can be explicitly taken into account.
Furthermore, assumptions on measurement noise are con-
sidered when deriving uncertainties of the TD components
and thus the resulting tensor approximation comes with a
measure of uncertainty.

As discussed in the previous section, the main players
in finding a TD are its components and the large matrix that
we want to represent efficiently. While taking a Bayesian
perspective we treat all players as Gaussian random vari-
ables. In this way, finding a TD can be solved as a Bayesian
inference problem: given the prior distributions of the TD
components p(gi) and the large matrix y, the posterior
distribution p({gi} | y) can be found by applying Bayes’
rule

p({gi} | y) =
p(y|{gi})p({gi})

p(y)
,

where {gi} denotes the collection of all TD components. We
solve the inference problem by dividing it into sub-problems
where we sequentially infer the posterior distribution of one
TD component at a time. To perform a tractable inference,
we assume that the likelihood and prior are Gaussian and,
alike in the ALS, we apply the optimization technique called
block coordinate descent. Figure 2 shows the application of
this method to a noisy image reconstruction problem.

Figure 2: Noisy cat image, reconstructed image.

A more extensive treatment of this approach can be found in
[3].
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1 Introduction

In industrial applications such as robotics, mechatronics, or
power system control, Nonlinear Model Predictive Control
(NMPC) enjoys more and more popularity, since it is capa-
ble of considering both the underlying model dynamics and
additional constraints. The strategy of NMPC is to solve
an optimal control problem (OCP) in each control interval.
A key challenge therefore is the real-time constraint, where
a possibly complicated optimization problem needs to be
solved within a sampling period. Moreover, solvers need
to run on resource-constrained embedded hardware.
The Direct Multiple Shooting Method gives a powerful tool
to find a solution of the underlying OCP, discretizing it into
a nonlinear program (NLP). NLPs of the form

min
x∈Rn

f (x)

s.t. xlb ≤ x≤ xub

glb ≤ g(x)≤ gub

with f : Rn→R, g : Rn→Rm, xlb, xub ∈Rn , and glb, gub ∈
Rm are considered. The Sequential Quadratic Programming
(SQP) method presented in [1] has advantageous properties
for solving optimization problems exploiting the NLP prob-
lem structure. Thus, the aim of our work is to develop a
new fast and efficient SQP solver providing feasible solu-
tions and global convergence by exploiting typical proper-
ties of the NMPC context such as a feasible initial state and
an extensive offline-study of the underlying NLP.

2 The Methodology

In the SQP method a trust-region technique combined with
a `1 merit function in order to obtain global convergence is
considered. The trust-region model subproblem has as ob-
jective the quadratic approximation of the lagrangian func-
tion L (x, λ ) with lagrangian multiplier λ ∈ Rm and a `1
penalty term of the linearized constraints with penalty pa-
rameter µ > 0, µ ∈ R subject to a trust region constraint
with trust-region radius ∆ ∈ R [2, chapter 18]. A non-
smooth problem can be avoided by introducing slack vari-
ables vx, wx ∈ Rn, vg, wg ∈ Rm. At the k-th iteration this
yields the following QP:

min
p,vx,wx∈Rn

vg,wg∈Rm

∇ f (xk)
T p+

1
2

pT ∇2
xxL (xk, λk)p

+µ
n

∑
i=1

(vx
i +wx

i )+µ
m

∑
i=1

(vg
i +wg

i )

s.t. xlb− xk ≤ p+ vx−wx ≤ xub− xk,

glb−g(xk)≤ Dg(xk)p+ vg−wg ≤ gub−g(xk),

0≤ vx, vg wx, wg,

||p||∞ ≤ ∆k.

In order to avoid slow convergence due to the Maratos effect
a Second-Order Correction mechanism is applied [2, chapter
18]. Different initialization strategies and update techniques
of the trust-region radius as well as the penalty parameter
are discussed, aiming at decreasing the iterations needed for
converging to an optimal solution. The algorithm is tested
on the overhead crane test problem.

3 Outlook

Future work will aim at finding optimal initial trust region
radii for the typical OCP NLP problem structure. Smart pa-
rameter update strategies will be investigated that yield in
fast deterministic convergence rates. Embracing second or-
der information without polluting the QP subproblem with
uniform regularization may lead to less needed QP steps.
Therefore, different convexification techniques will be ex-
plored. The algorithm will be benchmarked on the CUTEst
problem test set and on typical problems arising in mecha-
tronics applications of NMPC. Finally, the algorithm will be
implemented in a high-level programming language solv-
ing NLPs of mechatronics applications deterministically in
a given problem sampling rate. Exploiting the specific OCP
problem structure an efficient implementation with respect
to memory and computational resources will be applied.
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1 Introduction
We develop a methodology that automatically provides
nearly tight performance bounds for primal first-order de-
centralized optimization methods on convex functions [3].

Decentralized optimization has received an increasing at-
tention due to its useful applications in large-scale machine
learning and sensor networks, see survey [1]. In decentral-
ized methods for separable objective functions, we consider
a set of agents {1, . . . ,N}, working together to minimize
f (x) = 1

N ∑N
i=1 fi(x), where fi is the private local function

held by agent i. Each agent i holds its own version xi of
the decision variable x, performs local computations and ex-
changes local information with its neighbors to seek to reach
agreement on the minimizer x∗ of the global function f . In
the system, the exchanges of information often take the form
of a multiplication by a given matrix W ∈ RN×N , typically
assumed symmetric and doubly-stochastic.
A classical way for evaluating the quality of an optimiza-
tion method is to obtain worst-case guarantees regarding a
chosen quality metric. Obtaining theoretical worst-case per-
formance bounds for decentralized algorithms can often be
a challenging task, requiring to combine the effects of the
optimization and of the interconnection network. This can
result in performance bounds that are not very tight.
In this work, we follow an alternative computational ap-
proach that finds the worst-case performance of an algorithm
by solving an optimization problem, whose variables are the
iterates, functions values and (sub)gradients. This is known
as the performance estimation problem - PEP - and has been
studied for centralized fixed step first-order methods in [2].
Current PEP theory does not allow matrix multiplications in
the methods it analyzes, which are needed for representing
communications in decentralized algorithms.

2 Main results
When the communication matrix W is given a priori, the
performance estimation problem (PEP) can be directly for-
mulated as an SDP, in the same way as presented in [2]. This
formulation provides the exact worst-case performance for
the given decentralized method and the specific communica-
tion matrix given a priori. This can be useful for trying dif-
ferent communication matrices and observing their impact
on the performance of the algorithm. However, we would
like to obtain more general results, valid over entire classes
of communication matrices.
We now consider that the matrix W is not a priori given, but

is one of the decision variables of PEP. As constraints, we
impose W to belong to the commonly used set of symmet-
ric, doubly-stochastic matrices with a given range of eigen-
values [−λ ,λ ]. We also impose this matrix W to represent
the different interactions that occur in the given decentral-
ized algorithm. We consider only algorithms in which an
interaction k takes the form of a matrix-vector multiplica-
tion yk =Wxk. The vector xk regroups the N local variables
that are subject to a communication, typically the iterates
xk

i of each agent.We suppose the same matrix W is used for
each interaction k, then we have Y = WX , where Y = [xk]
and X = [xk], for k = 1, . . . ,K.
We do not have a direct way for representing these con-
straints into PEP but we construct a relaxation, that is often
close to tight. For that, from these constraints, we derive the
following new necessary conditions involving only variables
X and Y and allowing to remove W from the problem:

X = Y and Y T
⊥Y⊥ � λ 2X⊥T X⊥,

with Y⊥ = Y −1Y T X⊥ = X−1XT
,

where X and Y denote the vectors with the agents average of
X and Y . In short, these new constraints says the agents aver-
age is preserved during a communication, while the variance
is reduced by a factor at least λ 2. See [3] for details.
We apply our new PEP formulation to the decentralized
gradient descent (DGD) and obtain worst-case performance
bounds that largely improve the one from [1]. For DGD, by
comparing the second relaxed PEP formulation with the first
exact one, it appears to be tight if we allow the communica-
tion matrix to have negative elements. See [3] for details.
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1 Introduction

Given a list of points with associated function values and
gradients, we consider the problem of finding an interpo-
lating smooth convex function, where smooth is defined as
Definition 1. Given a constant L > 0, a differentiable func-
tion F is said to be L-smooth if and only if it satisfies :

‖∇F(x)−∇F(y)‖6 L‖x− y‖ ∀x,y ∈ E.

Formally, the input of the interpolation problem we consider
is a set of triplets {(point, gradient, function value)} :
Definition 2. A set of triplets {(xi,gi, fi)}i∈I ∈E×E∗×R is
said to be L-smooth convex interpolable if and only if there
exists an L-smooth convex function F such as F(xi) = fi and
∇F(xi) = gi ∀i ∈ I.
Smooth convex interpolation was characterized in [1]:
Theorem 1. A set of triplets {(xi,gi, fi)} ∈E×E∗×R; i∈ I
is L-smooth interpolable if and only if

∀i, j ∈ I, fi > f j + 〈g j,xi− x j〉+
1

2L
‖gi−g j‖2.

In this work, we search for extremal interpolating functions,
i.e. we identify the pointwise maximal and minimal smooth
convex interpolating functions. Our main result is as fol-
lows.
Theorem 2. Consider a set of triplets {(xi,gi, fi)}i∈I . If
this set is L-smooth convex interpolable, there exist two
L-smooth convex interpolating functions Fl and Fh such
as any L-smooth convex function F interpolating the set
{(xi,gi, fi)}i∈I satisfies:

Fl(x)6 F(x)6 Fh(x) ∀x ∈ E.

2 Extremal smooth interpolating functions

Let us consider a L-smooth convex interpolable set of
triplets {(xi,gi, fi)} and an interpolating function F . It fol-
lows [1, Theorem 2] that the convex conjugate F∗ of F is
a 1

L -strongly convex functions that interpolates the new set
of triplets {(gi,xi,〈gi,xi〉− fi)}. Defining now the function
h(y) = F∗(y)− 1

2L‖y‖2 ∀y ∈ E∗ it follows that h is convex.
Remark 1. h is a convex interpolating function for the set
{(gi,xi− 1

L gi,〈gi,xi,〉− fi− 1
2L‖gi‖2)}i∈I .

From this we reduce our initial problem to that of identi-
fying extremal convex interpolating functions (without the
smoothness requirement) [1, Theorem 4], which is given by
the following

Theorem 3. If the set {(xi,gi, fi)} is interpolable by a con-
vex function, then any convex interpolable function f satis-
fies fl(x) ≤ f (x) ≤ fh(x) for all x where fl and fh are the
lowest and highest interpolating functions defined by

fl(x) = max
i∈I

fi + 〈gi,x− xi〉.

fh(x) = min
λi>0

∑
i∈I

λi fi s.t ∑
i∈I

λi = 1 and x = ∑
i∈I

λixi.

Using Remark 1 and Theorem 3, we can find two con-
vex functions hl and hh interpolating the set {(gi,xi −
1
L gi,〈gi,xi,〉− fi− 1

2L‖gi‖2)}i∈I and such that hl(y)6 h(y)6
hh(y) for all y∈E∗. Observe now that F can be recovered by
h with F = (h+ 1

2L‖y‖2)∗. Since this is based on two order-
preserving/reversing transformations we can construct from
hl and hh two extremal L-smooth convex functions Fl ,Fh that
are guaranteed to bound F :

Fh(x) = sup
y∈E∗
〈y,x〉−hl(y)−

1
2L
‖y‖2,

Fl(x) = sup
y∈E∗
〈y,x〉−hh(y)−

1
2L
‖y‖2.

3 Special case : One-dimensional functions

Let us now consider the special case of one-dimensional
functions E = E∗ = R. Assume without loss of general-
ity that points xi i ∈ I are ordered such that xi 6 xi+1 for
all i ∈ I. Using this fact, we find simplified expressions for
the bounding functions of Theorem 3 and derive from that
closed-form expressions for Fh and Fl .

4 Conclusion and Perspectives

We prove the existence and give explicit expressions for the
pointwise maximal and minimal L-smooth convex functions
interpolating a given set of triplets. Future work will be
devoted to the search for simplified expressions in higher
dimensions.
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1 Abstract

This work proposes source seeking control algorithms for
a unicycle mobile robot which is equipped with novel 3D
printed flexible graphene-based piezoresistive airflow sen-
sors and validates the same through numerical simulations
and experiments. Without the knowledge of robot’s posi-
tion, we propose and analyze a projected gradient ascent al-
gorithm solely based on a local gradient measurement from
the airflow sensors. The Extremum-Seeking Control is also
combined with our proposed algorithm in case of partial sen-
sor failure. For both of the control laws, we have proved
the asymptotic convergence of the robot to the source. The
accompanying video of the experimental results is publicly
accessible at https://youtu.be/y3OoRu5GX3M.

2 Problem Formulation and Control Design

For our source-seeking control problem, we consider a
source that emits (laminar) air flow on the 2D plane whose
strength decays with distance to the source. Let the poten-
tial function J(z1,z2) define the magnitude of the air flow
which has a global maximum at the source location (z∗1,z

∗
2).

Furthermore, we consider the robot setup where it is able
to measure the local gradient of J, denoted by ∇J(z1,z2),
using our 3D-printed graphene-based piezoresistive sensors
[1]. The robot can drive forward with a longitudinal velocity
u and rotate with an angular velocity ω .

Using the unit vector orientation of mobile robot ~v(θ), the
local gradient ∇J and its orthogonal vector ∇⊥J, the pro-
posed projected gradient-ascent control laws for u and ω are
given by

u = k1 〈~v(θ),∇J(z1,z2)〉
ω =−k2

〈
~v(θ),∇⊥J(z1,z2)

〉
,

(1)

where k1 > 0 and k2 > 0 are the longitudinal velocity gain
and angular velocity gain, respectively. The closed-loop sys-
tems dynamics is given by




ż1
ż2
θ̇


=

[
k1 〈~v(θ),∇J(z1,z2)〉~v(θ)
−k2

〈
~v(θ),∇⊥J(z1,z2)

〉
]
. (2)

Assume that the potential function J is twice-differentiable,
radially unbounded and is a strictly concave function with

a maximum at
[

z∗1
z∗2

]
. Then for any positive gains k1,k2 > 0,

the control law (1) solves the gradient-based source-seeking
control problem globally.

Similarly, consider the unicycle system and assume that the
potential function J is quadratic function given by

J(z1,z2) = J∗− c1(z1− z∗1)
2− c2(z2− z∗2)

2 (3)

where J∗ is the local maximum, c1,c2 are unknown posi-
tive constants and

[
z∗1
z∗2

]
is the global maximizer. The ex-

tremum seeking control based approximated gradient of po-
tential function J is given by

∂ Ĵ
∂ z1

:= Jz1 =Cz1∆sin(ω0t)+aω0 cos(ω0t), (4)

∂ Ĵ
∂ z2

:= Jz2 =−Cz2∆cos(ω0t)+aω0 sin(ω0t). (5)

Then, for any positive gains k1,k2,Cz1,Cz2,a > 0
and sufficiently large ω0, the ESC-based projected

gradient-ascent control law with ∇̂J and ∇̂J
⊥

guarantees
that the average trajectories

[
z1,avg
z2,avg

]
are bounded and

limt→∞

∥∥∥∥
[

z1,avg(t)− z∗1
z2,avg(t)− z∗2

]∥∥∥∥= 0 holds for all initial conditions

in the neighborhood of
[

z∗1
z∗2

]
.

3 Main Results
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(d) Experiment-2

Figure 1: Simulation and experiment results of the closed-loop
system with (a)/(c).the projected gradient-ascent con-
trol law, and (b)/(d). the ESC-based control law.
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1 Introduction

In semiconductor manufacturing, the high precision fast
moving stages are utilized to achieve the accurate position-
ing of wafers. Power amplifiers play an important role in
actuating the current reference signal. Thus the error and
bandwidth limitation of the output current produced by the
amplifier can influence the stationary and dynamic position-
ing accuracy of the moving stage system.

2 Problem description

In this work, the impact of the power amplifier on the posi-
tion accuracy of the motion system is analyzed. The outline
of this system is described in Figure 1. It consists of the ex-
ternal position control loop and the internal current control
loop, where each control loop is designed separately [1].

Figure 1: Outline of the position control system.

Figure 2 presents a short stroke power amplifier topology,
where the output current io is used to actuate the motor [2]. It
has four operation modes in total with respect to the switch-
ing states (S1,S2,S3,S4). The averaged dynamic model of
the power amplifier is derived for controller design.

Figure 2: Schematic of a short stroke power amplifier.

The design objective of the power amplifier current control
can be divided into two steps. Firstly, the evaluation of the
current controller performance is carried out in terms of re-
sponse speed, reference error and bandwidth; also real-time
requirements are evaluated. Second is to analyze the im-
pact of the current controlled amplifier on position accuracy.

There are two critical aspects to characterize the position
error: moving average (MA) and moving standard devia-
tion (MSD), which they reflect the low-frequency and high-
frequency position error respectively.

3 Approach

For the current control of the amplifier, two loops are de-
signed. An inner loop based on an LQR controller is de-
signed to improve bandwidth. Then, an outer loop based on
a frequency loop shaping controller is designed to achieve
frequency specifications. Figure 3 shows the simulation re-
sult of the current control loop. The position error under this
configuration are MA=779 pm and MSD=1740 pm, which
is an improvement compared to an existing industrial con-
troller.
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Figure 3: (a) Amplifier step response (b) Duty cycles.

4 Outlook

For future work more advanced constrained control tech-
niques will be investigated such as control invariant sets and
MPC, which effectively take into account constraints. Also,
since the structure of the power amplifier topology is sym-
metrical, a reduced order model can be introduced to reduce
the computation time.
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1 Introduction

Flexure mechanisms are widely used in the industry when
high accuracy and repeatability are required. However, the
lack of friction or any other form of damping results in un-
damped parasitic dynamics, which can result in high trans-
missions of vibrations and difficulties with controller de-
sign. Traditional damping methods using viscous material
can be difficult to implement and introduce unwanted be-
haviour such as creep and hysteresis. Alternatively, piezo-
electric patches can be placed strategically on such flexure
mechanisms. Damping can then be added to the mechanism
by using the patches to actively suppress the vibrations, or
by using passive shunt circuitry to dissipate energy.

2 Large deflection modelling

A variety of linear beam elements with piezoelectric lay-
ers is available, several simple models are given in [1]. This
leads to a typical linear beam constitutive equations, relating
beam strain, curvature and voltage to applied forces, mo-
ments and charge.
Similar to the method presented in [2], the linear beam con-
stitutive equations can be used to formulate a geometrically
nonlinear beam element with piezoelectric interaction. This
element has been implemented in the multibody software
SPACAR, which can be used to simulate transient responses
of controlled flexure mechanisms. Furthermore, it can also
be used to determine the frequency response of mechanisms
in the deflected state.

Figure 1: A double parallelogram flexure where voltages can be
applied to the piezoelectric patches on the surface of
the leaf springs. Force is applied and deformation is
measured at the location of the black arrow. Each of the
orange piezoelectric patches is attached to the surface
of the leaf spring and is shunted with an RL-circuit.

3 Piezoelectric shunting

A double parallelogram flexure, as depicted in Figure 1, is
considered. Piezoelectric patches are applied to the bottom
half of the flexures and shunted with RL-cirucits. An RL-
circuit in series with a piezoelectric patch forms an elec-
tric resonance circuit due to the inherent capacitance of the
piezoelectric patch. At this resonance frequency mechani-
cal energy is converted to the electric domain and dissipated
there. In this case the resistances (R) and inductances (L)
have been chosen to suppress resonance of the upper body.
The frequency response of the shunted mechanism in the
nominal and deflected position is shown in Figure 2. The
frequency of the internal mode changes when the mecha-
nism is deflected, making the piezoelectric shunting less ef-
fective.
The implemented geometrically nonlinear beam element al-
lows investigation of piezoelectric damping in large stroke
flexure mechanisms. This framework will be used for future
investigation into alternative control techniques that will be
able to robustly reject parasitic dynamics under large deflec-
tion.
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1 Introduction

The reliable functioning of high-tech systems can only be
achieved through predictive maintenance, for which tech-
niques for fault detection (is a fault occurring?) and fault
isolation (what is the fault source?) are key prerequisites.
There are two main approaches for fault diagnosis: 1. Hard-
ware redundancy; and 2. Analytical redundancy. In hard-
ware redundancy, the idea is to use various devices to com-
pare duplicated signals with the same source. The analytical
redundancy approach uses a software scheme for modeling
the system and an estimation technique for Fault Detection
and Isolation (FDI). Although this approach is challenging
due to the need to ensure robustness against model uncer-
tainties, noise, and disturbances (perturbations), it is more
cost-efficient than hardware redundancy [2].
The software scheme can be model-based, or data-driven
[1]. We refer to model-based methods when the model
comes from first principles (physics-based models). On the
other hand, in data-driven strategies, the model can come
from AI algorithms or any other technique that uses data
without considering a physics-based model. Neither of the
model-based and data-driven approaches is suitable to guar-
antee accurate fault detection for complex systems operating
in uncertain and changing environments.
In this project (within the Digital Twin Program), we aim to
develop hybrid (physics-AI) FDI schemes that provide su-
perior monitoring performance by combining the strengths
of the current model-based and data-driven schemes.

2 Challenges and Research Goals

The challenges of this project include:

• How to achieve robustness of hybrid (physics-AI) FDI
schemes against perturbations.

• How to cope with data shortage from the real system
for training of data-driven methods.

• How to guarantee the adaptation of the schemes
against changes in the system over time.

The project research goals will address these challenges and
implement the developed FDI schemes on actual industrial
use cases.

Figure 1: Physics abstraction plus learning object-based monitor-
ing.

3 Research Approach

For developing hybrid physics-AI schemes, three different
variants of hybrid (physics-AI) FDI schemes are envisioned:

1. Physics Abstraction plus Learning Object-based
Monitoring (hybrid #1)
The base method is model-based and the learning ob-
ject is used to learn unknown dynamics (e.g., uncer-
tainties in the model) and for decision making to im-
prove robustness against perturbations (see Fig. 1).

2. Physics Guided/Constrained Data-Driven Monitoring
(hybrid #2)
The base method is data-driven and the first principles
model or any other digital twin can generate artificial
data for training of the data-driven method.

3. Hybrid of aforementioned variants (hybrid #3)
A more accurate learning object based on hybrid #2
can be used in hybrid #1.
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1 Background

Feedforward control is essential in mechatronic systems that
perform varying motion tasks with extreme accuracy re-
quirements. In [1, 2], iterative learning control with polyno-
mial basis functions (ILCBF) is introduced to enable extrap-
olation of the motion tasks. However, polynomial parame-
terizations are limited in describing flexible system dynam-
ics, hence do not meet the performance requirements. In
[3], identification of inverse non-causal LTI systems using
kernels [4] is addressed. However, extensions to nonlinear
elements and closed-loop systems are not straightforward.

2 Problem formulation

Although developments have been made in iterative learning
control for general tasks, at present the use of kernel-based
approaches has not been exploited yet. The aim of this re-
search is to develop a kernel-based approach to ILC, and
present a specific approach for non-causal and nonlinear ba-
sis functions arising in motion feedforward control.

3 Approach

The developed kernel-based ILC (KILC) approach exploits
the use of non-causal kernels to regularize the non-causal
impulse response parameters and learns these simultane-
ously with prescribed nonlinear basis functions in closed-
loop. Prior knowledge about the system is added through
a developed kernel design approach, which enforces model
complexity and non-causality to deal with NMP systems.

4 Results

Initial results for positioning of a consumer printer subject
to nonlinear friction demonstrate the superior performance
of KILC with 201 non-causal impulse response parameters
and a non-causal OBF kernel compared to ILCBF with only
acceleration as basis. Both methods also have a nonlinear
Coulomb friction component. In Fig. 1, the time-domain er-
ror and feedforward signals are presented. The results show
that KILC automatically identifies impulse response param-
eters to compensate higher-order dynamics, e.g., the snap
parameter.

1This work is supported by ASM Pacific Technology. The authors thank
Dragan Kostić and Robin van Es for their contributions to this research.
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Figure 1: Time-domain error and feedforward signals for the
scaled reference ( ) of both ILCBF ( ) and KILC
using an OBF kernel ( ).

5 Conclusion and outlook

The presented KILC framework enables accurate control
for a class of non-causal and nonlinear systems. Perfor-
mance improvements are most prominent for systems with
NMP and higher order dynamics. Ongoing research focuses
on application to MIMO systems, selecting nonlinear basis
functions derived from rigid-body modeling, and modeling
position-dependency of the feedforward parameters.
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1 Abstract

We address the problem of synthesizing distorting
mechanisms that maximize privacy of stochastic dy-
namical systems. Information about the system state
is obtained through sensor measurements and driving
inputs. This data is transmitted to a remote station
through an unsecured communication network. We aim
to keep part of the system state private (a private out-
put); however, because the network is unsecured, ad-
versaries might access sensor data and inputs, which
can be used to estimate private outputs. To prevent an
accurate estimation, we pass data through some distort-
ing mechanisms (privacy-preserving mechanisms) be-
fore transmission, and send the distorted data to the
trusted user. These mechanisms consist of a coordi-
nate transformation and additive dependent Gaussian
vectors. We cast the synthesis of the mechanisms as
a convex program, where we minimize an information-
theoretic metric (our privacy metric) between an arbi-
trarily large sequence of private outputs and the dis-
closed distorted data for desired distortion levels.

2 Problem Formulation

We consider stochastic systems of the form:





X(k + 1) = AX(k) + BU(k) + T (k),

Y (k) = CX(k) + W (k),

S(k) = DX(k),

(1)

where X ∈ Rnx , Y ∈ Rny , U ∈ Rnu , and S ∈ Rns ,
are state, output, reference signal, and private output,
respectively. The initial state X(1), the state pertur-
bation T , and the output perturbation W are mutually
independent multivariate gaussian processes.

We aim to prevent adversaries from estimating the

Figure 1: System configuration.

stacked private output SK , accurately. To this end, we
randomize stacked measurements Y K and stacked in-
puts UK before transmission, and send the corrupted
data to the remote station instead. The randomized
vectors Z(k) and R(k) are constructed as Z(k) =
GY (k) + V (k) and R(k) = U(k) + H(k), respectively,
with matrix G ∈ Rny×ny and additive random vec-
tors V (k) and H(k). Vectors V (k) and H(k) are mul-
tivariate dependent Gaussian processes with V (k) ∼
N [0, ΣV (k)] and H(k) ∼ N [0, ΣH(k)]. The random-
ized vectors Z(k) and H(k) are transmitted over an
unsecured communication network to a remote station,
see Figure 1.

Note, however, that we do not want to make (Y K , UK)
and (ZK , RK) overly different. Hence, we need to con-
sider the trade-off between privacy and distortion. As
distortion metric, we use the weighted mean squared
errors between the original and distorted data, i.e.,
E[||WY (ZK − Y K)||2] and E[||WU (RK − UK)||2], for
some given weighting matrices. As privacy metric, we
propose the mutual information between private and
disclosed data, I[SK ; ZK ], and the negative differen-
tial entropy of the input error, h[UK − RK ] = h[HK ],
as I[SK ; ZK ] − h[HK ]. So, we aim at minimizing
I[SK ; ZK ] − h[HK ] subject to the weighted second
moment constraints E[||WY (ZK − Y K)||2] ≤ ǫY and
E[||WU (RK − UK)||2] ≤ ǫU , for some desired distor-
tion levels ǫY and ǫU ∈ R+ and weights WY ∈ Rny×ny

and WU ∈ Rnu×nu , by designing the mapping variables,
that is




min
G(k),ΣV (k),ΣH(k),k∈K

I[SK ; ZK ] − h[HK ],

s.t.

{
E[||WY (ZK − Y K)||2] ≤ ǫY ,

E[||WU (RK − UK)||2] ≤ ǫU

(2)

3 Problem Solution

To minimize I[SK ; ZK ] − h[HK ], we write the cost
and constraints in terms of our design variables. We
prove that the cost I[ZK ; SK ]−h[HK ] and constraints
E[||WY (ZK − Y K)||2] and E[||WU (RK − UK)||2] are
convex functions of stacked design variables Σ̃V , G̃,
and Σ̃H . Hence, we can use of-the-shelf optimization
algorithms to find the design variables that minimize
I[ZK ; SK ]−h[HK ] subject to the distortion constraints.
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1 Introduction

Many complex models of (multi-)physical systems are nat-
urally based on an interconnection of subsystems. These
dynamics models of interconnected systems often have high
order, which makes analysis computationally expensive or
unfeasible. This motivates the need for model order reduc-
tion (MOR) techniques. For such interconnected systems,
we aim to capture the dynamics in a model that preserves the
topology of the system such that we can understand the in-
fluence of individual subsystems on this system. This work
introduces a potential method that can 1) evaluate the contri-
bution of errors introduced by individual subsystem reduc-
tion to the overall model accuracy, and 2) uses this knowl-
edge to determine a model accuracy specification distribu-
tion for the individual subsystems guaranteeing a certain
overall system accuracy and which, in turn, allows for an
overall reduction of model complexity.

2 Problem statement

In this work, we study systems of k interconnected linear
time-invariant (LTI) subsystems G = diag(G1, . . . ,Gk) with
input v=

[
vT

1 · · · vT
k

]T and output z=
[
zT

1 · · · zT
k

]T .
The subsystems are interconnected via matrix K . The exter-
nal inputs u and outputs y are connected to the subsystems
via external input and output matrix L and M , respectively.
The complete interconnected system Gc is then given by

Gc = MG (I −K G)−1 L (1)

and represented as block-diagram in Figure 1. Structure-
preserving MOR computes a reduced-order model (ROM)
Ĝc while preserving the interconnection topology of the sys-
tem Gc. This can be achieved by computing ROMs for
the individual subsystems Ĝ = diag(Ĝ1, . . . , Ĝk) [1]. These
reduced-order subsystems can be interconnected to find
a structure-preserved, reduced-order interconnected system
Ĝc given by

Ĝc = MĜ(I −K Ĝ)−1L (2)
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Figure 1: Block-diagram representation of the system Gc (left)
and structure-preserved ROM Ĝc (right).

and also represented as block-diagram in Figure 1. In or-
der to determine the contribution of approximation errors of
individual subsystems to the complete interconnected sys-
tem, we seek to find the relation between the error dynamics
E j :=G j− Ĝ j and the error dynamics Ec :=Gc− Ĝc of the
interconnected system. For the given class of interconnected
systems, this relation is far from trivial.

3 Proposed approach

Robust control is a field of study that has been dealing with
system uncertainties. We can model our subsystem error
dynamics E j as an additive uncertainty to our subsystem
G j . By modeling the error dynamics as H∞-norm bounded
uncertain systems, we can use a powerful tool, µ-analysis,
to compute the L2-gain bounds on uncertain systems [2].
We then aim to find the relation between such bounds w j on
the subsystem error dynamics

‖E j‖∞ ≤ w j , j = 1, . . . ,k, (3)

and a boundwc on the interconnected system error dynamics

‖Ec‖∞ ≤ wc. (4)

Efficient methods to find this relation could lead to the abil-
ity to evaluate the propagation of subsystem accuracy to
overall model accuracy (a bottom-up approach). Applying
this evaluation could then lead to methods to determine ac-
curacy specifications for subsystems that leads to the best
overall model accuracy (a top-down approach).

References
[1] Sandberg, H., & Murray, R. M. (2009). Model reduc-
tion of interconnected linear systems. Optimal Control Ap-
plications and Methods, 30(3), 225-245.

[2] Packard, A., & Doyle, J. (1993). The complex struc-
tured singular value. Automatica, 29(1), 71-109.

Benelux Workshop on Systems and Control Book of Abstracts

83



Transfer-based Model Reduction in Structural Dynamics

Luuk Poort
Eindhoven University of Technology∗

l.poort@tue.nl

Rob Fey
Eindhoven University of Technology∗

r.h.b.fey@tue.nl

Bart Besselink
University of Groningen†

b.besselink@rug.nl

Nathan van de Wouw
Eindhoven University of Technology∗

n.v.d.wouw@tue.nl

1 Introduction

To evaluate the dynamics of mechanical systems of inter-
connected substructures, often large Finite Element mod-
els are constructed. To make these models computation-
ally tractable, model reduction (MR) is used to reduce the
order of the model, while remaining as accurate as possi-
ble. MR for structural systems is usually performed us-
ing component mode synthesis (CMS) methods, which give
no quantification on the response reduction error. To make
sure the approximation is accurate enough, industry typi-
cally under-reduces, thus resulting in an unnecessarily large
reduced model.

2 Problem statement

This work treats the reduction of k interconnected structural
models Σ j, of the form

Σ j :

{
M jq̈ j(t)+L jq̇ j(t)+K jq j(t) = B jv j(t),
z j(t) =C2, jq̇ j(t)+C1, jq j(t)+D jv j(t),

(1)

where q j, v j and z j indicate the degrees of freedom, the in-
put and the output vectors of substructure j, and M j, L j and
K j indicate its mass, damping and stiffness matrices, respec-
tively. Input, output and direct feedthrough are described by
matrices B j, C1, j, C2, j and D j.

These substructure models Σ j are subsequently coupled us-
ing connection matrices H, S and R, according to Fig-
ure 1. To allow coupling, let us define the system Σ =
diag(Σ1, . . . ,Σk), with inputs v = [vT

1 , . . . ,v
T
k ]

T and outputs
z = [zT

1 , . . . ,z
T
k ]

T . The coupled system Σc can then be de-
fined, with inputs u and outputs y. We denote the transfer
function (TF) representation of system Σ as G(s), of the cou-
pled system Σc as Gc(s) and of the subsystems as G j(s).

Model reduction aims to reduce the coupled system Σc of
order n to the reduced system Σ̂c of order r, with r << n and
without significant loss of accuracy. For computationally
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Figure 1: Block-diagram of the interconnected system

efficient reduction, one first reduces the subsystems Σ j to
Σ̂ j, before coupling the reduced subsystems to form Σ̂c. This
also results in approximate TF, indicated with a hat operator.

The goal of this research is to produce a reduction method
that

• provides a measure of the reduction error M (G, Ĝ) in
terms of the TF,

• allows physical interpretation of modes,
• results in accurately reduced substructure and coupled

TF, s.t. Mi(Gi, Ĝi)≤ εi ∀ i = 1, . . . ,k,c.

Conventional methods can be roughly divided into CMS,
Krylov and Gramian based methods. For CMS methods, the
link to a transfer-based accuracy measure is not easily made,
whereas Krylov and Gramian based methods usually do not
allow the evaluation of deformation shapes, as the second-
order structure of (1) is not retained. A new approach is
therefore required.

3 Preliminary results and outlook

Applicability of various error measures is discussed with in-
dustrial partner ASML. Additionally, literature and numer-
ical study has been performed to evaluate availability and
relevance of error measures and reduction methods. Without
going into detail, let us mention several optional approaches:

• A CMS method with mode selection based on fre-
quency response approximation.

• Frequency-weighted balanced truncation, based on
Power Spectral Density (PSD) information of input
and error signals.

• Structure preserving Krylov methods, with additional
weighting to improve the accuracy in assembly.
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1 Introduction and motivation
Even with the current state of computing hardware with a
form factor that is convenient for compact drones, real-time
motion planning and control remains a challenge because
full autonomous operation requires state estimation, motion
planning and control all to be executed onboard at a rea-
sonable update rate. One of the promising techniques for
advanced motion planning and control, is Model Prective
Control (MPC). Literature shows this technique already be-
ing applied on drones, most often restricted to position refer-
ence tracking over short horizons using linearized dynamics
to limit the computational load [1].
Motion planning using MPC asks for a trade-off between
model complexity, and hence the computational load to
solve a finite-horizon optimal control problem, and model
prediction accuracy. The work presented in this abstract
proposes a nonlinear model that is specifically selected to
address this trade-off, and suggests simple maneuvers that
provide information content ideally suited for parameter es-
timation solely based on outdoor flight data.

2 Modeling and identification of Quadrotor Dynamics
The proposed model takes roll (φ ), pitch (θ ) and yaw rate
(r) references and throttle (T ) commands as control inputs.
The response of the attitude and thrust control loops is ap-
proximated as second (φ , θ ) and first (r, T ) order models.
Additionally the model includes following effects:

• Communication delay between the companion com-
puter, where trajectory optimization takes place, and
the flight control unit, which executes the low level
attitude and thrust control.

• Linear drag and thrust loss on the body axes.
• Battery voltage dependency of the thrust gain.

The results of the fitting of the model components is illus-
trated in Figures 1 and 2.
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Figure 1: Left: recorded and simulated evolution of the roll angle
for a step input reference. Right: recorded and simu-
lated magnitude of the acceleration plotted as a func-
tion of time, with av the modeled loss of acceleration
due to drag and thrust loss.

Figure 2: Fitting result for the throttle-thrust relation, display-
ing vertical acceleration as function of time and battery
voltage for throttle steps of varying magnitude.

3 Validation on free flight and conclusion
Figure 3 shows a comparison between the simulation of four
models plotted against the recorded data of a free flight. It is
clear that linearization, the omission of the battery voltage
dependency and the omission of aerodynamic drag all decre-
ment the prediction quality of the simulation. Early tests
point out that a control update rate of 20 Hz or more (sup-
ported by faster linear feedback control) is realistic, which
is to be confirmed during further development stages.

Figure 3: Comparison of simulation of four different model sim-
plifications against recorded data for an outdoor free
flight subject to light wind disturbances.

References
[1] H. Nguyen, M. Kamel, K. Alexis and R. Siegwart, “Model Predictive
Control for Micro Aerial Vehicles: A Survey,” arXiv 2011.11104, 11 2020.

Acknowledgement This work has been carried out within the framework
of projects Flanders Make SBO MULTIROB: Rigorous approach for pro-
gramming and optimal control of multirobot systems and Flanders Make
SBO MULTISYSLECO: Multi-System Learning Control. Flanders Make
is the Flemish strategic research centre for the manufacturing industry. This
work also benefits from project G0C4515N of the Research Foundation -
Flanders (FWO - Flanders).

Benelux Workshop on Systems and Control Book of Abstracts

85



Eigenvalue Assignment for Model Reduction of Networks : Case Studies

Arijit Sarkar1, Xiaodong Cheng2, Lanlin Yu3 and Jacquelien M. A. Scherpen1

I. INTRODUCTION
Complex interconnected systems are inevitable in many

areas of science and technology. However, the increasing
complexity leads to high computational burden to design
controllers which motivates us to represent the actual sys-
tem using a reduced order model which in turn preserves
the original network structural properties. In this work we
investigate the multi-agent systems with linear subsystems
diffusively connected with each other. Synchronization is
an important property for the multi-agent systems and it is
worthwhile to preserve this property in the reduced order
model of the system if the original system is synchronized.
It is also preferable that the actual system and reduced order
model have similar Laplacian spectrum. In this work there
is no priori assumption about the stability and passivity
of the subsystems like [1]. In [2] similar synchronization
preserving model reduction had been investigated but only
for undirected network whereas in this work both directed
and undirected networks are explored.

II. MODEL REDUCTION

Let us consider a network having N agents and the
dynamics of each subsystem is described by

ẋi = Axi +Bui

ηi = Cxi
(1)

where xi ∈ Rn, ui ∈ Rm, and ηi ∈ Rm are the states,
control inputs and outputs of the individual subsystems and
A ∈ Rn×n, B ∈ Rn×m and C ∈ Rm×n.

The subsystems are connected with each other via diffu-
sive coupling rule

ui = −
N∑

j=1,j 6=i

wij(ηi − ηj) +

p∑

j=1

fij ũj (2)

where ũj ∈ Rm with j ∈ {1, 2, · · · , p} are the exogenous
inputs, wij ≥ 0 are the weight of the edge between node
i and j of the network structure, fij ∈ R. The complete
network dynamics can e represented as follows

Σ :

{
ẋ = (IN

⊗
A− L⊗BC)x+ (F

⊗
B)u

y = (H
⊗
C)x

(3)
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where F ∈ RN×p, H ∈ Rq×N , x := [x>1 , · · · , x>N ]> ∈
RnN , u := [u>1 , · · · , u>p ]> ∈ Rpm and y :=
[y>1 , · · · , y>q ]> ∈ Rqm. L ∈ N× N is the Laplacian matrix
of the associated strongly connected directed weighted or
undirected weighted graph associated with the networked
system Σ.

The synchronizing model reduction problem can be for-
mulated as follows.

Problem 1: For the original synchronized network system
find a reduced order model

Σr :

{
ẋr = (Ir

⊗
A− Lr

⊗
BC)xr + (Fr

⊗
B)u

yr = (Hr

⊗
C)xr

(4)
such the following hold

i) Lr ∈ Rr×r is the Laplacian matrix associated with
the reduced graph whose topology is similar to the original
network topology.

ii) The reduced order network model is also synchronized.
iii) The H2 approximation error ||Σ− Σr||2 between the

actual and reduced order system is small enough.

III. EXAMPLES AND APPLICATIONS

The second requirement of the problem can easily be satis-
fied [2]. For the other two requirements we are investigating
multi-agent networks consist of 6 and 10 agents where the
individual agents are governed by the satellite dynamics as
follows [

ṙi
r̈i

]
=

[
0 I3
A1 A2

]
+

[
0
I3

]
ui,

ηi = C

[
ri
ṙi

] (5)

where ri ∈ R3 is the position vector of the i-th agent.
A novel graph reconstruction approach is being used for
this purpose. An optimal choice of eigenvalues is being
scrutinized so that the H2 approximation error between the
actual network and the reduced order network is minimum.
Moreover, an optimization problem is also being formulated
to arrive at a sparse reduced-order network structure.
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1 Introduction

For model based control of a mechanical system, the equa-
tions of motions (EoM) of the system can be used to obtain
a model. However, during the derivation of the equations
of motion, one is often confronted with incomplete knowl-
edge of the system dynamics. This incomplete knowledge,
often expressed in model, parameter, and (initial) state un-
certainty, will have a large influence on the quality of the
model output, especially when being used for predictive
tasks. Therefore, one would like to encapsulate the uncer-
tainties, or at least the ’known’ uncertainties, in the model
structure.
One approach is to model the uncertainties as (known) dis-
tributions and to propagate these distributions through the
equations of motion. Monte Carlo methods that rely on
the rule of large numbers are often used for the uncertainty
propagation task, however, in context of control this is often
impractical due to the computationally expensive nature of
these methods. Alternatively, polynomial chaos expansion
(PCE) can be used [?].

2 Polynomial Chaos Expansion

With PCE, the uncertain states of the EoM are expanded
using polynomials of the random variables ξ .

x(t,ξ ) = ∑
i

xi(t)Φi(ξ ) (1)

In this way, the equations of motion can be cast into an un-
certain formulation that is not dependent on the uncertain
states x(t,ξ ), but on the set of deterministic time-dependent
expansion coefficients xi(t). To obtain the expansion coef-
ficients at each time step, the newly formulated EoM has to
be solved only once (deterministically). After finding the
expansion coefficients, an approximation of the uncertain
states x(t,ξ ) and its moments can be constructed cheaply
(Figure 1). Polynomial chaos can therefore be used to ob-
tain fast approximations of the uncertain states. However,
the use of PCE is currently limited due to two effects, as
discussed in the next section.

3 Limitations

Firstly, the required number of expansion coefficients scales
exponentially with the expansion order d and the number of
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Figure 1: Step response of a double mass spring damper sys-
tem with parameter uncertainty (damping and stiff-
ness). Only the position of mass 1 is shown. Monte
Carlo realisations ( ); Mean from polynomial chaos
( ); 95th percentile from polynomial chaos ( )

uncertain parameters/initial states N. This is problematic as
the EoM of mechanical systems typically require a high di-
mensional (uncertain) parameter space. Secondly, the qual-
ity of the state approximations decays for long time inte-
gration intervals (Figure 1). Increasing the expansion order
d would postpone this decay, however, such an increase is
restricted by the first limitation.

4 Future work

To conclude, work must be done to reduce the above men-
tioned limitations before using PCE for real-time control of
mechanical systems becomes a feasible solution. For this
purpose, existing machine learning methods can be used.
Furthermore, the effects of certain system properties, such
as damping, will be studied and possibly utilized when ap-
plying PCE for control purposes.
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1 Introduction

Characterizing the dissipation in mechanical systems is a
challenging task due to its complex nonlinear behavior,
where the damping elements may depend on the input am-
plitude, input frequency, joint coordinates, or time-varying
coefficients. To simplify the analysis, the damping is com-
monly described using linear models, e.g., viscous linear
damping. Notably, even characterizing these linear damp-
ing terms has proven challenging due to the performance of
the methods in terms of noise sensitivity, computation cost,
among others. However, the damping plays an important
role in the performance of controllers, e.g., it partly deter-
mines the rate of convergence of a nonlinear system. In
this abstract, we extend the methodology proposed in [3] to
identify the viscous damping for a larger class of mechan-
ical systems. Furthermore, we explore the synergy of this
identification method with PID passivity-based control [1].

2 The damping identification approach

Consider mechanical systems that admit a pH representation
of the form


q̇

ṗ


 =


0n×n In

−In −D(q, p)




∇qH(q, p)

∇pH(q, p)




H(q, p) = T (q, p)+V (q)

T (q, p) := 1
2 p>M−1(q)p

V (q) := 1
2 (q−q?)>K(q−q?)

(1)

where q, p ∈ Rn are the generalized positions and momenta
vectors, respectively, H : Rn × Rn → R+ is the Hamilto-
nian of the system, T : Rn×Rn→ R+ is the kinetic energy,
V : R→ R+ is the potential energy, M : Rn→ Rn×n is the
positive definite mass inertia matrix, K ∈ Rn×n is the con-
stant positive definite stiffness matrix, q? ∈ Rn is the desired
configuration, and D : Rn×Rn→ Rn×n is positive definite
and represents the damping of the system. For simplicity,
D is assumed to be diagonal and constant matrix. Further-
more, we assume throughout this abstract, that (1) has an a
local isolated minimum at (q?,0n).

For the upcoming computations, we omit the arguments to
simplify the notation. The derivative of the Hamiltonian can

1The work of Carmen Chan-Zheng is supported by the University of
Costa Rica

be computed as

Ḣ = [q̇> ṗ>]
[

∇qH
∇pH

]
=−q̇>Dq̇ (2)

Furthermore, note that the derivative of the Hamiltonian can
be rewritten as the sum of the partial derivative of the kinetic
and potential energy, i.e.,

Ḣ =Ṫ +V̇ =

(
1
2

n

∑
i=1

q̇>
∂M
∂qi

q̇q̇i

)
+ q̇>Mq̈+q>Kq̇. (3)

Then, by comparing and integrating (2)-(3), it yields the fol-
lowing energy expresion:

−∫ q̇>Dq̇ dt =
∫
(

1
2 ∑n

i=1 q̇> ∂M
∂qi

q̇q̇i

)
dt + . . .

. . .+
∫

q̇>Mq̈ dt +
∫
(q−q?)>Kq̇ dt.

(4)

Expression (4) can be decoupled into n-equations and
rewritten into the matrix form

Ψ(q̇)γ = Φ(q, q̇, q̈), (5)

where Ψ(q̇) and Φ(q, q̇, q̈) are build by using the measured
data (acceleration, velocity, position), and the system pa-
rameters (mass and stiffness matrices); while γ contains the
unknown viscous damping elements. Therefore, we can
compute γ as

γ = (Ψ(q̇)>Ψ(q̇))−1Ψ(q̇)>Φ(q, q̇, q̈) (6)

We expect to apply the proposed damping identification
methodology in combination with the controller and its re-
spective tuning rules described in [1] and [2], respectively,
to improve the performance of the transient behavior of non-
linear underactuated mechanical systems (e.g., flexible links
planar manipulator).
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1 Introduction

Dynamic networks are increasing in complexity and size,
which gives rise to a demand for accurate and scalable iden-
tification methods. For full network identification, direct
methods obtain minimal variance results with a lower ex-
perimental cost compared to indirect methods. The joint
direct method [4] is a direct identification method that ex-
ploits a possible reduced rank of the disturbing noise pro-
cess, but that, due to the required non-convex optimization,
is poorly scalable to larger networks. There are multi-step
convex identification methods available such as the Sequen-
tial Linear Regression (SLR) [1] and extensions of Weighted
Null Space Fitting (WNSF) [3] for full network identifica-
tion. These convex methods are scalable to larger networks,
but are limited to parametrizing certain model structures and
do not consider reduced-rank noise. All available convex
and non-convex methods require prior knowledge on the
topology (i.e. rank and structure) of the noise model. More-
over, with a prior structured noise model the variance is re-
duced compared to full noise models. For situations where
this prior information is not readily available, it is attractive
to develop methods that include estimating this information
from data.

The objective is to obtain a multi-step convex algorithm that
estimates the disturbance topology and parametrizes flexi-
ble model structures including Box Jenkins (BJ). Moreover,
we intend to combine the favorable properties of available
methods such as scalability, low experiment cost, and aim
for consistency while we additionally obtain a reduced vari-
ance. This abstract summarizes the work of [2].

2 Dynamic networks

We consider dynamic networks where the nodes w j(t) with
j = 1, . . . ,L are expressed as

w j(t) = ∑
l∈N j

G0
jl(q)wl(t)+ ∑

k∈R j

R0
jk(q)rk(t)+ ∑

s∈V j

H0
jses(t),

the G0
jl and H0

js are the rational transfer functions to be es-
timated, with vector e(t) as white noise of which its covari-

1This project has received funding from the European Research Coun-
cil (ERC), Advanced Research Grant SYSDYNET, under the European
Union’s Horizon 2020 research and innovation programme (Grant Agree-
ment No. 694504)

ance matrix is allowed to be of reduced rank. The R jk trans-
fer functions and excitation signals r(t) are user manipu-
lated. An example of a network with reduced rank noise is
given in Figure 1.

Figure 1: Example of a network with reduced rank noise [4],
where v = He.

3 Developed method

The main steps of the developed method are described as

1. Estimating the noise rank: Use high-order ARX mod-
els to estimate the innovation signal, from which the
noise rank can be estimated,

2. Estimating the noise correlation structure: Use the re-
constructed innovation signal as measured input to
estimate the structure of the noise model,

3. Parametric identification: For a BJ network usually a
non-convex identification method is needed, we show
we can linearly parametrize a BJ network,

where the first two steps are part of the disturbance topology
detection procedure.
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1 Introduction

The goal of this work is to recover the local dynamics from
the global input-output behavior of a networked system and
the knowledge of the network topology.

We consider the identification of a network matrix G(z),
where the network is made up of n nodes, with node
signals {w1(t), . . . ,wn(t)}, and external excitation signals
{r1(t), . . . ,rn(t)}, related to each other by:

w(t) = G(z)w(t)+Br(t)+ v1(t)

y(t) =Cw(t)+ v2(t),
(1)

where matrices B and C are binary selections defining which
nodes are excited and measured, forming the sets B and C
respectively. The vector y(t) contains the measured nodes,
while v1(t) and v2(t) are uncorrelated noise vectors. The
nonzero entries of the network matrix G(z) define the topol-
ogy of the network, and are assumed proper and rational.

We assume that the global relation between the excitations r
and measures y has been identified, and that the structure of
G(z) is known. From this knowledge, we aim at recovering
the nonzero entries of G(z).

A first line of work extends the classical closed-loop identi-
fication techniques to identify a single module, see e.g. [1].
A recent approach employs graph-theoretical tools to derive
identifiability conditions on the graph of the network. Us-
ing this approach, [2] addresses the particular case where all
nodes are excited/measured. In the general case of partial
measurement and excitation, [3] introduces a local version
of identifiability and derives algebraic necessary and suffi-
cient conditions. In this work, we consider local identifi-
ability with partial excitation and measurement. From the
conditions of [3], we derive a graph-theoretical condition
which generalizes the results of [2] when not all nodes are
excited/measured.

2 Problem reformulation

Starting from the definition of a network system in (1), we
first define T (z) , (I −G(z))−1, which is assumed to be
proper and stable. The input-output model of the network
model (1) is then given by

y(t) =CT (z)Br(t)+ v3(t),

* Work supported by the “RevealFlight” ARC at UCLouvain, and by the
MIS grant “Learning from Pairwise Data” of the F.R.S.-FNRS.

where v3(t) , CT (z)v1(t) + v2(t). We assume that r(t) is
sufficiently rich so that, for any B and C, CT (z)B can be con-
sistently estimated from {y(t),r(t)} data. From the knowl-
edge of CT (z)B, the aim is to identify G(z). This motivates
the following definition, which restricts the usual generic
identifiability from [2] to non-discrete sets of solutions.

Definition 1. The network matrix G is generically locally
identifiable from excitations B and measurements C if there
exists ε > 0 such that for any G̃ consistent with the graph
satisfying ||G̃−G||< ε , there holds

C(I−G(z))−1B =C(I− G̃(z))−1B⇒ G(z) = G̃(z), (2)

for all G except possibly those lying on a zero measure set.

In this definition, a network matrix G(z) is said consistent
with the graph if Gi j(z) is zero when there is no edge (i, j).

3 Results

In [3], a linearization of (2) yields a necessary and suffi-
cient condition for generic local identifiability, based on the
generic rank of a matrix K constructed from B,C and T .

In this work, we show how the generic rank of K relies on the
generic rank of certain particular transfer matrices. Besides,
we know from [2] that the generic rank of a transfer matrix
between two sets of nodes is equal to the number of vertex
disjoint paths1 that can be routed between those two sets.

Combining those results allows to derive a necessary condi-
tion for generic local identifiability in terms of paths in the
network. We believe that such path-based characterization
will pave the way for further developments in the subject.
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1 Introduction
In this work, we are interested in the stability analysis of
discrete-time switching dynamical systems, i.e.

x(k+1) = fσ(k)(x(k)), (1)

where x(k) ∈ Rn is the state and σ(k) ∈ {1, . . . ,M} := 〈M〉
for an integer M is the mode of the system. We study espe-
cially the multiple path-complete Lyapunov function frame-
work introduced in [1] that provides sufficient stability cri-
teria for switching systems by solving Lyapunov inequali-
ties encoded by a directed and labeled graph. Path-complete
Lyapunov functions are defined by two components: a tem-
plate, namely a set V in which the candidate Lyapunov
functions are selected, and a path-complete graph G =(S,E)
with E ⊆ S×S×〈M〉. That is, for every finite sequence of
modes, there exists a path in the graph whose sequence of
labels is exactly the same. The stability criterion consists in
finding a pair (G = (S,E),V = {Va | a ∈ S}) with V ⊆ V
such that the following Lyapunov inequalities are satisfied:

∀(a,b, i) ∈ E, ∀x ∈ Rn : Vb( fi(x)) ≤ Va(x). (2)

We refer to this notion as a path-complete Lyapunov func-
tion and we denote it by V ∈ PCLF(F,G ) where F = { fi |
i∈ 〈M〉}. It turns out that in general, several PCLF, with dif-
ferent templates and different graphs, may be found to estab-
lish the stability of system (1) and therefore this brings up
the question: are there path-complete graphs ”better” than
other ones? This has led to the introduction [2] of order re-
lations between graphs. In our case, we will say that a graph
G2 is better than a graph G1 with respect to a given template
V and a family of switching systems F if

∀F ∈F , [∃V1 ⊆ V s.t. V1 ∈ PCLF(F,G1)

⇒ ∃V2 ⊆ V s.t. V2 ∈ PCLF(F,G2)] (3)

If (3) holds, we note G1 ≤V ,F G2.

2 Results
In this work, we consider positive linear discrete-time
switching systems, that are systems (1) where fi ∈ Rn×n

≥0 ,
and the template C of linear copositive norms. In this
context, the Lyapunov inequalities (2) described by a path-
complete graph G = (S,E) are given by

∀(a,b, i) ∈ E, ∀x ∈ Rn : Ai
>vb ≤ va, (4)

componentwise. It follows that the comparison of two
path-complete graphs can be achieved using quantifier
elimination on the logical formula (3). By using the
Cylindrical Algebraic Decompositon (CAD) algorithm, we

Figure 1: Visualisation of the output of our algorithm on the
simplest case of a pair of 1-dimensional matrices {a1,a2}.
can establish whether property (3) holds or not for a given
pair of graphs. Let us apply this method on a trivial case to
underline the output of the algorithm.
Example 1. Consider a positive linear switching system of
dimension one with two modes a1 and a2 ∈ R≥0. Assume
that we use the path-complete graph G = ({a,b},{e1 =
(a,a,1), e2 = (a,b,1), e3 = (b,b,2), e4 = (b,a,2)}) to es-
tablish the stability of the system. We denote by Gei the
graph (which is no longer path-complete) that we obtain
when we remove the edge ei of G . It is easy to see that
for any i ∈ 〈4〉, G ≤C ,F Gei and that there exists at least
one system F = {a1,a2} for which there is a solution V ∈ C
such that V ∈ PCLF(Gei) and none for G . This result can
be found by applying the CAD algorithm on the set (4) of
four inequalities encoded by the graph G . Indeed, we find
the partition of the positive orthant in Figure 1 where the
colour depicts the maximal number of inequalities that can
be satisfied.
One can see on this trivial example that this algorithm can
be used to compare any pair of path-complete graphs for the
template of copositive norms and linear switching systems.
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1 Introduction

The study of electrical networks has a long history dating
back to Kirchhoff [1] with rich applications ranging from
smart grids [2] to computing [3]. Problems of analysing
electrical networks are often solved using graph theory, e.g.
[4]. Namely, the resistive electrical network can be viewed
as a graph; the resistors can be considered as the edges, and
the points connecting different resistors as the nodes of the
graph. In practice, networks are subject to change or re-
design: in this work, we study the robustness of the termi-
nal behaviour of resistive electrical networks with respect to
such changes.

2 Main result

Consider a resistive electrical network consisting of m re-
sistors and n nodes connecting them. Assume its net-
work structure is described by the incidence matrix D and
that the conductance values of the resistors are collected
in a diagonal matrix C. Let p =

(
p1 p2 . . . pn

)> de-
note the vector of voltage potentials at the nodes, and j =(

j1 j2 . . . jn
)> the vector of nodal currents entering

the nodes, e.g., the currents taken from generators or de-
livered to the loads. By Kirchhoff’s voltage law, the vector
v ∈Rm of voltages across the edges is related to the voltage
potentials as

v = D>p. (1)

Dually, the relation between the vector of nodal currents j
and the vector of currents through the edges i ∈Rm is given
by Kirchhoff’s current law as

j = Di. (2)

It follows by combining (1) and (2) with Ohm’s law i =Cv
that the vector of voltage potentials and the vector of nodal
currents can be related as

j = DCD>p = Lp, (3)

where L = DCD> is the weighted Laplacian corresponding
to the resistive electrical network.

Assume that we adapt the conductance values of h resistors
in the network by a constant. The updated resistive electrical
network is described as

j = L̃p̃ (4)

with L̃ given by L̃ = L+ D̂ĈD̂>. Here, D̂ is an incidence
matrix describing the locations of the adapted resistors and
Ĉ is a diagonal matrix including the size of the adaptations.
We are now able to derive the following result, which relates
the effective resistance of the perturbed electrical network
(4) to that of the original network (3).

Theorem 2.1 Consider the perturbed electrical network
(4). Assume that L̃ has only one eigenvalue equal to zero and
rank(D̂) = h. Then, its effective resistance between nodes k
and `, denoted R̃eff(k, `), equals

R̃eff(k, `) = Reff(k, `)− p>D̂(I +ĈD̂>P)−1ĈD̂>p,

where P ∈Rn×h and p ∈Rn are such that

D̂ = LP, ek− e` = Lp

with ek and e` the k and `-th column of the identity matrix.

Theorem 2.1 allows us to compute the effective resistance
between two nodes in an electrical network based on prop-
erties of the unperturbed electrical network and the matrices
Ĉ and D̂ representing the perturbations. Stated differently,
there is no need to explicitly study properties such as the dis-
tribution of voltage potentials for the (possibly large-scale)
perturbed network, significantly simplifying the computa-
tion of effective resistance. The result of Theorem 2.1 can
be generalized for the case that rank(D̂)< h.
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1 Introduction

Modern engineering systems often comprise a large num-
ber of interconnected components. The components of such
systems can be very complex themselves, thus making the
analysis and design of the overall system prohibitively dif-
ficult. One way to circumvent this problem is by adopting
a theory for analysis and design that allows components to
be considered independently. Contract theories, which find
their origins in the field of software engineering, are devel-
oped with precisely this in mind. As the name suggest, con-
tract theories revolve around the use of contracts as specifi-
cations for system behaviour. The particular way in which
this is done varies from one theory to another. Neverthe-
less, contract theories share a common philosophy, which is
captured very elegantly in the mathematical meta-theory of
contracts introduced in [1].

Motivated by this, we present contracts as specifications for
linear systems. Following the meta-theory in [1], we also de-
fine and characterize contract implementation and contract
composition.

2 Contracts for linear systems

Consider the linear system

Σ :

{
ẋ = Ax+Bu,

y =Cx+Du,
(1)

with input u, state x, and output y. In the context of an in-
terconnected system, we are interested in the interaction of
Σ with other components, hence we define the external be-
haviour of Σ as

B(Σ) = {(u,y) | ∃x s.t. (1) holds} .

The component Σ receives inputs from its environment,
which is composed of other components. Therefore, we de-
fine an environment to be a linear system of the form

E : 0 = E
( d

dt

)
u, (2)

where E(s) is a polynomial matrix. The environment E rep-
resents the input behaviour

Bi(E) = {u ∈ C ∞
m | (2) holds} .

The interconnection E∧Σ is obtained by setting the input
generated by E as input of Σ. As a specification for the

external behaviour of Σ, we are interested in guaranteeing
properties of the output behaviour

Bo(E∧Σ) = {y | ∃u ∈Bi(E) s.t. (u,y) ∈B(Σ)}
for all relevant environments E. This is formalized via the
notion of a contract, defined below.

Definition 1. A contract C = (A,Γ) is a pair of assump-
tions A and guarantees Γ given by

A : 0 = A
( d

dt

)
u and Γ : G

( d
dt

)
y = 0,

where A(s) and G(s) are polynomial matrices.

Note that the assumptions A represent the input behaviour
Bi(A), while the guarantees Γ represent the output be-
haviour Bo(Γ). A contract can be used to specify the ex-
ternal behaviour of Σ as follows.

Definition 2. An environment E is compatible with
C = (A,Γ) if Bi(E) ⊂Bi(A). A system Σ of the form (1)
implements C if Bo(E∧Σ)⊂Bo(Γ) for all environments E
compatible with C .

The following theorem shows that contract implementation
can be verified without the explicit construction of all com-
patible environments.

Theorem 1. A system Σ of the form (1) implements
C = (A,Γ) if and only if Bo(A∧Σ)⊂Bo(Γ).

Contracts themselves can be composed in order to analyse
and design interconnections. We illustrate this for the se-
ries interconnection. Suppose that Σ1 implements C1 and
Σ2 implements C2, and consider their series interconnection
Σ1 → Σ2. The series composition C1 → C2 is the tightest
contract that Σ1→ Σ2 is guaranteed to implement. The fol-
lowing theorem gives an explicit expression for C1 → C2
based on C1 and C2.

Theorem 2. The series composition of C1 = (A1,Γ1) to
C2 = (A2,Γ2) exists if and only if Bo(Γ1) ⊂ Bi(A2), in
which case it is given by C1→ C2 = (A1,Γ2).
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1 Introduction

We consider the homogeneous discrete-time switched linear
singular systems (SwLSS) of the form

Eσ(k)x(k+1) = Aσ(k)x(k), (1a)

y(k) =Cσ(k)x(k), k ∈ N (1b)

where k ∈ N is the time instant, x(k) ∈ Rn is the state,
y(k) ∈ Rp, p ∈ N, is the output, σ : N→ {0,1,2, ...,p} is
the switching signal determining which mode σ(k) is active
at time instant k, Ei,Ai ∈ Rn×n, Bi ∈ Rn×m, Ci ∈ Rp×n, and
Di ∈Rp×m and Ei may be singular. We define the switching
signal as follows

(σk), σ(k) = σ j if k ∈ [ks
j,k

s
j+1), j = {0,1,2, ...} (2)

where ks
j ∈N denote the switching times with ks

0 = 0, ks
J+1 =

K +1, and σ j ∈ {0,1, ...,p}. We assume here the switching
signal is strictly increasing i.e. ks

j+1 > ks
j ∀ j. We study this

system under index-1 assumption w.r.t. the given switching
signal (2), see [1, 2] for the solution and the corresponding
notations used in this study. The SwLSS (1) is called ob-
servable on [0,K] w.r.t. the fixed switching signal (2) iff for
all solutions on [0,K] the following implication holds:

y1 ≡ y2⇒ x1 ≡ x2;

and the SwLSS (1) is called determinable on [0,K] w.r.t.
the fixed switching signal (2) iff the following implication
holds:

y1
[0,K] ≡ y2

[0,K]⇒ x1(K) = x2(K).

By S[τD]
[0,K]

we define the set of all switching signals with each
mode is active at least τD ∈ N time steps.

2 Main Results

2.1 Observability
The main result for the observability characterization is pre-
sented in the following theorem.

Theorem 2.1 Assume SwLSS (1) is of index-1 w.r.t. the fixed
switching signal (2). It is observable on [0,K] if, and only if,

Sσ0 ∩
J⋂

j=0

[Ψσ ( j,0)]−1(O
ks

j+1−ks
j−1

σ j ) = {0} (3)

where for every j,k S0 = [A0]
−1(imE0),

Ψσ ( j,0) = Φσ j ,σ j−1Φ
ks

j−ks
j−1−1

σ j−1 · · ·Φσ1,σ0Φks
1−ks

0−1
σ0 I.

Ok
σ j

= ker[C>σ j
,(Cσ j Φσ j)

>, . . . ,(Cσ j Φ
k
σ j
)>]>. (4)

Note that [∗]−1 denotes the preimage and not the inverse.
In general, the observability depends on the switching times
as the switching times appear explicitly in the observability
condition (3). We provide some situations in the following
where the observability does not depend on the switching
times i.e. constant.

Proposition 2.2 Consider the two-dimensional SwLSS (1)
of index-1 w.r.t. the switching signal (2). Then its observ-
ability is constant for every σ ∈ S[2]

[0,K]
∀K ≥ 4.

Proposition 2.3 Consider the SwLSS (1) of index w.r.t. the
switching signal (2). If the unobservable subspace of the
initial mode is invariant under Φσ(k),σ(k−1) ∀k ∈ N then its

observability is constant for every σ ∈ S[2]
[0,K]
∀K ≥ 2n.

2.2 Determinability
We define the following sequence for j = 1,2, . . . ,J and for
k ∈ (ks

j,k
s
j+1−1)

Q0 = S0∩kerC0

Qk = kerCσ j ∩Aσ jQ
k−1,k = ks

j +1,ks
j +2, . . . ,ks

j+1

Qks
j = kerCσ j ∩Aσ j−1Q

ks
j−1.

Theorem 2.4 The SwLSS (1) is determinable on [0,K],K ∈
[ks

J ,k
s
J+1) w.r.t. the fixed switching signal (2) if, and only if

QK = {0}.
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