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Abstract
Mining operations often produce large volumes of waste rock to access economi-

cally valuable mineralized zones. Waste rock is usually stored in surface piles, the

construction and reclamation of which represent a challenge for the industry. A flow

control layer (FCL) made of crushed waste rock or sand and constructed on top of

each waste rock bench could contribute to control water infiltration, thus improv-

ing waste rock pile stability and limiting contamination. An experimental waste rock

pile was built and instrumented at the Tio mine (Rio Tinto Fer et Titane, Canada)

to evaluate the performance of an FCL in field conditions. Large infiltration tests

and rainfall monitoring were carried out, and measured outflow and water contents

were used to calibrate numerical simulations. However, data were noisy and some-

times incomplete, and the models were difficult to calibrate. A new automated cali-

bration approach was therefore proposed. An algorithm was developed to automate

the numerical simulation calibration, using a black-box method that involves solving

an optimization problem on a function without an analytic form. The approach was

applied on measurements obtained from large-scale infiltration tests and validated

using 2 yr of field monitoring data. Finally, the automated approach was adapted to

optimize the design of the FCL, and an optimal design (material properties and layer

thickness) was recommended based on local climate conditions. The proposed auto-

mated method could contribute to reduce the bias induced by manual calibration and

allows for rapid multivariable calibration and optimization for a broad spectrum of

mine waste cover system applications.

1 INTRODUCTION

Mining operations produce large volumes of waste rock to
access economically valuable mineralized zones. Waste rock

Abbreviations: AMD, acid mine drainage; CND, contaminated neutral
drainage; FCL, flow control layer; HGS, HydroGeoSphere; MADS, mesh
adaptative direct search.
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is characterized by a wide range of particle sizes, from met-
ric blocs to clay size particles (Aubertin, Bussière, & Bernier,
2002; Trudinger & Spitz, 2008), and is usually stored in
surface piles, whose height can exceed hundreds of meters
and whose surface can cover dozens of hectares (Hawley &
Cunning, 2017; McCarter, 1990). Waste rock piles are usu-
ally built on the surface and therefore exposed to atmospheric
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conditions. The exposition of sulfide minerals (often con-
tained in waste rock) to water and oxygen can result in acid
mine drainage (AMD, characterized by low pH and high con-
centrations of sulfates and dissolved metals; Akcil & Koldas,
2006; Molson et al., 2005). Some sulfide minerals may also
oxidize without producing acid, or acidity may be neutralized
by carbonate minerals. In this case, the release of metals and
metalloids such as As, Co, Ni, and Zn could contribute to
generate contaminated neutral drainage or CND (Benzaazoua
et al., 2013; Plante et al., 2010). Reclamation approaches to
prevent AMD or CND generation usually involve cover sys-
tems that aim to control oxygen and/or water flux (Aubertin
et al., 2016). Such techniques, including covers with capillary
barrier effects (Aubertin et al., 2009) and elevated water table
combined with monolayer covers (Aubertin et al., 2016; Pabst
et al., 2017), were proven efficient to reclaim tailings storage
facilities. However, reclamation of waste rock piles remains
challenging, because of the size of the structures, the steep
slopes (close to waste rock repose angle), and the deep water
table (Aubertin et al., 2013).
A newmethod was, therefore, recently proposed to improve

geochemical and geotechnical stability of waste rock piles
during construction (progressive reclamation) and after clo-
sure (Aubertin, Bussière, Bernier, Chapuis, et al., 2002;
Aubertin et al., 2013; Fala et al., 2005). This approach con-
sists of building a flow control layer (FCL) on top of each
bench of the pile. This FCL ismade of compacted fine-grained
materials, such as sand or crushed waste rock, and is inclined
by around 5% towards the exterior of the waste rock pile.
Fine-grained materials create a capillary barrier effect with
the underlying coarse waste rock, therefore preventing down-
wards infiltration. The FCL slope enhances lateral diversion
of water, thus preventing contacts with potential AMD/CND
generating waste rock. More details about the FCL concept
can be found in Aubertin, Bussière, Bernier, Chapuis, et al.
(2002) and Broda et al. (2014). The method was validated at
a large scale using an experimental waste rock pile built at
the Tio mine (Rio Tinto Fer et Titane, QC, Canada). More
details about the construction, properties, and monitoring of
the experimental pile are given below.
Field data recorded in situ during a 2-yr monitoring period

were then used to calibrate hydrogeological numerical simu-
lations. The objective of numerical simulations was to extrap-
olate field results and optimize the FCL design, for this site
and other mine sites with different climatic conditions.

2 CALIBRATION APPROACHES

Calibration, sometimes also referred to as inverse problem
(He et al., 2013; Zhou et al., 2014), aims to determine
unknown or uncertainmodel parameters (e.g., material hydro-
geological properties such as porosity, hydraulic conductiv-

Core Ideas
∙ Hydrogeological field measurement treatment was
automatized before calibration.

∙ Numerical simulations of a flow control layer were
conducted to optimize waste rock pile reclamation
design.

∙ Calibration was automatized using a software
based on MADS algorithm.

ity, or air entry value) based on experimental measurements
(typically water contents, suctions, or water flow) to simulate
as accurately as possible observed behavior (here hydrogeo-
logical flow). A trial and error approach is often used, where
model parameters are manually changed after each simulation
run until the results of the numerical simulation correspond
well to the data measured in the field (Neuman, 1973). How-
ever, this approach often requires testing numerous combina-
tions of parameters and can be time consuming (Carrera et al.,
2005) and is sensitive to nonunique solutions and local opti-
mums. Also, calibration can be contradictory, whereas some
parameter modifications may improve some results but alter
the quality of others (Zhou et al., 2014). Several improvements
have therefore been proposed since, following the develop-
ment of calculation tools.
Inverse problems are nowadays often automatized using

algorithms to solve various types of calibration problems
(Carrera et al., 2005; He et al., 2013; Zhou et al., 2014).
The quality of data used for calibration remains of uttermost
importance (Carrera et al., 2005; He et al., 2013). However,
these are often deteriorated by time (sensors tend to have
a limited service life). Moreover, the scale effect can also
affect the quality of the calibration. Data are often obtained
from local and punctual measurements such as boreholes,
small lysimeters, and probes but are used to describe large-
scale hydrogeological behavior and resolve continuous mod-
els (Emsellem & De Marsily, 1971; He et al., 2013; Zhou
et al., 2014). The impact of local variations on the whole
numerical model can therefore sometimes be exaggerated.
The numerical model discretization needs to be adapted to
those constraints, which often results in a significant increase
in the computational time. Parallelization (Tavakoli et al.,
2013) and surrogate models (Awotunde & Horne, 2011) can
reduce the calibration time and are included in many differ-
ent hydrogeological calibration problems such as geostatis-
tical inversion and geological inversion (Carrera et al., 2005;
Zhou et al., 2014). Nowadays, the software PEST is often used
for solving such groundwater flow inverse problems (Doherty,
2015, 2018).
Using inverse approaches and optimization methods

in unsaturated hydrogeology remains, however, complex
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because of the nonlinearity of the material hydrogeological
properties (such as the water retention curve or the permeabil-
ity function) required to solve Richards’ equation (Hollenbeck
& Jensen, 1998). Recent developments in similar domains
have proposed several approaches to tackle these challenges
(Carrera et al., 2005; He et al., 2013; Zhou et al., 2014). For
example, the approaches commonly used in geophysics aim
to resolve an inversion to obtain the repartition of the bulk
electrical resistivity to deduce the water content dimensional
repartition (Carrera et al., 2005; Dimech et al., 2019), and
spectral analysis can be used to determine transfer functions
between inflow and outflow to represent the hydrogeologic
behavior of a waste rock pile (Trinchero et al., 2011). These
methods work well to represent the heterogeneity of a hydro-
geologic system, but they are dependent of an analytic form
between those measurements and the properties of the materi-
als (Turunen et al., 2020). Various studies also proposed to use
metaheuristics optimization methods to resolve inverse prob-
lems without a direct analytic objective function (Abbaspour
et al., 2001). Metaheuristic algorithms are mathematical func-
tions that search for the best neighborhood solution. Monte
Carlo and ant-colony algorithms are among the most com-
monmetaheuristics approaches (Abbaspour et al., 2001; Zhou
et al., 2014). An ant-colony algorithm was, for example,
used to calibrate the water retention curve in an experimental
soil cover based on field measurements of the pressure head
(Abbaspour et al., 2001). The convergence of metaheuristics
methods is not mathematically proven and requires a large
number of iterations to obtain an optimal solution. Such an
approach may therefore not be adapted when the objective
function is based on time-consuming numerical simulations.
To solve this issue, nonheuristic and derivative-free optimiza-
tion methods were proposed. These methods, also referred
to as black-box approaches, are particularly interesting for
time-consuming groundwater models or nonlinear problems
(Mugunthan et al., 2005). Nomad software, a derivative-
free algorithm developed by Gerad (Groupe d’Études et de
Recherche en Analyse des Décisions, Polytechnique Mon-
treal) to resolve black-box optimization and shorten the num-
ber of iterations (Audet & Hare, 2017) was used in this
study.
Black-box optimization aims to resolve a nonderivative and

noncontinuous function with no analytical equation (Audet
& Kokkolaras, 2016). The solver is based on derivative free
mathematics andmesh algorithm (Audet &Hare, 2017; Audet
& Kokkolaras, 2016). The mesh adaptative direct search
(MADS) algorithm used in the black-box optimization is an
iterative algorithm generating trial points on a mesh. The
mesh represents the entry variable discretization space to
resolve the black-box functions. The step size between each
iteration in the MADS algorithm is defined by two parame-

ters: the mesh size parameter Δ𝑚
𝑘
and the poll size parame-

ter Δ𝑝

𝑘
(Audet, 2014). The mesh size parameter defines the

coarseness or fineness of the mesh𝑀𝑘 as

𝑀𝑘 =
{
𝑥 + Δ𝑚

𝑘
𝐷𝑧 𝑥 ∈ 𝑉𝑘, 𝑧 ∈ N𝑛𝐷

}
⊂ R𝑛 (1)

where 𝑉𝑘 is the current iteration,Δ𝑚
𝑘
∈ R+ is the mesh size, 𝑛

is the number of directions, and 𝐷𝑧 is a fixed set of 𝑛𝐷 direc-
tions in N.
The poll set 𝑃𝑘 defines the trial points inside the mesh𝑀𝑘

corresponding to mesh points distant from 𝑥𝑘 using a bound
set by a constant 𝑐 > 0 applied on the poll size parameter Δ𝑝

𝑘

(Audet, 2014):

𝑃𝑘 ⊆ 𝑥 ∈ 𝑀𝑘 𝑥 − 𝑥𝑘 ≤ 𝑐Δ𝑝

𝑘
(2)

The iterations process starts with a user-defined starting
point 𝑥0 ∈ R𝑛 with 𝑓 (𝑥0) < ∞, and initial mesh and poll
size parameters (typicallyΔ𝑚

0 = Δ𝑝

0 = 1) (Audet, 2014). The
algorithm iterates the functions SEARCH and POLL to evalu-
ate trial points and determine the most feasible one. The algo-
rithm updates a new starting point 𝑉𝑘+1 and the mesh and poll
size parameters Δ𝑚

𝑘+1 and Δ
𝑃
𝑘+1 until the stopping criteria are

met.
The black-box optimization approach was successfully

used in several projects in civil engineering, for example, to
optimize seismic dumper (Bigdeli et al., 2012), to calibrate a
source and sinks numerical model (Guay et al., 2015), and to
optimize well design (Isebor et al., 2014). The Nomad soft-
ware was also used to calibrate regional hydrological mod-
els (Arsenault & Brissette, 2016; Minville et al., 2014) and
was proven more efficient than other optimization methods
in some cases (Fowler et al., 2008). The main advantages
of Nomad are (a) the MADS algorithm that can reduce the
kriging interpolation error (Alarie et al., 2013), and (b) the
metaheuristic resolutions that can resolve optimization prob-
lem without the computation of the gradient and/or the Lapla-
cian, thus shortening calculation time by limiting the num-
ber of iterations (Minville et al., 2014; Muguntham et al.,
2005).
In this study, the black-box optimization approach was used

to calibrate the numerical simulations of the experimental
waste rock pile at Lac Tio mine. Waste rock and cover materi-
als hydrogeological properties (i.e., water retention curve and
saturated hydraulic conductivity) were calibrated to simulate
the volumetric water content variations measured in the waste
rock pile. Calibration was carried out on data collected during
large-scale infiltration tests (see below) and validated using
17 mo of field monitoring. The same black-box approach was
then adapted to optimize the cover design and improve its
performance.
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F I G U R E 1 (a) Experimental waste rock pile at Lac Tio mine (credits: RIME) and (b) simplified cross section of the waste rock pile with
instrumentation. The experimental pile was 70 m long and 10 m wide, with a maximal height of 7 m and a 5% slope (towards the bottom right of the
picture). Waste rock (WR) was covered by a 0.7-m-thick sand layer (SL) and a 0.3-m-thick crushed anorthosite layer (CA). Locations of GS3 probes
are shown with color points. A1–A6 sensors (black), P1–P6 sensors (red), and S1–S6 sensors (white) were placed 0.25, 0.80, and 1.30 m below the
surface, respectively. Lysimeter positions (L1–L6; see text for details) are also shown

3 METHODOLOGY

3.1 Experimental waste rock pile and field
monitoring data

An experimental pile was built and instrumented at the Tio
mine (Rio Tinto Fer et Titane, Quebec, Canada) to evaluate
the performance of a FCL at a large scale and in real field
conditions (Figure 1) (Martin et al., 2017,2019).
The experimental waste rock pile was 70 m long and 10 m

wide (Figure 1). The maximum height was 7 m and the sur-
face of the pile was inclined with a 5% slope. The FCL was
made of a 0.6-m compacted sand layer covered by a 0.3-m
layer made of crushed anorthosite. The core of the experi-
mental waste rock pile was made of CND-generating ilmenite
waste rock. Nonreactive anorthosite (i.e., noncontaminating)
waste rock was placed in the last ten meters (x = 60–70 m),
where water was expected to infiltrate after deviation. Flow
control layer and waste rock hydrogeological properties were
evaluated in situ and in the laboratory. The FCL sandwas char-
acterized by a saturated hydraulic conductivity between 9 ×
10−4 and 2 × 10−2 m s−1, an air entry value of 2 kPa, and
a water entry value of 11 kPa (Bréard Lanoix et al., 2020).
The crushed anorthosite had a hydraulic conductivity around
5 × 10−4 m s−1, with an air entry value of 1 kPa and a water
entry value around 13 kPa (Dubuc et al., 2017). The saturated
hydraulic conductivity of both ilmenite and anorthosite waste
rock was approximately 1 × 10−3 m s−1 (Dubuc et al., 2017;
Peregoedova et al., 2013), with an air entry value between 0.2
and 0.7 kPa, and a water entry value around 6 kPa (Dubuc
et al., 2017; Peregoedova et al., 2014). These values are aver-
ages and, in practice, both ilmenite and anorthosite waste rock
showed some heterogeneity in situ.
Hydrogeological response of the system to climatic condi-

tions wasmonitored betweenApril 2016 and September 2017.
Six large scale infiltration tests (I-A to I-E) were also con-
ducted to evaluate the pile hydrogeological response under

controlled conditions (Dubuc et al., 2017). Tests I-C and I-
D reproduced large precipitation events, with 28 m3 (47 mm)
and 16.8 m3 (28 mm), respectively, sprayed at the surface
of the experimental waste rock pile with a water truck over
10 h (Dubuc et al., 2017; Martin et al., 2019). Six lysime-
ters were built at the bottom of the pile (Figure 1b) to col-
lect and measure water outflow and characterize water qual-
ity (not discussed here; see Poaty et al., 2018). Water con-
tent probes (GS3; Decagon Devices) were installed 0.80 m
(sand) and 1.30 m (waste rock) below the surface every 10 m
along the centerline of the waste rock pile (Figure 1b; Broda
et al., 2017;Martin et al., 2017).Water contents were recorded
every 15min for all the monitoring period.Measures recorded
at 0.80-m depth during tests I-C and I-D (from 7 to 20 June)
are presented in Figure 2 and are typical of the hydrogeologi-
cal response of the system to infiltration. Water contents were
initially low around 0.10 and rapidly started to increase 4.5 h
after test I-C started. Water content reached a peak (around
0.17) approximately 10.3 h after the beginning of the infiltra-
tion test, and then started to decrease again, but more slowly,
towards its initial value. The hydrogeological response of the
FCL was similar for test I-D (Figure 2) and other precipita-
tion events, but the amplitude of the peak depended on the
precipitation intensity.

3.2 Data treatment

Volumetric water content data were noisy and difficult to inte-
grate directly into a calibration process (Figure 2). Data were
therefore treated to facilitate the automation of the calibra-
tion. First, the noise was filtered by applying a spectral low-
pass filter on the water content time series (Figure 3). The
objective was to damp small water content variations and to
increase the precision of the computation of the wetting front
arrival time. The spectral filter cut the frequencies higher than
2.3 × 10−5 Hz, which corresponded to a periodic variation
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F I G U R E 2 Measured volumetric water content 0.80 m below the surface and at different locations along the experimental pile (see Figure 1
for the position of probes P1 to P6). Precipitations are represented in blue and the large infiltration tests I-C and I-D in gray. Time t = 0 d corresponds
to the start of test I-C (i.e., 7 June 2016). Test I-D started at Day 7 (i.e., 14 June 2016)

F I G U R E 3 (a) Volumetric water content variations measured at P2 (0.80 m below the surface; see Figure 1b for sensor location) during tests
I-C and I-D; (b) variation frequency with low pass spectral filtration to remove periodic variation below 0.5 d (see text for details); and (c) filtered
water content variations used to determine the arrival time of the wetting front. The same filter was applied to the other measurements
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F I G U R E 4 (a) Determination of parameters t1, t2 for sensor P5 (0.80 m below the surface, in the flow control layer [FCL]) during tests I-C and
I-D; (b) determination of ta (arrival time) for sensor S5 (1.30 m below the surface) during tests I-C and I-D

of 0.5 d (Figure 3b). Filtered water contents were very close
to raw measurements, but some variations were exaggerated,
which were beneficial to automatically determine arrival time
(Figure 3c).
Three characteristic parameters were then chosen to repre-

sent the variations of the volumetric water content in the FCL
and waste rock. Time t1 corresponded to the time required
to reach 50% of the maximum increase (peak) of the volu-
metric water content induced by the infiltration (Figure 4).
Time t2 corresponded to the time necessary to reach 50% of
the difference between the maximum and minimum volumet-
ric water content during drainage. Time ta corresponded to the
arrival time of the wetting front in the waste rock, 1.3 m below
the surface. Parameters t1, t2, and ta were determined for each
probe and both tests I-C and I-D.
These parameters were chosen to limit the number of com-

parison points and accelerate the automated calibration pro-
cess, and to normalize the comparison of less biased data
to reproduce the water content variations. Times t1 and t2
were directly linked with the wetting front passage and the
drainage velocity. Wetting front arrival time ta in the waste
rock was a useful indication of the water behavior at the inter-
face between the FCL and the waste rock. The reduction of
comparison parameters (instead of using the whole water con-
tent time series), also permitted to limit the risk for under-
fitting that may occur for high variance problems and which
often results in a linear and nonrepresentative solution (Fienen
et al., 2009; Poeter & Anderson, 2005). Finally, the chosen
calibration parameters were not mathematically derived from

Richards’ equation, thus allowing for a more flexible opti-
mization algorithm that could be more easily reused in the
optimization objective function (see below).

3.3 Numerical simulations

In this study, the equivalent porous media approach was
used to simulate water flow in the experimental waste rock
pile implicitly assuming that waste rock, sand, and crushed
waste rock were homogeneous. The numerical simulations
were carried out using the software HydroGeoSphere (HGS,
Aquanty). The HGS resolves the three-dimensional Richards’
equation for subsurface flow using the control volume finite
element approach (Brunner & Simmons, 2012).
The geometry of the waste rock pile was simulated as a

60-m by 10-m trapezoid, with a maximal height of 7 m and a
surface slope of 5%, mimicking the experimental waste rock
pile in the field (see above). The mesh was formed of hexa-
hedral structured blocks of 0.25 m × 0.25 m × 0.20 m. Mesh
was refined to 0.25 m × 0.25 m × 0.06 m in the FCL. Mesh
was optimized to ensure convergence and flow stability, while
minimizing calculation time.
Material properties included the saturated hydraulic con-

ductivity and van Genuchten (1980) parameters to describe
the water retention curve. Initial properties were obtained
based on laboratory and field measurements (see below). The
saturated water contents of the FCL sand, the waste rock
and the crushed anorthosite were respectively 0.33, 0.25, and
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F I G U R E 5 Measured (dashed lines) and calibrated (solid lines) water retention curves of the waste rock (blue), flow control layer (FCL) sand
(green), and crushed anorthosite (red) in the experimental waste rock pile (Bréard Lanoix et al., 2020; Dubuc, 2018)

0.30 (0.04, 0.07, and 0.06 for the residual water contents;
Figure 5). The residual and saturated water contents of the
FCL sand were manually decreased to correspond to in situ
measurements with a nuclear density gauge (Bréard Lanoix
et al., 2020).
Initial conditions were defined as hydrostatic conditions.

The simulations then computed the 38 d before the start of
test I-C to simulate more realistic initial conditions before the
large infiltration tests. The boundary condition at the bottom
of the waste rock pile was a fixed pressure head of 0 m to
simulate the position of the water table in the lysimeters. At
x= 60m, a vertical seepage face simulated a Neumann bound-
ary to ensure the continuity of the water flow towards the exte-
rior of the waste rock pile. At x = 0 m, an impermeable con-
dition was fixed to represent the watershed. Infiltration tests
and precipitations were simulated by applying a unit flux con-
dition on the top boundary.

3.4 Automated calibration approach

Numerical simulation results were extracted, and simulated
and measured t1, t2, and ta were compared by calculating the
mean value of the quadratic error:

𝑒sum =
∑𝑛

𝑖=𝑜
(
𝑝𝑖 − 𝑝∗

𝑖

)2

𝑛
(3)

Where 𝑝𝑖 is a measured parameter, 𝑝
∗
𝑖
is a simulated param-

eter, and n is the number of parameters. Parameters pi in
Equation 3 corresponded to t1 and t2 at locations P1 to P6
and ta at locations S1 to S6, during tests I-C and I-D. In total,
36 parameters were used for the comparison.
The objective of the optimization was tominimize the value

of esum by varying the input properties (i.e., the hydraulic con-
ductivity, αVG, and 𝑛VG for each of the three materials). The
hydrogeological properties were calibrated individually and
were bounded to correspond to a realistic range of proper-
ties for the different materials composing the waste rock pile
(Table 1). For example, the minimum andmaximum saturated
hydraulic conductivity of the FCL was 5 × 10−6 m s−1 and
1 × 10−3 m s−1 respectively, typical values for a sand (Hillel,
1998). The porosity and the residual water content had been
extensively measured in the field using various approaches
(Dubuc, 2018; Bréard-Lanoix et al., 2020) and were therefore
not calibrated here.
The software Nomad (Le Digabel, 2011) was used for

the calibration. Nomad is a mesh adaptative detection search
(MADS) software developed to resolve black-box optimiza-
tion (Audet & Dennis, 2006). Nomad is a user-friendly soft-
ware using a pseudo-code that can be embedded in a Python
code.
A surrogate function (He et al., 2013; Le Digabel, 2011;

Minville et al., 2014) was also developed, based on the same
algorithm. The surrogate should meet two criteria: (a) be
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T A B L E 1 Lower and higher bound used during the calibration of the numerical simulation

Materials

Bound
ksat αvG nvG
Low High Low High Low High

m s−1 m−1

Crushed anorthosite 7 × 10−6 1 × 10−4 0.03 50 1 40

FCL sand 5 × 10−6 1 × 10−3 0.03 50 1 40

Waste rock 2 × 10−4 5 × 10−2 0.03 50 1 40

Note. ksat, saturated hydraulic conductivity; αvG and nvG, van Genuchten (1980) fitting parameters. FCL, flow control layer.

T A B L E 2 Initial and calibrated material properties in the numerical simulations of the experimental waste rock pile

Measured Calibrated (esum = 0.019)

Properties
Crushed
anorthositea FCL sandb

Waste
rocka

Crushed
anorthosite

FCL
sand

Waste
rock

ksat, m s−1 5×10−4 9×10−5 5×10−3 9×10−6 1×10−4 2×10−2

αvG, m
−1 3.98 1.25 7.75 13.79 2.44 6.16

nvG 2.16 6.00 2.34 2.34 3.89 4.13

Note. ksat, saturated hydraulic conductivity; αvG and nvG, van Genuchten (1980) fitting parameters. FCL, flow control layer. esum, mean value of the quadratic error.
aDubuc (2018).
bBréard-Lanoix (2017).

similar to the principal objective function, and (b) possess
a shorter calculation time (Audet & Hare, 2017). The surro-
gate permitted to shorten the optimization process and to find
trial points quicker. In concrete terms, the numerical simu-
lations running time was decreased in the surrogate function
by applying a precipitation function of only 12 d instead of
60 d and by increasing the grid size (0.25 × 0.25 × 0.50 m
inside the waste rock, 0.25 × 0.25 × 0.18 m and 0.25 × 0.25
× 0.08 m for the FCL sand layer and the crushed anorthosite
layer). Also, the calculations were faster by using the paral-
lelization option in HGS software (He et al., 2013; Le Diga-
bel, 2011).

4 RESULTS

4.1 Material properties

The black-box algorithm iterated an important number of pos-
sible hydrogeologic properties until it converged (i.e., before
the value of esum was minimum). The solution obtained had
an error esum = 0.019. The calibrated saturated hydraulic con-
ductivities for the sand of the FCL and the waste rock were
somewhat greater than measured (Table 2), but differences
were limited and smaller than one order of magnitude. The
calibrated hydraulic conductivity of the crushed anorthosite
was around one order of magnitude smaller than the measured
value in the laboratory. This difference could be explained
(in part) by the significantly higher density observed in situ
(Dubuc, 2018).

The calibrated water retention curves for the sand and
the waste rock were relatively similar to the curves esti-
mated from previous studies (Figure 5). For example, the
calibrated water retention curve for waste rock was slightly
steeper than the initial curve (indicating a material with
a somewhat smaller coefficient of uniformity), but the air
entry value was similar and around 1 kPa. The difference
between initial and calibrated curves for crushed anorthosite
was more marked. The air entry value and the water entry
value decreased to 0.5 and 4 kPa, which marked a smoother
retention curve for the crushed anorthosite. The differences
between measured and calibrated hydrogeological properties
of the crushed anorthosite can mainly be explained by the
limited number of characterization tests carried out in the
field and in the laboratory (significantly less than for the
sand and the waste rock), and the natural heterogeneity of the
material.

4.2 Arrival times and water content
variations

In general, calibrated simulations were able to reproduce rel-
atively well the measured variations of volumetric water con-
tent in the FCL: a quick and sharp increase of the water con-
tent a few hours after the beginning of the infiltration test
(Table 3), followed by a slow decrease of the water content
towards its initial value (Figure 6).
Simulated arrival times in the FCL (sensors P1 to P6) were

generally slightly greater than the measured ones, with a mean
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T A B L E 3 Wetting front arrival times after the beginning of test I-C in the flow control layer (FCL, 0.8 m below the surface) and in the waste
rock (1.3 m below the surface). The peak arrival time at 0.80-m depth is also compared

x

Arrival time at 0.8-m depth
Time at maximal amplitude at
0.8-m depth Arrival time at 1.3-m depth

Measured Calibrated Measured Calibrated Measured Calibrated
m h

5 3.58 6.67 11.75 13.31 N/Aa N/A

15 3.91 6.69 8.18 13.39 5.79 9.60

25 6.00 6.82 12.10 13.58 6.60 9.63

35 N/A N/A N/A N/A 6.30 9.52

45 5.10 6.93 12.32 14.04 5.84 9.18

55 5.15 6.66 10.74 13.57 N/A N/A

Mean
delay

N/A 1.81 N/A 2.81 N/A 3.35

aNA, not applicable.

F I G U R E 6 Measured (orange curve) and simulated (blue curve) volumetric water content 0.80 m below the surface after large scale infiltration
tests I-C (day = 0) and I-D (day = 7)

delay of 1.8 h for test I-C (Table 3) and 2.1 h for test I-D. The
simulated maximum (peak) water content was also reached
later in the simulations than in the field, with a delay of 2.8 h
for test I-C and 3.5 h for test I-D. The arrival time in the
waste rock (sensors S1 to S6) was between 5.8 and 6.6 h after
the beginning of test I-C corresponding to a mean delay of
3.4 h compared with measured arrival times (Table 3). The
result for test I-D was similar with a mean delay for test I-D
around 3.4 h. The delays observed with noncalibrated simula-

tions were two to three times higher, showing the importance
of calibration.
The simulated and measured initial water contents were

slightly different depending on the position of the sensors in
the experimental waste rock pile, and it was therefore deemed
more representative to compare the relative increase of water
content than the maximum (peak) values. For most of the
sensors, measured trends and variation amplitudes of water
contents were well simulated by the calibrated simulations
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F I G U R E 7 Simulated and measured cumulative water volumes leached at the bottom of the waste rock 7 d after test I-C. and 7 d after test I-D

(Figure 6). For example, simulated water content at P5 during
tests I-C and I-D were very similar to measured data, with a
maximum difference not exceeding 0.015 (sensor precision is
0.03). The difference between measured and calibrated water
content for P2 and P3 corresponded to a constant offset of
0.04 and 0.015, respectively, but the variations were other-
wise almost identical. Larger differences were observed for
P1 and P6, but the measured increase of water content during
infiltration test I-C was also significantly greater than that for
the other sensors in the FCL. Simulated water contents for P1
and P6 during test I-D were very similar to measured results.
For P1, P2, and P3, the simulated volumetric water content

decreased (after the peak) slightly faster than the measured
curve, whereas for P6, the simulated decrease was slightly
slower than the measured one. However, in all cases, the
numerical simulations tended to an (almost constant) equilib-
rium water content of 0.09 at the end of the drainage phase for
test I-C and test I-D, which was similar to the initial water con-
tent before the beginning of the infiltration tests. This trend
was similar to measured water contents which also decreased
towards their initial value (between 0.13 at P2 and 0.09 at P6),
around 6.5 d after test I-C and 5.5 d after test I-D.
Measurements at P4 showed a slightly different behavior

from the other sensors. Water content also increased a few
hours after the beginning of both infiltration tests I-C and I-
D but decreased significantly more slowly with a lot of small
variations (which could not be completely removed by the low
pass filter). Results seem therefore to indicate a greater water
retention capacity in this zone of the FCL, which was not pos-
sible to reproduce with the model (materials were assumed
homogeneous, see above).

Results for other locations in the experimental waste rock
pile (i.e., crushed anorthosite and waste rock) were similar to
the FCL.
Overall, and despite some limited discrepancies between

simulated and measured water contents, calibrated models
were able to simulate relatively well the hydrogeological
behavior of the experimental waste rock pile after large infil-
tration tests. Numerical simulations matched the measured
variations for some sensors and periods and represented an
acceptable compromise for the others (especially considering
the local heterogeneities and the precision of the sensors).

4.3 Water fluxes in lysimeters

Simulated cumulative water fluxes in the lysimeters were
compared to field measurements (Figure 7). For test I-C, both
measured and simulated water fluxes increased progressively
with the distance; for example, water fluxes in lysimeter L5
was greater than in L4, which was greater than in L1. How-
ever, simulated cumulative water volumes in lysimeters L1 to
L5 were four to five times greater than measured ones, with a
mean difference of 3.8 m3. The difference between lysimeters
was also more important in the field. For example, measured
water flux was 0.9 m3 in L1 and 2.2 m3 in L5 (+1.3 m3),
but simulated water flux was 4.8 m3 in L1 and 5.4 m3 in
L5 (+0.6 m3). These trends were similar for test I-D. The
recovery percentage (i.e., the ratio of water recovered in the
lysimeters compared with the amount of water infiltrated at
the surface) for test I-C was 110% for the calibrated simula-
tions and only 39% for the measurements. On the contrary, the
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F I G U R E 8 Simulated (blue) and measured (orange) volumetric water contents 0.80 m below the surface of the experimental waste rock pile
between 4 Apr. 2016 (Day 0) and 13 Sept. 2017 (Day 523). Precipitations (blue) and large scale infiltration tests I-A and I-B (red) are represented for
summer 2016 only (d, e, f)

simulated recovery percentage was smaller for test I-D and
around 42% instead, but the measured recovery was 67%. The
low recovery percentages measured in the field actually indi-
cated an accumulation of water in the lysimeters before the
water flew out of the systems and was collected (which was
also confirmed by the high water contents measured in the
lysimeters). Simulations did not account for lysimeters and
simulated directly the outflow at the base of the waste rock
pile.

4.4 Validation for the 2016–2017 period

The calibrated hydrogeological properties were then used to
simulate the hydrogeological response of the experimental
waste rock pile for a period of approximately 17 mo (4 Apr.
2016 to 13 Sept. 2017), including two summers (Figure 8).
Between Day 0 and Day 42 (from 4 April to 16 May),

and between Day 400 and Day 412 (from 9 to 21 May), the
measured volumetric water contents increased significantly
because of snowmelt and exceeded a degree of saturation
Sr = 70% in some cases (porosity of the FCL = 0.30). Sim-
ulations differed significantly during this period because the

snow cover was not simulated in the models. However, these
large discrepancies lasted only for a few days and measured
volumetric water contents decreased rapidly (within 5 d after
the peak) to values around 0.11. During winter (Days 245–
390), measured volumetric water contents decreased continu-
ously because (a) there was no infiltration in the experimen-
tal waste rock pile (frozen surface), and (b) water contents
probes only measured liquid water (Guo et al., 2018). Simu-
lated water contents, however, remained around 0.07 because
frost was not simulated in the models.
During summer 2016 (Days 50–241) and 2017 (Days 418–

523), numerical simulations reproduced well the measured
water contents variations, especially for P2 and P6, where the
difference between the measured and simulated water con-
tents never exceeded 0.02 (i.e., less than the precision of the
GS3 sensors; Figure 8). Measured and simulated water con-
tents variations were also very similar for P1 and P3, with dif-
ferences generally less than 0.01 between Day 67 and Day 195
(Figures 8d, f). Larger precipitation events (such as the 3 d
of precipitations observed on Day 195) sometimes induced a
significant increase of the water contents (from 0.12 to 0.18)
in the field, which was not always very well reproduced by
the simulations (from Day 195 to Day 197). However, such
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T A B L E 4 Initial and bound values applied to the FCL sand during the optimization process. ksat : Saturated hydraulic conductivity, α𝑣𝐺, 𝑛𝑣𝐺:
van Genuchten (1980) fitting parameters

Bounds Thickness ksat αvG nvG Saturated water content
m m s−1 m−1

Low bound 0.50 2.2 × 10−5 0.10 1.05 0.20

Initial value 0.70 9.0 × 10−5 2.44 3.89 0.30

High bound 1.12 1.0 × 10−3 56.23 25.12 0.40

Note. ksat, saturated hydraulic conductivity; αvG and nvG, van Genuchten (1980) fitting parameters.

F I G U R E 9 Calibrated and optimized water retention curves of the simulated materials. FCL, flow control layer

differences were limited to 5 d during summer 2016, and
simulated water contents were otherwise very similar to mea-
sured results (<0.02 difference). The simulated wetting front
arrival times at sensors P1 to P6 after each precipitation event
were also very close to measured ones, with a maximum delay
of 0.7 d. Differences between measured and calibrated water
contents for sensor P4 were larger and around 0.04, which was
consequent with the differences observed during calibration
(see above). Also, water contents at sensor P5were well repro-
duced during 2017 (see above) but were a bit less good dur-
ing summer 2016, where measured water contents had a lower
value around 0.07 and the peaks were limited with an ampli-
tude of 0.01. On Day 442 (20 June 2017), an impermeable
cover was installed at the surface of the experimental waste
rock pile, therefore preventing any infiltration. During this
period, measured and simulated water content tended to the
same residual water content value of 0.07 after 60 d, indicat-
ing that the simulations reproduced well the drainage behavior
of the FCL. For P3 and P4, the residual value of water con-
tent was slightly greater (0.09), which could correspond to a
somewhat higher water retention capacity around those two
locations.

Overall, the automated calibration of the numerical simu-
lations based on only a few characteristic points (times t1, t2,
and ta at different locations) during large infiltration tests I-
C and I-D appeared efficient to simulate the hydrogeological
behavior of the experimental waste rock pile.

5 FCL DESIGN OPTIMIZATION USING
THE AUTOMATED BLACK-BOX
APPROACH

The new automated calibration approach proposed here could
also be used to optimize FCL design (such as material prop-
erties and cover thickness) to improve reclamation efficiency.
This time, instead of using measured volumetric water con-
tents to back calculate the in situ hydrogeological properties
of the variousmaterials, the algorithmwas adapted to evaluate
the properties of the FCL that would contribute to maximize
the deviation of infiltration and minimize the infiltration of
water in the reactive waste rock.
The algorithm was therefore adapted to compute water out-

flow in each lysimeter (instead of water contents variations
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F I G U R E 1 0 Water contents simulated 0.57 m below the surface obtained for the optimized hydrogeological properties. Time 0 corresponded
to the start of test I-C

and arrival times in the calibration presented above), and the
new objective was to minimize the sum of the outflows in
lysimeters 1–5 (0–50 m). The cumulative volume was com-
puted during the 7 d that followed the large infiltration test I-C.
The new parameters adjusted by the black-box function were
the thickness and the hydrogeological properties of the FCL
(Table 4). The range of tested properties was chosen to respect
practical and operational constraints. For example, considered
FCL thicknesses were comprised between 0.4 and 1.4 m, and
the FCL hydrogeological properties corresponded to realistic
and easily available materials in this region. Input variables
remained the same as in the previous simulations and included
the saturated hydraulic conductivity, and the van Genuchten
(1980) fitting parameters αvG and nvG. The porosity of the
sand was also added along the input variable into the opti-
mization process. Waste rock properties were kept constant
during optimization and only the properties of the FCL were
adjusted. The crushed anorthosite layer was removed to sim-
plify the optimization process. Optimization was carried out
for large infiltration tests I-C and I-D and then evaluated for a
longer time (4 Apr. 2016 to 13 Sept. 2017).
Optimization showed that a material with a hydraulic con-

ductivity of 1 × 10−3 m s−1 would be the most adapted mate-
rial to build the FCL. The optimal porosity would be 0.265,
and the air entry value and water entry value should be 8 and
22 kPa, respectively (Figure 9). This optimal material would
be finer compared with the sand used on the experimental
waste rock pile. Also, its air entry value would be greater than
the waste rock water entry value (as recommended in previous
research on a cover with capillary barrier effects; Broda et al.,
2017; Fala et al., 2005; Ross, 1990). With this material, the
optimum FCL thickness would be 0.77 m, which is slightly

thicker than the one installed on the experimental waste rock
pile.
The effectiveness of this optimum solution was 100%, cor-

responding to zero water flow in lysimeters 1–5. The cumula-
tive outflow at the drainage face (x = 60 m) 7 d after test I-C
was 18 m3, which corresponded to 67% of the water applied
at the surface of the experimental waste rock pile during test
I-C (in other words, 67% of the infiltrated water was deviated
laterally along the FCL). The maximum suction on the waste
rock-FLC interface was 11 kPa, which was greater than the
water entry value of the waste rock (6 kPa). The wetting front
arrival time in the FCL 0.57 m below the surface during test I-
C was around 9.84 h, which was faster than the measured and
calibrated results (Table 3). The peak value increased with
the distance along the slope, with a maximal water content
at P5 (0.22), which was greater than P4 (0.21) to P1 (0.18)
(Figure 10), therefore indicating some water accumulation
along the FCL. The drainage was slower than measured and
tended to a linear trend towards P6 corresponding to a slow
vertical infiltration and important retention of water above the
interface with the waste rock. The water contents simulated
for sensors P1 to P6 were always above 0.15, thus maintain-
ing the hydraulic conductivity of the FCL above 5 × 10−5 m
s−1, which explains the effective diversion and the large vol-
umes of water leaving the boundary of x = 60 m.
Optimization results were evaluated on a longer period

between 4 Apr. 2016 and 13 Sept. 2017 (Figure 11a). The gen-
eral trends of the water content variations were similar to tests
I-C and I-D, also indicating increasing water contents along
the FCL. For example, the simulated water content at P5 was
up to 0.04 greater than at P1. During the simulated 17 mo,
609 m3 of water were applied on the top boundary resulting in
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F I G U R E 1 1 (a) Simulated water contents at 0.57 m with the optimized hydrogeological design between 4 Apr. 2016 and 13 Sept. 2017.
Precipitations (in gray) and large-scale infiltration tests (in red) are also shown. (b) Cumulative water volume at each lysimeter after 17 mo of
simulations. x = 60 m corresponds to the lateral outflow exiting the experimental waste rock pile. Note that both cumulative water volumes and
recovery percentages are given in logarithmic scales

a total lateral deviation of 446 m3 (73%). Less than 0.012 m3

were observed in the lysimeters so the majority of the remain-
ing 163 m3 of water was stored for the major part inside
the FCL where only 53 m3 was stored inside the waste rock
(Figure 11b). Overall, the optimized design seemed promising
by proposing an effective FCL during the 17 mo of the numer-
ical simulation. Additional simulations would, however, be
required to validate this design for other types of climatic con-
ditions and to take into account climate change effects.

6 DISCUSSION

Calibrations of hydrogeological numerical simulations of
waste rock piles were typically carried out manually in pre-
vious research (Demers et al., 2013; Ramasamy et al., 2018).
This approach generally gave good results but was time con-
suming and subjected to interpretation bias. The automated
approach developed in this study could improve and accel-
erate the calibration process. The calibration algorithm was
based on a limited number of sensors (five water content
probes in the FCL and four others in the waste rock), a few
characteristic values (two values per probe in the FCL and
one value per probe in the waste rock for each infiltration
event) and only two large infiltration test results. Calibration

was deemed satisfactory and calibrated simulations were able
to reproduce relatively well water content variations.
The main differences between calibrated and measured

water contents were limited to a few probes and some par-
ticular periods. These local discrepancies could be explained
by heterogeneities and local variations of the hydrogeologi-
cal properties (particle size distribution, porosity). Calibration
could be improved by dividing eachmaterial into subgroups to
reproduce local changes and variability (Ababou et al., 1989).
Calibration considered input parameters (hydraulic con-

ductivity and van Genuchten [1980] fitting parameters αVG,
𝑛VG) as independent variables, whereas in practice they are
correlated (Aubertin et al., 2003; Hollenbeck& Jensen, 1998).
Calibration could therefore have been improved by resolv-
ing the black-box using particle size distribution properties
as entry values or by using analytical solutions to link particle
sizes and hydrogeological properties (Aubertin et al., 2003;
Chapuis & Aubertin, 2003; Hillel, 1998). Such approach
could also contribute to select best fitted solutions in case
of nonunique solutions (i.e., limit the risk for solutions that
wouldmatch themeasurements but represent unrealistic prop-
erties).
Increasing the number of selected characteristic points on

the resulted water content curves could also have contributed
to improving the calibration. However, an increase in the
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characteristics point may increase their variance resulting in
underfitting. An underfitting variation could also appear after
a poor quality of the spectral filter due to the small varia-
tions that could decrease the representativity of the character-
istic points. Constraining more input variables could also be
a solution to decrease the uncertainties during the calibration
process and increase the representativity of the characteristics
points (Nearing & Gupta, 2018).
Finally, the black-box algorithm has several other com-

putational options and capacities that were not used in this
research. For example, a bi-objective algorithm could be
defined as an account for both water contents variations and
water outflows at the same time. A similar approach was for
example used in hydrology to reproduced runoff and water
infiltration along with the groundwater behavior, allowing
significantly more precise numerical simulation calibration
(Turunen et al., 2020). Also, a sensibility analysis of the input
variables could contribute to define more accurate poll search
and mesh size parameters, thus reducing computational times
and improving (Audet & Kokkolaras, 2016).

7 CONCLUSION

An experimental waste rock pile was built at the Lac Tio mine
site to evaluate the performance of an inclined FCL to con-
trol water infiltration and limit contaminated mine drainage
generation. Water content measurements during two large
infiltration tests were used to calibrate numerical simulations
using an automated black-box algorithm. Calibrated simula-
tions were able to reproduce the hydrogeological behavior
of the experimental waste rock pile during the tests and for
17 mo of field monitoring. The persistent differences were
probably related to local heterogeneity or variation of the
hydrogeological properties, whereas the procedure using the
black-box approach remains promising and flexible. The auto-
mated calibration approach was, then, also adapted to opti-
mize the FCL design. Results showed that water deviation
could be improved by automatically modifying the thickness
and the hydrogeological properties of the FCL, to propose
an ideal result of 100% efficiency. More generally, the opti-
mization process proposed in this article could facilitate min-
ing reclamation design and hydrogeological numerical sim-
ulations calibration for a broad range of cover systems and
climatic conditions.
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