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The dynamics of non-interacting, ultracold alkali atoms in the presence of

counter-propagating lasers (optical lattice systems) is considered theoretically. The

center of mass motion of an atom in such a system can be described by an effective

Hamiltonian of a relatively simple form. Modulation of the laser fields implies a

parametric variation of the effective Hamiltonian’s eigenvalue spectrum, under which

avoided crossings may occur. We investigate two dynamical processes arising from

these near-degeneracies, which can be manipulated to coherently control atomic

motion. First, we demonstrate the mechanism for the chaos-assisted, or multiple-

state, tunneling observed in recent optical lattice experiments. Second, we propose

a new method for the coherent acceleration of lattice atoms using the techniques of
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stimulated Raman adiabatic passage (STIRAP). In each case we use perturbation

analysis to show the existence of a small, few level, subsystem of the full effective

Schrödinger equation that determines the dynamics.
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Chapter 1

Introduction

Over the past twenty years, a wealth of theoretical and experimental techniques have

been developed which allow for the coherent manipulation of neutral atoms with

laser fields. The techniques of laser cooling and trapping, for which a Nobel Prize

was given in 1997 (see [14; 70] and references therein), have allowed for the isolation

of atoms from thermal effects which had previously made their study impossible. In

fact, modern techniques allow for the preparation of a non-interacting cloud of alkali

atoms with an effective temperature well below the single photon recoil temperature

kBTr ≡ (~kL)2/2M (kL is the wavevector of the laser used for cooling and trapping

and M is the mass of the atom) [40; 6]. Once cooled and trapped, pairs of laser fields

can be applied to the cloud of atoms to form a one-dimensional “optical lattice” in

which the center of mass dynamics of an individual atom is described by an effective

Hamiltonian with a relatively simple form [27]. This system is therefore a laboratory,

or more precisely an ensemble of laboratories, for studying the dynamics of a single

quantum particle. It is this laboratory which will be the focus of the theoretical

work presented here.

The effective Hamiltonians we will study in this dissertation, and the optical

lattice systems which they describe, will be one-dimensional and time-dependent,
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consisting of a kinetic energy term for the center of mass atomic motion plus an

effective potential describing the atom-lattice interaction (see Chapter 2). Because

of the harmonic nature of the laser fields creating the optical lattice, the effective po-

tentials will be periodic in both space and time. Additionally, the cooling techniques

mentioned above allow for the preparation of a cloud of atoms with very nearly zero

momentum when compared to the two-photon interaction with the lattice lasers.

Therefore, solutions of the effective Schrödinger equation will be spatially-periodic

functions which can be written in the Floquet form of a time-periodic function mul-

tiplied by an exponential in time (see Chapter 3). It will be shown that the dynamics

can then be described by a “time-independent” Floquet Hamiltonian, which acts in

an extended Hilbert space with time considered to be an additional coordinate. The

eigenvectors and eigenvalues of this Floquet Hamiltonian will serve as the dynamical

structure in which we study atoms trapped in the optical lattice.

The focus of this dissertation will be on the quantum dynamics of systems for

which the eigenvalues of the Floquet Hamiltonian are nearly degenerate. These near

degeneracies can occur at chance avoided crossings, where the adiabatic variation

of a parameter in the Floquet Hamiltonian (induced by variation of the laser ampli-

tudes) brings two or more eigenvalues into near intersection. Alternatively, a near

degeneracy can be consciously created by harmonically coupling the eigenvalues of

an “unperturbed” system (e.g. Rabi oscillations). These two types of eigenvalue

interactions provide the underlying mechanism for the two quantum phenomena we

analyze in this work; the former allows for “chaos-assisted tunneling” and the lat-

ter for the coherent acceleration of atoms by stimulated Raman adiabatic passage

(STIRAP).

The dissertation is organized as follows. The derivation of an effective Hamil-

tonian for atoms in an optical lattice is given in Chapter 2, with a description of

some experimentally achievable effective potentials. Chapter 3 contains a description
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of the primary theoretical tools for the quantum and classical analysis of effective

Hamiltonians. Floquet theory is presented in detail, including a description of the

extended Hilbert space and analysis utilizing the Floquet matrix approach. A brief

overview of classical Hamiltonian systems and the approach to chaos is also given

in this chapter, as well as a technique for comparing the “phase space dynamics”

of quantum systems to their classical counterparts. An example system is used to

demonstrate the techniques. The main original results of this dissertation are pre-

sented in Chapters 4 and 5, which contain the analysis of chaos-assisted tunneling

in an optical lattice experiment and the proposal of a new technique for coherent

acceleration of lattice atoms, respectively. A few appendices have been included

either to provide reference on a particular subject or to separate a section of the

analysis from the main body in the interest of continuity.

In the remaining part of this introductory chapter, we discuss a few simple

examples of quantum dynamics in the vicinity of eigenvalue degeneracies. Although

the processes are well-known and the presentation is heuristic, reviewing these simple

model systems here will allow us to present many concepts essential to the work in

the following chapters without the need for much technical machinery. Our purpose

in this presentation is to unite the dynamics of three familiar quantum systems: two-

state tunneling, avoided crossings of eigenvalues, and Rabi oscillations. Specifically,

it will be seen that the model system of an avoided crossing can be used to describe

the other two phenomena exactly. The importance of that fact in the context of

this dissertation is that the dynamical processes of chaos-assisted tunneling and

STIRAP-like transitions for cold atoms have an underlying universality in the near-

degeneracy of eigenvalues.
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1.1 Dynamics in nearly-degenerate model systems

The simplest investigations of quantum mechanical phenomena involve two and

three-level model systems. Without doubt, these are crude approximations of the

full energy structure of most quantum mechanical objects. However, for single-

particle systems (or collections of non-interacting particles, like the optical lattice

systems considered in this dissertation) many interesting quantum mechanical pro-

cesses observed in the full system dynamics can be reduced to exactly these models

in the limit of some small perturbation. For systems which cannot be described

with perturbation theory, these models can often be used as an approximate guide

for understanding the dynamics.

The connection of these models to degeneracies in eigenvalue spectra is intrin-

sic. In the perturbation approach, sets of unperturbed eigenstates with degenerate

or nearly degenerate eigenvalues must be considered collectively when constructing

a zeroth-order eigenstate of the perturbed system (the well-known method of “de-

generate perturbation theory”). Thus, the intersection or near-intersection of two

or three unperturbed eigenvalues leads to two or three-level Hamiltonian matrices

in the perturbed system, which are isolated subsystems of the full dynamics in the

limit of small perturbation. In a more general system, not readily described by a

perturbation approach, an isolated avoided crossing of two eigenvalue curves under

the variation of a parameter can be modeled by a two-level system. Each avoided

crossing can be associated to nearby degeneracies (branch points) of the complex

energy surface, when the parameter is allowed to take complex values [86; 87; 32; 33].

The focus of this section is on the dynamical evolution of states involved in

near-degenerate interaction. It will be seen that the presence of near-degeneracies

in the eigenvalue spectrum introduces Schrödinger’s cat-like superpositions of un-

derlying basis states. This is most obvious in the case of avoided crossings, where

eigenstates in the region of interaction are superpositions of the two associated eigen-
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Figure 1.1: An example of two-state tunneling. The two lowest energy eigenstates of
a symmetric double well potential are an opposite-parity, nearly-degenerate doublet.
A state prepared in either the left or right well, constructed as a superposition of
these two eigenstates, will oscillate between the two wells with frequency propor-
tional to the energy spacing ∆.

states asymptotically far from the avoided crossing. What makes these interactions

interesting is that the underlying basis states are often of the type easily explained

classically (e.g. via semi-classical quantization methods [75; 18; 41; 30]) and the

superposition of such states leads to purely quantum behavior. The most familiar

dynamics of this type is two-state tunneling (see next section), where the prepara-

tion of a state in one-side of a double well potential leads to oscillatory tunneling

between the wells. Other examples include chaos-assisted tunneling and stimulated

Raman adiabatic passage which are the focus of this dissertation.

1.1.1 Two-state tunneling

Perhaps the most familiar quantum mechanical process related to near-degeneracies

in eigenvalue spectra is that of two-state tunneling. This phenomenon is a common
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example in elementary studies of quantum mechanics because it provides such a

simple description of fundamentally non-classical dynamics: quantum states which

can be described classically as “contained” in some region of phase space by energetic

or dynamical barriers (i.e. KAM tori) evolve unhindered through these barriers. Our

reason for presenting this model here, however, is that its existence is a necessary

condition for the process of “chaos-assisted tunneling” described in Chapter 4.

The symmetric double-well potential, shown in Figure 1.1, is a typical system

in which two-state tunneling occurs. The lowest energy eigenstates of this system are

an opposite-parity doublet {|e〉, |o〉}, which have a small energy splitting ∆ ≡ Eo−Ee

determined by the height of the barrier at x = 0. We can define two states

|±〉 =
1√
2

(|e〉 ± |o〉) , (1.1)

which are localized primarily in either the right or left well at ±x0. A quantum

state initially localized in the left well (|ψ(t = 0)〉 = |−〉), will undergo an oscillatory

evolution

|ψ(t)〉 =
1√
2

(
e−i Eet

~ |e〉 − e−i Eot
~ |o〉

)
=

1√
2
e−i Eet

~

(
|e〉 − e−i∆t

~ |o〉
)
,

(1.2)

such that |ψ(t = ~π/∆)〉 ∼ |+〉 and the tunneling frequency of complete oscillation

is ωtun = ∆
~ .

It will be useful, for comparison to the systems in the following sections, to

look at the (two-level) Hamiltonian for this system. In the basis of eigenstates, the

Hamiltonian matrix Ht is of course diagonal. A unitary transformation to the basis
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{|±〉} can be made, yielding the transformed Hamiltonian

H ′
t = UHtU

† =
1
2

 1 −1

1 1

  Ee 0

0 Eo

  1 1

−1 1


=

1
2

 2Eavg ∆

∆ 2Eavg

 ,

(1.3)

where Eavg = (Ee +Eo)/2. When viewed in this basis, one can see that the energy

splitting of the two eigenstates may be termed a tunneling coupling of the states

|±〉.

1.1.2 Avoided crossings

We will now consider avoided crossings of energy eigenvalues. It was first shown

by von Neumann and Wigner that the variation of a single parameter in a finite-

dimensional, general Hermitian matrix cannot create degeneracies in the eigenvalue

spectrum ([84]; an outline of their proof is given in Appendix B). A matrix is con-

sidered “general” if there are no relations between the matrix elements other than

Hermiticity. For instance, if a Hamiltonian has a discrete symmetry of some kind,

i.e. it commutes with a parity operator, then it would not be considered general;

eigenvalues of opposite parity may cross freely. The eigenvalues of a quantum system

without such symmetries, however, or the subset of eigenvalues with the same sym-

metry properties, will undergo avoided crossings when a single parameter is varied.

We will see in this section that these avoided crossings induce a coherent “mixing”

of state character which allows for dynamics very similar to the two-state tunneling

considered in the previous section.

The two-level model Hamiltonian of an avoided crossing that we will consider
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can be written in some basis {|±〉} as

H ′
ac =

1
2

 X ∆

∆ −X

 ; X = a κ , (1.4)

where a and ∆ are positive constants and H ′ is parameterized by −∞ < κ <∞ [88].

We can interpret this system as an unperturbed Hamiltonian under which the two

basis states have eigenvalues ±a
2 κ, plus an off-diagonal constant coupling matrix.

The two eigenvalues of H ′ are strictly positive or negative for all values of κ,

Ee ≡ +
1
2

√
X2 + ∆2 and Eo ≡ −1

2

√
X2 + ∆2 , (1.5)

and we will write the associated eigenvectors as |e(κ)〉 and |o(κ)〉, respectively (the

designation of these states as “even” and “odd” will become clear in what follows).

It is easy to see that the closest approach of the eigenvalues, at κ = 0, is ∆. We

can transform the Hamiltonian into the basis of the eigenvectors at this position

{|e(κ = 0)〉, |o(κ = 0)〉} by the inverse of the unitary transformation performed in

the previous section:

Hac ≡ UH ′
acU

† =
1
4

 1 1

−1 1

  X ∆

∆ −X

  1 −1

1 1


=

1
2

 ∆ −X

−X −∆

 .

(1.6)

Writing the eigenvectors as

|e(κ)〉 = ce1(κ)|e(κ = 0)〉+ ce2(κ)|o(κ = 0)〉

|o(κ)〉 = co1(κ)|e(κ = 0)〉+ co2(κ)|o(κ = 0)〉 ,
(1.7)

8



and using the eigenvalue equation for H, we find that as κ→ −∞

lim
κ→−∞

ce1
ce2

= lim
κ→−∞

X

∆−
√
X2 + ∆2

= 1

lim
κ→−∞

co1
co2

= lim
κ→−∞

X

∆ +
√
X2 + ∆2

= −1 ,
(1.8)

and, as κ→∞,

lim
κ→∞

ce1
ce2

= −1

lim
κ→∞

co1
co2

= 1 .
(1.9)

Using the unitary transformation above, we can write

|e(κ = 0)〉 =
1√
2

(|+〉+ |−〉)

|o(κ = 0)〉 =
1√
2

(|−〉 − |+〉) ,
(1.10)

and, considering the above limits, we find that

κ→ −∞ κ = 0 κ→∞

|e(κ)〉 : |−〉 → 1√
2
(|−〉+ |+〉) → |+〉

|o(κ)〉 : −|+〉 → 1√
2
(|−〉 − |+〉) → |−〉 .

(1.11)

So we see that, as the eigenstates pass through the avoided crossing, they exchange

character (see Figure 1.2).

Given the designation of “even” and “odd” it is easy to see that at κ = 0

the eigenstates have the same form as the two-state tunneling model (here, these

states are an even and odd superposition of the asymptotic eigenstates). Therefore

the time evolution of a system at κ = 0, will be identical to that of two-state

tunneling: a state prepared in |+〉 (|−〉) will evolve to |−〉 (|+〉) in time ~π/∆, with

a tunneling frequency of oscillations ωtun = ∆/~. By considering κ 6= 0, we can

9
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Figure 1.2: The eigenvalues of the avoided crossing model system as a function of
the parameter κ (a = 1;∆ = 0.5). The eigenvalues when ∆ = 0 are plotted as dotted
lines. Eigenstate character, in the basis {|+〉, |−〉} is as indicated by the arrows.

obtain a generalization of the two-state tunneling phenomenon.

The asymptotic behavior seen in Eq. (1.11) suggests assigning an angu-

lar dependence to the eigenstates in the {|+〉, |−〉} basis. Specifically, if we write

|e(κ)〉 = ce+(κ)|+〉 + ce−(κ)|−〉, then the functional dependence on κ can be seen as

a rotation in this basis:

|e(κ)〉 =

 ce+(κ)

ce−(κ)

 = R(θ[κ])

 ce+(κ = 0)

ce−(κ = 0)


with R(θ[κ]) =

 cos(θ[κ]) sin(θ[κ])

− sin(θ[κ]) cos(θ[κ])

 ,

(1.12)

where the dependence θ[κ] is thus far unknown. Using the same rotation to express

10
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Figure 1.3: Representation of the eigenvectors of the avoided crossing Hamiltonian
in the basis {|+〉, |−〉} (plotted on the unit circle). The κ dependence of these
eigenvectors can be represented by a rotation −π/4 < θ < π/4 from the κ = 0
position.
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|o(κ)〉, we obtain

 ce+(κ)

ce−(κ)

 =
1√
2

 cos(θ[κ]) + sin(θ[κ])

cos(θ[κ])− sin(θ[κ])

 (1.13)

and  co+(κ)

co−(κ)

 =
1√
2

 sin(θ[κ])− cos(θ[κ])

cos(θ[κ]) + sin(θ[κ])

 . (1.14)

The representation of the eigenvectors in this manner is shown in Figure 1.3. Con-

sidering Eq. (1.11), we assume that the dependence takes the following form,

κ[θ] = A tan(2θ) , (1.15)

implying that cos(2θ) = A/
√
κ2 +A2 and sin(2θ) = κ/

√
κ2 +A2. Equating the

ratio of the coefficients in Eq. (1.13) to the same ratio determined by solution of

the eigenproblem of H ′, we find

ce+
ce−

=
1 + sin(2θ)

cos(2θ)
=
X +

√
X2 + ∆2

∆

κ+
√
κ2 +A2

A
=
κ+

√
κ2 +

(
∆
a

)2

∆
a

.

(1.16)

showing that our hypothesis was correct and A = ∆/a. The analogous procedure

for the coefficients of |o(κ)〉 confirms this result.

We can now consider the dynamics of a system at κ 6= 0. Defining the

following functions

f(κ) =
1√
2

[cos (θ[κ]) + sin (θ[κ])]

g(κ) =
1√
2

[cos (θ[κ])− sin (θ[κ])] ,
(1.17)
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and using Eqs. (1.13) and (1.14), we can write the asymptotic eigenstates as

|+〉 = f(κ)|e(κ)〉 − g(κ)|o(κ)〉

|−〉 = g(κ)|e(κ)〉+ f(κ)|o(κ)〉
(1.18)

for any κ. If we consider a state prepared at t = 0 in |+〉, the time evolution of that

state will take the form

|ψ(t)〉 = e−
iEe(κ)t

~ f(κ)|e(κ)〉 − e−
iEo(κ)t

~ g(κ)|o(κ)〉

= e−
iEe(κ)t

~

[
f(κ)|e(κ)〉 − e−

i(Eo(κ)−Ee(κ))t
~ g(κ)|o(κ)〉

]
.

(1.19)

Clearly, this state will have oscillatory evolution with oscillation frequency ωtun(κ) ≡

∆(κ)/~ where ∆(κ) ≡ Ee(κ) − Eo(κ). However, unlike the two-state tunneling

phenomenon, a complete oscillation to |−〉 will not occur. Rewriting the above

equation in terms of |±〉,

|ψ(t)〉 = e−
iEe(κ)t

~

{[
f2(κ) + g2(κ)e

i∆(κ)t
~

]
|+〉

+
[
f(κ)g(κ)− f(κ)g(κ)e

i∆(κ)t
~

]
|−〉

}
, (1.20)

we see that the occupation probability of state |−〉,

|c−|2 = 2f2(κ)g2(κ)
[
1− cos

(
∆(κ)t

~

)]
=

1
2

cos2 (2θ[κ])
[
1− cos

(
∆(κ)t

~

)]
=

1
2

∆2

(aκ)2 + ∆2

[
1− cos

(
∆(κ)t

~

)]
,

(1.21)

has an maximum value which is less than unity for κ 6= 0. Some examples of this

evolution are shown in Figure 1.4.

13



 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 0  0.5  1  1.5  2  2.5  3

|c
-|2

t (T=2π/ωtun)

κ=0

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 0  0.5  1  1.5  2  2.5  3

|c
-|2

t (T=2π/ωtun)

κ=0
κ=∆/2a

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 0  0.5  1  1.5  2  2.5  3

|c
-|2

t (T=2π/ωtun)

κ=0
κ=∆/2a

κ=∆/a

Figure 1.4: Evolution of the occupation probability of |−〉 for a state initially pre-
pared as |ψ(t = 0)〉 = |+〉, plotted as a function of time measured in units of
2π/ωtun(κ = 0). Full oscillation between the two states is observed at κ = 0 (solid
line), while the dynamics of a system at |κ| = ∆

2a ,
∆
a allows for only an incomplete

inversion.
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1.1.3 Rabi Oscillations

As a final section of this introductory chapter, we briefly consider the phenomenon

of Rabi tunneling, i.e. periodic oscillations in a two-level system, induced by a

coherent, mono-chromatic coupling field which has been tuned to the energy spacing

of the levels. The Hamiltonian for such a system can be written in the dipole

approximation as

HR(t) = E+|+〉〈+|+ E−|−〉〈−| − dE0 cos(Ωt) [ |+〉〈−|+ |−〉〈+| ] , (1.22)

where E0 is the electric field amplitude of the coupling laser field, d is the matrix

element of the dipole operator d ≡ 〈+|d̂|−〉 = 〈−|d̂|+〉, and Ω is the frequency of

the laser’s electric field. The energy spacing of the two levels will be written in

terms of the frequency ω0 = (E+ − E−)/~. In what follows, we show that this

Hamiltonian can be written in exactly the form of the avoided crossing Hamiltonian

of the previous section.

A time-dependent unitary transformation,

i~
∂

∂t
|ψ(t)〉 = Ĥ|ψ(t)〉

→ i~
∂

∂t

[
Û(t)|ψ(t)〉

]
=

[
Û(t)ĤÛ †(t) + i~

∂Û

∂t
Û †

] [
Û(t)|ψ(t)〉

]
,

(1.23)

yields a transformed Hamiltonian of the form

Ĥ ′ ≡ Û(t)ĤÛ †(t) + i~
∂Û

∂t
Û † . (1.24)

Thus, by using Û1(t) = exp [i/~ (E+|+〉〈+|+ E−|−〉〈−|) t], we can eliminate the
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zero-field evolution, resulting in a new Hamiltonian

Ĥ ′
R = −dE0 cos(Ωt)

[
eiω0t|+〉〈−|+ eiω0t|+〉〈−|

]
= −dE0

2

[(
ei(ω0+Ω)t + ei(ω0−Ω)t

)
|+〉〈−|+

(
e−i(ω0−Ω)t + e−i(ω0+Ω)t

)
|−〉〈+|

]
.

(1.25)

At this point it is customary to make the rotating wave approximation and disregard

the rapidly oscillating terms (see Section C.1.2). We can then write the Hamiltonian

as

Ĥ ′
R = −dE0

2

[
eiδt|+〉〈−|+ e−iδt|−〉〈+|

]
. (1.26)

where we have defined the detuning of the laser from the transition frequency as

δ = ω0 − Ω. One final time-dependent unitary transformation, using Û2(t) =

exp
[
i
(

δ
2 |−〉〈−| −

δ
2 |+〉〈+|

)
t
]
, results in a time-independent Hamiltonian of the form

Ĥ ′′
R =

~δ
2
|+〉〈+| − ~δ

2
|−〉〈−| − dE0

2
[|+〉〈−|+ |−〉〈+|] . (1.27)

Writing this in matrix form, in the basis {|+〉, |−〉}, we obtain

HR =
~
2

 δ −dE0
~

−dE0
~ −δ

 , (1.28)

which is equivalent to the avoided crossing model when κa = ~δ and ∆ = −dE0.

The “tunneling frequency” of oscillations for resonant tuning of the laser (δ = 0)

is called the Rabi oscillation frequency, ωR ≡ dE0
~ . For near-resonant tuning of the

laser, the dynamics of a particle prepared in either the ground or excited state will

be the same as that shown in Figure 1.4. When δ = ωR (the case of κa = ∆ in

Figure 1.4), the inversion of population is only ∼50 % efficient.
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Floquet analysis of the Rabi system

As a final remark, we mention that the Rabi model system in Eq. (1.28) can

be derived from Eq. (1.26) by means of Floquet theory. Thus, this system can

be used to demonstrate a technique which will be used throughout our analysis

in Chapters 4 and 5: the transformation of a time-periodic Hamiltonian system

to a time-independent one, by the consideration of time as a coordinate rather

than a parameter. We present the method briefly here, reserving a more complete

description for Chapter 3.

The Hamiltonian H ′
R is periodic in time with period T = 2π/δ and therefore

any solution to its associated Schrödinger equation can be written in the form

|ψα(t)〉 = e−i εαt
~ |φα(t)〉 with |φα(t+ T )〉 = |φα(t)〉 , (1.29)

where εα is called the Floquet eigenvalue and |φα〉 the Floquet eigenstate. If this

solution is plugged into the Schrödinger equation, we obtain an eigenvalue equation

for the Floquet Hamiltonian:

ĤF,R|φα〉 =
[
ĤR + q̂

]
|φα〉 = εα|φα〉 , (1.30)

where the operator q̂ and its normalized eigenvectors are defined by the equation

〈t|q̂|q〉 = −i~ ∂
∂t
〈t|q〉 = q~δ〈t|q〉 → 〈t|q〉 =

1√
T

eiqδt (q ∈ Z) . (1.31)

The Floquet Hamiltonian is a Hermitian operator in an extended Hilbert space which

includes time as a coordinate. Defining |n = ±1〉 ≡ |±〉, the states {|n, q〉 = |n〉 ⊗ |q〉}

form a basis in the extended space. In this basis, the Floquet Hamiltonian matrix
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has the form

〈〈n, q|ĤF,R|n′, q′〉〉 = ~qδ δn,n′δq,q′

− dE0

[
δn′,−1δn,+1δq−q′,1 + δn′,+1δn,−1δq−q′,−1

]
, (1.32)

where it is customary to write the inner product in the extended space with double

brackets and we have used

〈q|e±iδt̂|q′〉 =
∫ T/2

−T/2
〈q|t〉e±iδt〈t|q′〉dt = δq−q′,±1 . (1.33)

The central region of this matrix is shown in Figure 1.5, where it is seen to be block

diagonal. Each 2 × 2 block governs the dynamics of a pair of Floquet eigenstates

whose eigenvalues fall in a particular “zone” of width ~δ. It will be shown in Chapter

3 that a physical state |ψ〉 can be described by the Floquet states in any single zone.

Therefore, we may choose any block to understand the dynamics. Any block in

Figure 1.5 is identical to the matrix in Eq. (1.28), up to an additive constant which

will not affect the system dynamics.

It is interesting to note that the Hamiltonian in Eq. (1.22) is also time-

periodic. Therefore Floquet theory could be applied before the rotating wave ap-

proximation is made. In that case, the system is not analytically solvable. However,

if one applies perturbation theory to the resulting Floquet Hamiltonian, the simple

model in Eq. (1.28) can be derived as a subsystem of the full dynamics in the limit

that dE0 → 0. This is precisely the method used in Chapter 5 when deriving a

STIRAP model for atoms in a harmonically modulated optical lattice.
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Figure 1.5: The central section of the infinite-dimensional Floquet Hamiltonian ĤF,R

of the Rabi two-level system in the basis |n, q〉. The matrix is block-diagonal, where
each 2× 2 block (for example the region outlined in bold) corresponds to a “zone”
of Floquet eigenvalues and is dynamically equivalent to the system in Eq. 1.28.
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Chapter 2

Effective Hamiltonians for

ultracold atoms

The object of analysis for the work presented in this dissertation is the effective

Hamiltonian describing the interaction of alkali atoms with a pair (or multiple pairs)

of counter-propagating lasers. These lasers are assumed to be strongly detuned from

a particular electronic transition, which allows for the adiabatic elimination of the

internal energy structure, resulting in the effective Hamiltonian for the center of mass

dynamics of atoms in the ground state of that transition [27]. This Hamiltonian, for

the one-dimensional case of lasers propagating in the x-direction, has the following

form,

Ĥeff (x, t) =
p̂2

x

2m
+ Veff (x, t) , (2.1)

where the effective potential Veff depends on the particular choice of laser frequen-

cies and describes a space and time-dependent “light shift” of the ground state

energy. Because of the harmonic nature of the laser fields, the effective potential

will be periodic in both space and time and we can therefore describe this type of

system as an “optical lattice.” In this chapter we will present a derivation of the
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effective Hamiltonian and provide a few examples of the types of effective potentials

which are achievable.

Although our primary purpose in this dissertation is to analyze quantum dy-

namics in systems of the simple form shown in Eq. (2.1), it must be noted that such

systems would not be possible to study without the myriad developments of modern

laser-cooling techniques over the past 20 years. As is noted by Chu in his review of

the subject, the dipole force responsible for the coherent interaction of atoms and

light is “too feeble even to overcome random thermal motions at room temperature”

[14]. Moreover, the dynamics we hope to describe using the effective Hamiltonian

involve atomic motions on the order of the recoil momentum of the atom. There-

fore, the preparation of an experimental system which is accurately described by

such a Hamiltonian requires cooling atoms below this limit. A description of these

cooling techniques is beyond the scope of this work, though an overview of some

key developments and the theoretical underpinnings are given in Appendix C. The

interested reader is directed to the following references [6; 14; 35; 40; 79].

2.1 Derivation of the effective Hamiltonian

In this section, we show how the effective Hamiltonian can be used to describe

an experimental system of lasers impinging on non-interacting alkali atoms. This

analysis involves the consideration of a two-level subsystem of the atom’s electronic

levels, application of the rotating-wave approximation, and adiabatic elimination of

the excited level, to obtain a spatially and temporally-periodic potential for atoms

in the ground state.

We begin by considering the Hamiltonian of this two level system, in dipole

interaction with a z-polarized classical electric field:

H = Hatom +Hint , (2.2)
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with

Hatom = ~ωat|e〉〈e|+
p2

x

2m
(|e〉〈e|+ |g〉〈g|) , (2.3)

and

Hint = −dEz(x, t) (|e〉〈g|+ |g〉〈e|) , (2.4)

where ~ωat is the energy spacing of the two levels, px is the atomic momentum

operator in the x-direction, and d ≡ 〈e|d̂z|g〉 = 〈g|d̂z|e〉 is the dipole matrix element

coupling the ground state |g〉 to the excited state |e〉. The total electric field am-

plitude Ez(x, t) is assumed to be the superposition of the electric fields due to N

lasers, all polarized along the z direction, so that

Ez(x, t) =
N∑

j=1

E(j) cos
[
(kL +

δkj

2
)x+ σj(ωL +

δωj

2
)t+ φj

]
(2.5)

where E(j) is the amplitude of the jth laser, ωL is a positive reference frequency and

kL its corresponding wavenumber, σj can be ±1, and δkj = δωj/c (the usefulness of

this form will be evident below). We can then write

Ez(x, t) = A(x, t) e−iωLt +A?(x, t) eiωLt , (2.6)

with

A(x, t) =
∑

j

E(j)

2
exp

{
−iσj

[
(kL +

δkj

2
)x+ σj

δωj

2
t+ φj

]}
. (2.7)

Under a time-dependent unitary transformation of the Schrödinger equation, the

Hamiltonian transforms like

H → U H U † + i~
∂U

∂t
U † . (2.8)
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Using the unitary matrix

U = exp [iωL |e〉〈e| t] , (2.9)

to transform to the rotating frame of the laser leaves the Hamiltonian as

H = ~∆|e〉〈e|+ p2
x

2m
(|e〉〈e|+ |g〉〈g|)

− dEz(x, t)
(
|e〉〈g|eiωLt + |g〉〈e|e−iωLt

)
, (2.10)

where ∆ = ωat−ωL is the detuning of the reference laser frequency from the atomic

transition.

Let us now insert Ez from Eq. (2.6) and make the rotating wave approxima-

tion by neglecting terms with high-frequency exponential dependence (i.e. e±i2ωLt).

The Hamiltonian then takes the form

H = ~∆|e〉〈e|+ p2
x

2m
(|e〉〈e|+ |g〉〈g|)− d (A(x, t)|e〉〈g|+A?(x, t)|g〉〈e|) . (2.11)

Writing an arbitrary state |ψ〉 = ψg(x, t)|g〉 + ψe(x, t)|e〉, the Schrödinger equation

can be written

i~
∂ψg

∂t
= − ~2

2m
∂2

∂x2
ψg − dA?(x, t)ψe (2.12)

i~
∂ψe

∂t
= −dA(x, t)ψg +

(
~∆− ~2

2m
∂2

∂x2

)
ψe . (2.13)

Adiabatic elimination of the excited state is performed by assuming that the detun-

ing of the laser ∆ is large enough to allow us to neglect the time and space derivatives

of the excited state. Thus, atoms prepared in the ground state will remain there

and we are left with an effective Hamiltonian for their evolution:

i~
∂ψg

∂t
= Heff ψg ; Heff =

p2
x

2m
− d2|A(x, t)|2

~∆
. (2.14)
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Although we have treated the electric field classically so far, it is interesting to

point out that the effective potential here, commonly called the “light shift,” can be

considered a two photon transition from the ground state to the ground state. The

interaction is treated more rigorously in Appendix C where it can be seen that the

potential results from the absorption of a photon from one laser and the stimulated

emission of a photon due to interaction with the other laser. Because the lasers are

counter-propagating, the atom acquires a two photon momentum “kick.”

2.2 Effective potentials and their experimental achieve-

ment

The particular form of A(x, t), and therefore the effective potential, will depend on

the choice of lasers. In the case of two counter-propagating lasers with equal frequen-

cies, the electric field can be written Ez(x, t) = E0 [cos(kLx− ωLt) + cos(kLx+ ωLt)],

and A(x) = (E0/2) cos(kLx). Therefore the effective Hamiltonian will have the form

of a stationary standing wave

Heff =
p2

x

2m
− d2E2

0

4~∆
cos(2kLx) , (2.15)

where we have neglected a constant offset of the energy. We will call this simplest

type of optical lattice system the quantum pendulum. It should be noted here that,

as long as all pairs of lasers are tuned to approximately the same carrier frequency

ωL, the effective potential will always have periodic spatial dependence with period

2π/(2kL). This is equivalent to saying that momentum transfer between the lattice

lasers and the atoms occurs in discrete units of 2~kL and is a consequence of the

two photon transition described above.

Two counter-propagating lasers with slightly offset frequencies (E(1) = E(2) ≡

E ; δω1 = −δω2 ≡ δω ; σ1 = −σ2; φ1 = φ2 = 0) will produce a traveling periodic
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potential:

Atrav(x, t) =
E

2

{
ei[(kL+ δk

2
)x− δω

2
t] + e−i[(kL− δk

2
)x− δω

2
t]
}

→ |Atrav(x, t)|2 ∼
E2

2
cos(2kLx− δωt) . (2.16)

If we combine these two pairs of lasers, we create an effective potential with

two resonances (a system required for the STIRAP analysis in Chapter 5):

H =
p2

x

2m
− d2E2

2~∆
[cos(2kLx) + cos(2kLx− δω t)] . (2.17)

It is clear, however, that the |A(x, t)|2 for such a system will also contain unwanted

cross-terms, which we have neglected in writing Eq. (2.17). In order to minimize

the effect of these cross terms, we offset the carrier frequency of the second pair of

lasers by some amount ∆ω (E(1) = E(2) = E(3) = E(4) ≡ E ; δω1 = δω2 = 0 ;

δω3 = ∆ω + δω ; δω4 = ∆ω − δω ; σ1 = σ3 = −σ2 = −σ4; and φi = 0 ∀ i), where

ωL >> ∆ω >> δω. This yields,

|Atwo−res(x, t)|2 ∼
E2

2
[cos(2kLx) + cos(2kLx− δωt)

+ cos(∆kx) cos(∆ωt) + cos(2kLx) cos(∆ωt)] , (2.18)

where ∆k = ∆ω/c and we have retained only the highest-order terms in the fre-

quencies and wavenumbers (e.g. δω is neglected in the presence of ∆ω). The last

two terms in this equation present high-frequency oscillations, depending on the

particular value of ∆ω.

As a concrete example, we can consider a system of cesium atoms whose

energy level structure is shown in Figure 2.1. In references [78; 80], the laser light

was detuned by ∆ ∼ 1011Hz from the D2 line (ωL ∼ 1015Hz) and a modulation

of δω ∼ 105Hz was applied to the standing lattice to affect travelling terms in the
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Figure 2.1: The energy structure for cesium atoms. (Reproduced from [10])
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effective potential. Therefore, an offset of the carrier frequency for the second pair

of lasers in the hundreds of MHz will satisfy ∆ >> ∆ω >> δω, and allow one to

safely neglect the last two terms in the square brackets of Eq. (2.18) [73].

2.3 Dimensionless form of the effective Hamiltonian and

spatially periodic solutions

In Chapters 4 and 5, it will be useful to work with dimensionless units. We use this

section to introduce our particular choice of non-dimensionalization and explain why

this is a natural choice given the experimental setup.

As a concrete example system we consider the two-resonance system in Eq.

(2.17) of the previous section. We change to dimensionless variables (p′, x′, H ′, t′,

ω′) as follows. Let p′ = px

2~kL
, x′ = 2kLx, H ′ = 1

4~ωr
H, t′ = 4ωrt, and ω′ = 1

4ωr
δω

where the recoil frequency of an atom is ωr = ~k2
L

2m . The Hamiltonian in Eq. (2.17)

then takes the form

H ′ =
(
p′

)2 + κ
[
cos

(
x′

)
+ cos

(
x′ + ω′t

)]
(2.19)

where κ ≡ − d2E2

4ωr~2∆
. The effective Planck’s constant in the associated Schrödinger

equation is unity. It is important to note that in these dimensionless units, changes

in momentum due to the interaction of an atom with the lasers are integer-valued.

Moreover, experimental techniques allow for the preparation of atoms in a very

narrow range of momentum values with |〈px〉| << 2~kL [40; 78; 80]. Therefore, the

eigenvalues of the dimensionless momentum operator will take only integer values,

i.e. p̂′|n〉 = n|n〉 with n ∈ Z. This discretization of allowed momentum values

implies that solutions of the associated Schrödinger equation are spatially periodic.
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Chapter 3

Theoretical tools

In this chapter we discuss some of the theoretical tools for analysis of the effective

Hamiltonian. The first section concerns Floquet analysis, i.e. the solution of the

Schrödinger equation when the effective Hamiltonian is a periodic function of time.

As we have already mentioned, all of the optical lattice systems we will study in

this dissertation have this property and the tools of Floquet analysis will be vitally

important for the work presented in the final two chapters. In the second section of

this chapter we discuss some methods for comparing a particular quantum system

to its classical analog. This will be important for two reasons. First, many of the

phenomena we will consider in the following chapters are of interest because of their

fundamental departure from classical behavior. The tunneling behavior observed in

the experiment described in Chapter 4 is a purely quantum effect and it will be im-

portant to identify those quantum states which have some classical analog and those

which do not. Similarly, the coherent acceleration of atoms described in Chapter

5 involves the transport of atoms through dynamical barriers in the classical phase

space, but the initial and final states each have simple classical analogs. The second

reason for developing methods to compare classical and quantum systems is to de-

termine the influence of underlying classical phase space dynamics on the quantum
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systems. In the limit of small effective Planck’s constant and integrability of the

classical Hamiltonian this influence is trivial: quantum states lie on the classical

orbit structures. For departures from this limit, however, one can study the in-

fluence of underlying classical chaos on the corresponding quantum dynamics, i.e.

“quantum chaos.”

3.1 Periodic time dependence and Floquet Theory

Here, we present an overview of the techniques used to analyze time-periodic sys-

tems. The foundation of these methods is Floquet’s theorem [22; 59; 77; 76]. Math-

ematically, in a very general sense, the theorem states that the problem of solving

a system of linear, first-order, ordinary differential equations with time-periodic

coefficients can be reduced to solving a system of linear equations with constant

coefficients. For the case of the Schrödinger equation, the theorem can be stated as

follows. Given a Hamiltonian periodic in time with period T , Ĥ(t+T ) = Ĥ(t), any

solution to the corresponding Schrödinger equation can be written in the form

|ψα(t)〉 = e−i εαt
~ |φα(t)〉 with |φα(t+ T )〉 = |φα(t)〉 . (3.1)

The time-periodic state |φα(t)〉 is called a Floquet eigenstate and the real number

εα a Floquet eigenvalue (the latter is sometimes also referred to as a quasienergy or

Floquet eigenphase).

In the following, we present a proof of Floquet theory for the Schrödinger

equation and a description of an extended Hilbert space in which the Floquet states

live. This extended space will allow us to apply all of the tools for studying time-

independent systems to a time-periodic system. Most important for Chapters 4 and

5, we will be able to use the methods of time-independent perturbation theory. As

a final subsection here we present the (t, t′) method as a means of parameterizing
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a Floquet Hamiltonian by time. This separation of time into two independent

variables, which also involves the use of an extended Hilbert space, will allow us in

Chapter 5 to determine “time-evolution” of a Floquet Hamiltonian.

3.1.1 A proof of Floquet theory for the time-dependent Schrödinger

equation

We consider the time-dependent Schrödinger Equation for a system described by a

Hamiltonian which is periodic in both space and time:

i~
∂

∂t
|ψ(t)〉 = Ĥ|ψ(t)〉 ; H(x, t) = H(x, t+ T ) = H(x+ 2π, t) . (3.2)

Writing a solution of this equation in the form

|ψ(t)〉 = exp
[
− iat

~

]
|ψ′(t)〉 , (3.3)

with a ∈ R, we obtain an “eigenvalue equation” for |ψ′〉

Ĥ ′|ψ′(t)〉 ≡
[
Ĥ − i~

∂

∂t

]
|ψ′(t)〉 = a|ψ′(t)〉 . (3.4)

At this point we move from the interpretation of time as a parameter to time as

a coordinate. We therefore work in a composite, or extended Hilbert space R ⊗

T ′ [76; 16], where R is the space of all square-integrable functions f(x) on the

configuration space and T ′ is the space of all functions a(t) with finite
∫∞
−∞ |a(t)|2dt.

The inner product of two vectors |φa〉 and |φb〉 in this space is then defined by

〈〈φa|φb〉〉 ≡
∫ ∞

−∞
〈φa|t〉〈t|φb〉dt =

∫ ∞

−∞
〈φa(t)|φb(t)〉dt , (3.5)

where 〈φa(t)|φb(t)〉 =
∫∞
−∞〈φa(t)|x〉〈x|φb(t)〉dx is the usual inner product in R at a

fixed time. The primed Hamiltonian Ĥ ′ is a Hermitian operation in this space.
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The time-periodicity of Ĥ(t) implies that it commutes with its corresponding

time-evolution operator over a single period ÛT ≡ ÛH(t + T, t). Moreover, in the

composite space, [
Ĥ ′, ÛT

]
= 0 . (3.6)

A fundamental theorem of quantum mechanics tells us that two commuting oper-

ators can be simultaneously diagonalized in the same eigenbasis, i.e. there exists a

basis of solutions to (3.4) such that

Ĥ ′|ψ′〉 = a|ψ′〉 (3.7)

and

ÛT |ψ′〉 = exp
[
ibT

~

]
|ψ′〉 , (3.8)

where the eigenvalue of the unitary time-evolution operator must have modulus one.

We now define a Floquet eigenstate |φ(t)〉 via

|ψ′(t)〉 = exp
[
ibt

~

]
|φ(t)〉 . (3.9)

Acting on this form of |ψ′〉 with the time evolution operator, and using Eq. (3.8),

we find

ÛT |ψ′〉 = exp
[
ibT

~

]
exp

[
ibt

~

]
|φ(t+ T )〉

= exp
[
ibT

~

]
exp

[
ibt

~

]
|φ(t)〉

→ |φ(t+ T )〉 = |φ(t)〉 .

(3.10)

Thus the Floquet state has the time-periodicity of Ĥ(t).
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Finally, we can write any solution to the Schrödinger equation in the form

|ψ(t)〉 = exp
[
− iεt

~

]
|φ(t)〉 ; |φ(t+ T )〉 = |φ(t)〉 (3.11)

where the Floquet eigenvalue (or quasienergy) associated to the eigenstate is defined

as ε ≡ a− b. This proves the claim of Floquet’s Theorem.

3.1.2 The extended Hilbert space

Plugging the Floquet form of a solution into the Schrödinger equation, we obtain

an eigenvalue equation

ĤF |φα(t)〉 ≡
[
Ĥ(t)− i~

∂

∂t

]
|φα(t)〉 = εα|φα(t)〉 . (3.12)

The Floquet Hamiltonian is a Hermitian operator in a new extended Hilbert space

R⊗T [76; 16], where R is again the space of all square-integrable functions f(x) on

the configuration space and T is the space of all time-periodic functions a(t) with

period T and finite
∫ T/2
−T/2 |a(t)|

2dt. The inner product of two vectors |φa〉 and |φb〉

in this space is then defined by

〈〈φa|φb〉〉 ≡
1
T

∫ T/2

−T/2
〈φa|t〉〈t|φb〉dt =

1
T

∫ T/2

−T/2
〈φa(t)|φb(t)〉dt , (3.13)

where 〈φa(t)|φb(t)〉 =
∫∞
−∞〈φa(t)|x〉〈x|φb(t)〉dx is the usual inner product in R. The

Hermiticity of ĤF of course implies that its eigenvalues are real and two Floquet

eigenvectors corresponding to different eigenvalues are orthogonal.

The construction of the extended Hilbert space shows that the label of the

Floquet eigenstates α is shorthand for two quantum numbers. As has been men-

tioned previously, we will consider systems in which solutions are spatially periodic

(see Section 2.3 and the Floquet-Bloch discussion below). This, together with the
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fact that Floquet states are, by definition, periodic in time, implies that α ∈ Z2.

We can select a complete basis {|p, q〉 ≡ |p〉 ⊗ |q〉} in the composite space which, in

the position-time representation, takes the form

〈〈x, t|p, q〉〉 = eipxeiqt (p, q ∈ Z) , (3.14)

where p̂|p〉 = ~p|p〉 and, as in the Introduction, the states |q〉 are the eigenvectors of

q̂ where

〈t|q̂|q〉 = −i~ ∂
∂t
〈t|q〉 = q~ω〈t|q〉 . (3.15)

These basis vectors satisfy 〈〈p, q|p′, q′〉〉 = δp,p′ δq,q′ . The solution to the Schrödinger

equation can therefore be reduced to the diagonalization of the Floquet Hamiltonian

in the basis {|p, q〉}. The consideration of time as a coordinate has transformed the

Schrödinger equation from time-dependent to time-independent.

The Floquet eigenstates have an infinite multiplicity with respect to the

solutions of the Schrödinger equation in the sense that for any Floquet eigenstate

|φ〉 with eigenvalue ε, there exists another solution |φ̃〉 = eiQωt|φ〉 (Q ∈ Z) with

eigenvalue ε̃ = ε + Q~ω. These two Floquet states are, however, associated to the

same physical state, i.e. |ψ〉 ≡ e−iεt|φ〉 = e−iε̃t|φ̃〉. The implication of this fact is that

the dynamics of the physical system can be understood by considering only those

Floquet states whose eigenvalues appear in a single “zone” ε? ≤ ε < ε? +~ω, labeled

by the constant ε?. The zone centered around zero will be called the fundamental

zone.

Floquet-Bloch picture

The complete solution of the Schrödinger equation for a time and spatially periodic

Hamiltonian requires the use of Bloch theory. In the present context, Bloch theorem

states that any Floquet eigenstate φ(x, t) of a spatially periodic Floquet Hamiltonian
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can be written in the form

φk(x, t) = exp
[
ikx

~

]
φ̄k(x, t) ; φ̄k(x+ 2π, t) = φ̄k(x, t) , (3.16)

where the Floquet-Bloch eigenstate |φ̄k
α〉, parameterized by the Bloch vector k ∈ R,

has both the spatial and time periodicity of H(x, t). The proof of this is mathemat-

ically identical to that of Floquet Theorem: the unitary space-translation operator,

defined by T̂2π|x〉 = |x+2π〉, commutes with the Floquet Hamiltonian and therefore

shares an eigenbasis in the composite Hilbert space. Writing our Hamiltonian ex-

plicitly as the sum of a kinetic energy part − ~2

2m
∂2

∂x2 and a (time and space-periodic)

potential V (x, t), we can now write the Schrödinger equation in the form

K̂k(t)|φ̄k
α(t)〉 ≡

[
(k + p̂)2

2m
+ V̂ (t)− i~

∂

∂t

]
|φ̄k

α(t)〉 = εkα|φ̄k
α(t)〉 (3.17)

where we have defined the Floquet-Bloch Hamiltonian K̂k. This operator is Her-

mitian in the composite space Θ ⊗ T , where Θ is the coordinate space of periodic

functions g(θ + 2π) = g(θ), with eigenvectors |φ̄k
α〉 and eigenvalues ε̄kα. This space

has a complete orthogonal basis

〈〈θ, t|p, q〉〉 = eipθeiqt (p, q ∈ Z) . (3.18)

Thus we see that, for a particular value of k, the Floquet-Bloch eigenstates and

eigenvalues will be labeled by a pair of integer quantum numbers and are determined

by diagonalization of the K̂k in some basis of Θ⊗ T .

As was mentioned above and in the previous chapter, the experimental sys-

tems which we will consider are prepared such that the atoms have a very narrow

distribution of momentum expectation. This is equivalent to populating only the

lowest energy Bloch band. Therefore, to a good approximation we can restrict our
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consideration of the full Floquet-Bloch Hamiltonian to the Bloch vector k = 0 such

that K̂k → ĤF .

Parity considerations

If Hamiltonian for a particular time-periodic system commutes with a parity oper-

ator, which can be defined by its action on the momentum eigenket Π̂|p〉 = | − p〉,

then the corresponding Floquet Hamiltonian will also commute with that operator.

Therefore the two operators can be diagonalized simultaneously and the Floquet

eigenstates have definite parity: Π̂|φα〉 = ±1|φα〉. Floquet states with parity eigen-

value +1 will be called even, and those with eigenvalue −1 odd.

3.1.3 “Floquet Matrix” formalism

An arbitrary dynamical state of the system can be expanded, with the use of equa-

tion (3.1), in the basis of Floquet eigenstates,

|ψ(t)〉 =
∑
α

′
Aαe−i εαt

~ |φα(t)〉 , (3.19)

where the “prime” indicates that the sum is restricted to those Floquet states with

εα in a single zone. The expansion coefficients are independent of time and can be

written Aα = 〈φα(0)|ψ(0)〉. Using the time-periodicity of the Floquet eigenstates,

we can then write

|ψ(T )〉 =
′∑
α

e−i εαT
~ |φα(0)〉〈φα(0)|ψ(0)〉 ≡ Û(T )|ψ(0)〉 , (3.20)

showing that the time-evolution operator over a single period T

Û(T ) =
∑
α

′
e−i εαT

~ |φα(0)〉〈φα(0)| (3.21)
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is diagonalized by the Floquet eigenstates at time t = 0. We can determine these

time-strobed Floquet states by constructing the matrix Umm′ ≡ 〈m|Û(T )|m′〉 in

some convenient basis {|m〉} in Θ, truncating this matrix at some appropriate level

m = M where it becomes approximately diagonal (i.e. UMM >> UMm for m 6= M),

and then performing a numerical diagonalization to obtain the |φα(0)〉 and εα (mod

~ω). The mth column of U is obtained by evolving the basis vector |m〉 over one

period T via numerical integration of the Schrödinger equation.

By giving up any knowledge of the time-dependence of a given Floquet state,

using the Floquet matrix is numerically a much more efficient procedure than the

diagonalization of the Floquet Hamiltonian matrix in the extended Hilbert space.

The multiplicity of eigenstates and eigenvalues mentioned in the previous section

makes the knowledge of eigenvalues in more than one zone (which diagonalization

of the Floquet Hamiltonian provides) an unnecessary redundancy. Moreover, since

much of the analysis presented in the following chapters will be focused on the

adiabatic changes of Floquet states under the variation of a parameter, the loss of

time information over a single period will not be vitally important. Therefore, we

use this method of analysis as our primary way of determining the Floquet state

structure of a particular system.

3.1.4 “Evolution” of a Floquet Hamiltonian

In this section, the (t, t′) formalism due to Peskin and Moiseyev [69; 21] is used to

justify the time-parametrization of the model Hamiltonians in Eqs. (5.24) and (5.51)

of Chapter 5. These models are each subsystems of a Floquet Hamiltonian which are

constructed under the assumption that the Schrödinger equation is time-periodic.

The subsequent parametrization of such a system by non-periodic functions of time

therefore requires a more rigorous explanation. Here, we show that a physical system

represented by a Hamiltonian with both periodic and arbitrary dependence on time,
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can be associated to Floquet-like Hamiltonian in an extended Hilbert space where

the periodic time-dependence has been reduced to dependence on a coordinate. This

Hamiltonian is termed “Floquet-like” because its dependence on the coordinate time

is identical to a Floquet Hamiltonian’s dependence on time. The remaining arbitrary

time-dependence of the Floquet-like Hamiltonian determines, via the Schrödinger

equation, a dynamics in the extended space from which the dynamics of the original

system can be recovered.

Consider the Schrödinger equation for a time-dependent Hamiltonian

i
∂

∂t
ψ(x; t) = H(x; t)ψ(x; t) , (3.22)

where x can be considered a single spatial coordinate or a set of coordinates and ~

has been set to unity by non-dimensionalization of the variables. We will associate

to H(x; t) a Hamiltonian of one more coordinate HF (x, t′; t) which is a Hermitian

operator in a larger Hilbert space, extended to include this new coordinate t′. The

relationship between the two Hamiltonians is defined by

HF (x, t′; t) = H̄(x, t′; t)− i
∂

∂t′
, (3.23)

with

H̄(x, t′; t)|t′=t = H(x; t) . (3.24)

Clearly, H(x; t) does not uniquely determine HF (x, t′; t). The time-evolution of a

state ψ̄(x, t′; t) in the extended space is governed by the Schrödinger equation

i
∂

∂t
ψ̄(x, t′; t) = HF (x, t′; t)ψ̄(x, t′; t) , (3.25)
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which can also be written

i

[(
∂

∂t
+

∂

∂t′

)
ψ̄(x, t′; t)

]
= H̄(x, t′; t)ψ̄(x, t′; t) . (3.26)

If we take this equation at the cut t′ = t, it becomes

i
∂

∂t

[
ψ̄(x, t′; t)|t′=t

]
= H(x; t)

[
ψ̄(x, t′; t)|t′=t

]
, (3.27)

where we have used the identity

∂

∂t

[
ψ̄(x, t′; t)|t′=t

]
=

[(
∂

∂t
+

∂

∂t′

)
ψ̄(x, t′; t)

]
t′=t

. (3.28)

Comparing Eqs. (3.27) and (3.22), we see that the evolution of a state in the original

system can be determined by evolution in the extended system using

ψ(x; t) = ψ̄(x, t′; t)|t′=t , (3.29)

and provided the same initial condition

ψ̄(x, t′; t)|t′=t=0 = ψ(x, 0) (3.30)

is used in each space.

We now apply this formalism to STIRAP transitions in the two-resonance

Hamiltonian (see Section 5.4). The evolution plotted in Figure 5.9b was performed

by numerical integration of the Schrödinger equation, using the Hamiltonian

H(x; t) = − ∂2

∂x2
+ κ0 [cosx+ cos(x− ω0t)]

+ λ cosx [κ1(t) cos(Ω1t) + κ2(t) cos(Ω2t)] , (3.31)
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where κ1 and κ2 were given Gaussian time-dependence in order to affect a STIRAP-

like transition. The solid lines plotted in Figure 5.9a, were determined by evolution

of a Schrödinger equation using the time-parameterized three-level model in Eq.

(5.51). Using the above analysis we can show that, modulo the perturbation theory

approximations, these two methods of time-evolution are equivalent. We define a

Hamiltonian in the extended space

H̄(x, t′; t) = − ∂2

∂x2
+ κ0

[
cosx+ cos(x− ω0t

′)
]

+ λ cosx
[
κ1(t) cos(Ω1t

′) + κ2(t) cos(Ω2t
′)
]
, (3.32)

which satisfies Eq. (3.24) for the two-resonance Hamiltonian and has the property

that functions periodic in time are now functions of the extra coordinate, while

the amplitudes of the modulations are functions of the usual time parameter. The

full Hamiltonian in the extended space HF (x, t′; t), defined by Eq. (3.23), has the

same dependence on t′ that the Floquet Hamiltonian in Eq. (5.29) has on time

t. Therefore, the entire perturbation analysis performed on the Floquet Hamil-

tonian in Chapter 5 would proceed in identical fashion on HF (x, t′; t), yielding a

time-parameterized three-level model. If Eqs. (3.29) and (3.30) are satisfied, the

“time-parameterized” Floquet Hamiltonian can be used to determine the physical

evolution.

3.2 Connections to classical dynamics

Thus far, we have not discussed an important application of systems of ultracold

atoms in an optical lattice: investigations of “quantum chaos.” This term demands

a precise definition, since the linearity of the Schrödinger equation in fact forbids

chaotic dynamics of the quantum wavefunction. Therefore, we define “quantum

chaos” to be the study of quantum systems for which the classical analog (determined
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by replacing the position and momentum operators in the Hamiltonian operator with

the classical phase space coordinates) is chaotic.

The simplest type of classical system which can exhibit chaos is one for which

the Hamiltonian is a function of position, momentum and time (so called “one and

a half degree of freedom” systems). For this reason, the effective Hamiltonians

which we consider in this dissertation are particularly suited for quantum chaos

studies. Indeed, many of the archetypal chaotic Hamiltonian systems which have

been the focus of intense study in the field of classical chaos over the past 30 years

are easily obtainable in quantum systems of atoms in an optical lattice. Two notable

examples are the kicked rotor model, which can be considered the continuous-time

generator for the standard map [56] (this was realized experimentally in a system of

ultracold sodium atoms by a group at the University of Texas for studying dynamical

localization of a quantum wavefunction [60]); and the two-resonance Hamiltonian,

studied by Chirikov, Escande and Doveil, and others [13; 19; 74] in their pioneering

works on the approach to chaos (we consider the quantum analog as a basis for

coherent acceleration in Chapter 5).

Our primary tool for comparing classical and quantum systems will be the

Husimi distribution.

3.2.1 Husimi distributions

In subsequent chapters, we will compare the phase space distributions of the time-

strobed Floquet eigenstates |φα(0)〉 to the classical system. We can do this by

introducing the Husimi distribution ρ(x0, p0) [39; 47] of a quantum state |φ〉 on the

classical phase space (x0, p0)

ρ(x0, p0) ≡
1
2π
|〈x0, p0|φ〉|2 , (3.33)
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where the coherent state |x0, p0〉 is defined as an eigenstate of the annihilation op-

erator â = 1√
2
(x̂/σ + iσp̂) with position and momentum expectation values of x0

and p0 respectively. The free parameter σ is set according to the physical system

considered (see below). The representation of such a coherent state in the discrete

(dimensionless) momentum basis {|p〉} is given by

〈p|x0, p0〉 = A exp
[
−σ

2

2
(p− p0)2 − ix0(p− p0)

]
, (3.34)

where A is a normalization factor guaranteeing 〈x0, p0|x0, p0〉 = 1. The action of

the annihilation operator on the coherent state can be used to show that 〈p〉 ≡

〈x0, p0|p̂|x0, p0〉 = p0, 〈x〉 = x0, ∆x = σ/
√

2, and ∆p = (σ
√

2)−1. Thus, the

coherent state is a minimum-uncertainty wave packet, where the free parameter

determines the ratio of its uncertainty in position and momentum, i.e. σ2 = ∆x/∆p.

Reference [47] presents an in-depth discussion on the selection of the parameter σ.

In all Husimi plots shown in subsequent sections, we will set σ = 1.18κ−1/4, a

choice which provides the best association between the quantum pendulum Floquet

eigenstates with parameter κ and the corresponding classical orbits). As we will see,

the Husimi distributions of the Floquet states lie directly on the orbit structures of

the classical phase space.

3.2.2 The pendulum and “quantum pendulum”: A model system

We will consider here the “perturbed pendulum” system described by the Hamilto-

nian

H(x, p, t) = Hpend(x, p) + λV (x, t) ≡ p2 + κ cos(x) + λ [cos(x− ωt) + cos(x+ ωt)] .

(3.35)

The classical phase space of a such a time-periodic one-and-a-half degree-of-freedom

system can be visualized by a strobe plot of the trajectories at times t = ν 2π
ω (ν ∈
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Figure 3.1: Strobe plots of the system in Eq. (3.35) with ω = 24 and parameters:
(a) κ = 7.8 and λ = 0; and (b) κ = 7.8 and λ = 1.0.
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Z). A strobe plot of phase space trajectories for the system governed by Hamiltonian

H(x, p, t) with ω = 24 is shown in Figure 3.1a with parameters κ = 7.8 and λ = 0.

(For the case of λ = 0, the system is independent of time and could be visualized

with an ordinary parametric plot of phase space, however we plot the strobed phase

space for convenience of comparison to the perturbed system). Because this system

is integrable, all orbits lie on tori (in either the regions of the pendulum’s libration

or rotation) and the phase space is absent of chaos. Figure 3.1b shows a strobe plot

of the phase space with parameters κ = 7.8, λ = 0.5, and ω = 24. The traveling

waves in the modulation term have phase velocities v = ±ω and are seen as primary

resonance structures at p = ±ω
2 where ẋ = v. Although much of the orbit structure

of the integrable system is preserved, the tori with rational winding numbers have

been destroyed, giving rise to a self-similar set of daughter resonance structures (see,

for example, the two-island chains at p = ±ω
4 ). Regions of chaos surround these

resonances, most visibly near the separatrix of the pendulum resonance. A more

detailed description of the approach to chaos in classical Hamiltonian systems is

given in Appendix E.

The corresponding quantum system can be obtained by replacing x and

p in the above equation with their quantum mechanical operators. The position

space solutions to the unperturbed eigenvalue equation Ĥpend|χn〉 = En|χn〉 are the

Mathieu functions 〈x|χn〉 (n ∈ Z) ([1], see also Appendix F), with n even labeling

even-parity functions and n odd labeling odd-parity functions. The full system is

time-periodic for any value of λ and therefore solutions of the Schrödinger equation

will have the form given in Eq. (3.1). We will therefore define the unperturbed

(λ = 0) Floquet Hamiltonian Ĥ0
F ≡ Ĥpend − i ∂

∂t , which we will call the Floquet

pendulum. The eigenstates of this unperturbed system have the simple form {|n, q〉 =

|n〉⊗|q〉} where |q〉 was defined in Section 3.1.2, and the eigenvalues are εn,q = En +

qω. Figure 3.2 shows the lowest nine energies of the even-parity eigenstates of the
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Figure 3.2: (a) Energy curves of the nine lowest-energy, even-parity eigenstates of the
quantum pendulum. (b) The nine corresponding “Floquet pendulum” eigenvalues
in the fundamental zone −ω

2 < ε ≤ +ω
2 with ω = 24. The labels (n/2, q) on each

Floquet eigenvalue segment identify the corresponding Floquet eigenstate |n, q〉. The
dashed lines in (a) indicate the Floquet eigenvalue zone boundaries.

quantum pendulum and the corresponding Floquet eigenvalues in the fundamental

zone −ω/2 ≤ ε < ω/2.
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Chapter 4

“Chaos-assisted tunneling” and

avoided crossings

The term “chaos-assisted tunneling” (CAT) was coined by Tomsovic and Ullmo

in their 1994 theoretical investigations of a double well quantum system under the

influence of a perturbation making the corresponding classical system non-integrable

[82]. They observed that the two-state tunneling frequency of the unperturbed

system (described in the Introduction to this dissertation) could be enhanced by

many orders of magnitude in the presence of underlying classical chaos. Many

other groups have studied this phenomenon and related processes in the 1990s,

now known collectively as “chaotic tunneling,” both theoretically and numerically

[9; 28; 44; 51; 52; 53]. The experimental realization of the phenomenon was not

achieved, however, until much more recently [78; 35; 80] when the techniques of

cold atom optics made this process observable.

In this chapter we will first present an overview of the underlying mechanism

for CAT, which can be described by a three level model of a relatively simple form.

The tunneling rate enhancement will be shown to be the result of an avoided crossing

between an isolated eigenvalue curve and one member of opposite parity doublet
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undergoing normal two-state tunneling. Although non-integrability of an underlying

classical system is required for an avoided crossing to occur, it will be shown that

the basic mechanism for “chaos-assisted tunneling” in a quantum system does not

necessarily require a fully chaotic classical analog.

In order to apply this model to the experimental optical lattice systems in

which CAT has been observed, we develop a technique for characterizing avoided

crossings in the eigenvalue spectrum of the effective Hamiltonian. The technique

involves the application of a modified degenerate perturbation theory to the Floquet

Hamiltonian. It will be seen that avoided crossings can be classified according to

the properties of the unperturbed eigenstates involved in the crossing.

Finally, we apply these results to the particular experimental realization of

CAT at the University of Texas at Austin. Although this system is not well described

by the idealized avoided crossing model, we show that the observed tunneling fre-

quency enhancements are very well predicted by the Floquet eigenvalue spectrum

of three particular Floquet states involved in an avoided crossing.

Much of the work contained in this chapter has been published previously

by the author [37].

4.1 The chaotic tunneling model system

The basic mechanism of chaos-assisted tunneling can be described by a three-state

model Hamiltonian, which in some basis {|o1〉, |e1〉, |e2〉}, has the following form [44]

H =


aδκ 0 0

0 aδκ+ ∆ V

0 V ∆− aδκ

 . (4.1)

This system is nearly identical to the avoided crossing model presented in Section

1.1.2 (though the names of the matrix parameters have changed), with the addition
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Figure 4.1: The chaotic tunneling model. A nearly-degenerate opposite parity dou-
blet intersects with a third state of definite parity under the variation of a parameter
δκ. The tunneling splitting (the spacing of the doublet eigenvalues) widens in the
approach to the avoided crossing at δκ = 0. In the region of the avoided crossing
itself, the splitting becomes double-valued due to the superposition of the two states
involved.
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of the third state |o1〉 completely decoupled from the other two. In the case that

V = 0, the energy eigenvalues of the two “even” parity states |e1〉 and |e2〉 with

opposite slopes dE
dδκ = ±a, respectively, will cross at δκ = 0 at an energy E = ∆;

the eigenvalue of the “odd” parity state has slope a and is at a constant offset ∆

from the eigenvalue of state |e1〉. For any nonzero V , the eigenvalues of the two even

parity eigenstates |e1(δκ)〉 and |e2(δκ)〉 (not necessarily equal to the basis states |e1〉

and |e2〉) will avoid crossing at δκ = 0, while the odd eigenvalue and eigenstate is

unchanged. An example of these adiabatic eigenvalues is shown in Figure 4.1.

The connection to tunneling is made by giving additional meaning to the

parity assignments of the eigenstates. We define the asymptotic character of these

states as δκ→ −∞ to be

|o1(δκ→ −∞)〉 = |o1〉 ≡
1√
2

(|+〉 − |−〉)

|e1(δκ→ −∞)〉 ≡ 1√
2

(|+〉+ |−〉)

|e2(δκ→ −∞)〉 ≡ |c〉 ,

(4.2)

where we have identified two states as members of an opposite parity doublet in some

basis {|+〉, |−〉}. If this basis can be associated to quantum states with classically

explainable origins in dynamically separated regions of the classical phase space,

then the time-evolution of a state prepared in either |+〉 or |−〉 will exhibit tunneling.

Consideration of the model systems presented in Sections 1.1.1 and 1.1.2 of the

Introduction allows for a full elucidation of the tunneling dynamics. Far from the

avoided crossing a state prepared in |+〉 must be constructed as the sum of |e1〉

and |o1〉, and will exhibit tunneling oscillations with frequency ωtun = ∆/~. In the

vicinity of the avoided crossing, however, the construction of |+〉 will necessarily

involve the third state due to the superposition of the asymptotic character of the

two even states. It can easily be seen that the dynamics in the region of the avoided
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crossing will exhibit much higher tunneling frequencies, limited only by the minimum

spacing of the even parity avoided crossing. Moreover, the tunneling dynamics at

any value of δκ can be decomposed into two frequencies determined by the eigenvalue

difference between the odd parity state and the two even parity states.

4.2 Avoided crossings in the perturbed quantum pen-

dulum

As was seen in the previous section, the essence of chaotic tunneling, or chaos-

assisted tunneling, is the presence of avoided crossings in the eigenvalue spectrum.

Before considering the system used in the experimental achievement of this process,

we will consider a slightly simpler effective Hamiltonian: the quantum pendulum

perturbed by two traveling resonances (introduced in Section 3.2.2):

Ĥ(t) = Ĥpend + λV̂ (t) ≡ p̂2 + κ cos(x̂) + λ [cos(x̂− ωt) + cos(x̂+ ωt)] . (4.3)

This system, like the experimental system we will consider later, is a three-resonance

type system, but unlike the experimental system, the limit of λ→ 0 allows for con-

sideration of small perturbations of the, classically integrable, quantum pendulum

system.

The Floquet pendulum is integrable and its eigenvalues εn,q(κ), shown in the

previous section’s Figure 3.2b, cross under the variation of κ. For any nonzero λ,

however, the system represented by the Hamiltonian in Eq. 4.3 is non-integrable

and the approach of any two (same parity) Floquet eigenvalues under variation of

κ results in an avoided crossing. This well-known result, the non-crossing theorem,

was first proven by von Neumann and Wigner for eigenvalues of generic Hermitian

matrices ([84], see also Appendix B). They also showed that adiabatic passage of

two quantum states through an avoided crossing leads to an exchange of character.
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(In a two-parameter system, this exchange can be related to the partial circuit

of a diabolical point [8; 4], while in single parameter systems it can be related

to exceptional points in the complex parameter plane [32]). Avoided crossings of

Floquet eigenvalues in the fundamental zone, which generally involve states localized

in well-separated regions of the phase space, will therefore allow a wide variety

of interesting quantum dynamical phenomena, including adiabatic transitions and

tunneling.

In this section, we will consider the near-integrable regime (0 < λ << κ),

in which a clear association can be made between the Floquet eigenstates of the

perturbed system (λ 6= 0) and those of the Floquet pendulum (λ = 0). In this

regime, the Floquet eigenvalues will follow nearly the same dependence on κ as the

unperturbed eigenvalues seen in Figure 3.2.b, except in the vicinity of an avoided

crossing. For κ values sufficiently far from these avoided crossings, we can make a

unique, though necessarily local, association |φα〉 ↔ |nα, qα〉 of the Floquet eigen-

state |φα〉 to the Floquet pendulum state with maximum overlap |〈n, q|φα〉|. As

λ → 0, this association will become an equality. We will see that the fundamental

characteristics of an avoided crossing between states |φα〉 and |φβ〉 will be deter-

mined by the difference

∆qαβ ≡ |qα − qβ | . (4.4)

In the subsections which follow, we first present a numerical analysis of some rep-

resentative avoided crossings in the perturbed pendulum system with ω = 24, and

then use perturbation theory to show that the results are quite general.

4.2.1 Numerical Results

Three avoided crossings of Floquet eigenvalues in the fundamental zone with λ =

5×10−2 are shown in Figures 4.2, 4.3, and 4.4 with Husimi plots of the corresponding

Floquet eigenstates overplotted on the figures. The dotted lines shown are the
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Figure 4.2: A ∆qαβ = 1 avoided crossing of the system ĤF with parameters ω = 24
and λ = 5×10−2. The Husimi distributions of the corresponding Floquet eigenstates
are shown at κ = (7.455, 7.460, 7.465) (the horizontal axis is x0 ∈ [0, 2π), vertical
is p0 ∈ [−15, 15]). The dotted lines are the eigenvalue curves of the unperturbed
Floquet pendulum.

51



 1.15717

 1.15718

 1.15719

 1.1572

 1.15721

 7.82146  7.82148  7.8215  7.82152  7.82154

ε

κ

AC II

 1.15717

 1.15718

 1.15719

 1.1572

 1.15721

 7.82146  7.82148  7.8215  7.82152  7.82154

ε

κ

AC II

 1.15717

 1.15718

 1.15719

 1.1572

 1.15721

 7.82146  7.82148  7.8215  7.82152  7.82154

ε

κ

AC II

Figure 4.3: A ∆qαβ = 2 avoided crossing of the system ĤF with the same λ and
ω values as in Figure 4.2. The Husimi distributions shown are the two Floquet
eigenstates at κ = (7.82146, 7.82150, 7.82154) (axes are the same as Figure 4.2).
The dotted lines are the eigencurves of the unperturbed Floquet pendulum.
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Figure 4.4: A ∆qαβ = 3 avoided crossing of the system ĤF with the same λ and
ω values as in Figure 4.2. The Husimi distributions shown are the two Floquet
eigenstates at κ = (9.973221751, 9.9732217534, 9.973221755) (axes are the same as
Figure 4.2). The crossing of the corresponding eigencurves of the unperturbed Flo-
quet pendulum falls outside of the plotted region at κ0 ≈ 9.973242.
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eigenvalues of the unperturbed Floquet pendulum. These plots were created by

numerically calculating the time-strobed Floquet states at a sequence of κ values.

With each step forward in κ, the new states were associated to those of the previous

step by calculating the maximum overlap and verifying continuity of the eigenvalues.

In the case that two Floquet eigenvalues crossed between κ-steps, the size of the step

was reduced and the process repeated until no crossing occurred.

Each of these three avoided crossings involves one Floquet eigenstate lo-

calized within the pendulum resonance at p = 0 and another localized outside of

the pendulum resonance. The avoided crossing in Figure 4.2 involves the states

(nα, qα) = (2, 0) and (nβ, qβ) = (10,−1); Figure 4.3 involves the states (nα, qα) =

(2, 0) and (nβ, qβ) = (14,−2); and Figure 4.4 involves states (nα, qα) = (0, 0) and

(nβ , qβ) = (16,−3) (recall that the even n-labels correspond to the (n/2)th even-

parity Mathieu state). The associated crossings can be found in Figure 3.2.b. These

particular avoided crossings were chosen as representative examples with ∆qαβ = 1,

2, and 3, respectively.

Some general characteristics of these avoided crossings deserve attention.

First, the “exchange of character” between the two states is evident in the evolution

of the Husimi distributions with κ. The associations |φα〉 ↔ |nα, qα〉 and |φβ〉 ↔

|nβ, qβ〉 well before the avoided crossing become |φα〉 ↔ |nβ , qβ〉 and |φβ〉 ↔ |nα, qα〉

well after. For κ values at the avoided crossing, the two Floquet states are super-

positions of the asymptotic states. Second, there is quite a disparity of scale among

the three avoided crossings. In particular, the minimum eigenvalue spacing ∆αβ ,

defined by

∆αβ ≡ min (|εα − εβ |) , (4.5)

is relatively large for the first and relatively small for the third. Finally, the position

κac of the minimum spacing (which we will henceforth call the “position of the

avoided crossing”), is not necessarily equal to the position κ0 of the unperturbed
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Figure 4.5: The minimum spacing ∆αβ as a function of λ of the three avoided
crossings shown in Figures 4.2, 4.3, and 4.4. The functions ∆αβ = 5.44 × 10−3λ,
∆αβ = 1.02× 10−3λ2, ∆αβ = 7.35× 10−7λ3 are overplotted.

crossing. Indeed, it seems that for ∆qαβ 6= 1, the avoided crossing is significantly

offset in both κ and ε.

To make these last two observations more quantitative, we have computed

dependence of ∆αβ and ∆κac ≡ |κ0 − κac| on the parameter λ. The results for the

three example avoided crossings are shown in Figures 4.5 and 4.6. We see that, for

small values of λ, the dependences are all well approximated by power laws with

integer exponents. The minimum spacing of the avoided crossings is given by

∆αβ = A λ∆qαβ , (4.6)

where the coefficients are A ≈ {5.44 × 10−3, 1.02 × 10−3, 7.35 × 10−7} for avoided
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Figure 4.6: The κ-offset ∆κac as a function of λ for the avoided crossings shown in
Figures 4.3 and 4.4. The functions |∆κac| = 5.2×10−3 λ2 and |∆κac| = 8.3×10−3 λ2

are overplotted.

crossings I,II, and III, respectively. The κ-offset of the avoided crossings are given

by

∆κac = B λ2 , (4.7)

where B ≈ {5.2× 10−3,−8.3× 10−3} for avoided crossings II and III (∆κac = 0 for

avoided crossing I).

4.2.2 Perturbation theory results

We now use perturbation theory to determine the behavior of the Floquet eigen-

values and eigenstates in the neighborhood of avoided crossings. We will obtain
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approximate solutions (|φα〉, εα) to the Floquet eigenvalue equation

ĤF (κ, λ)|φα(κ, λ)〉 =
(
Ĥ0

F (κ) + λV̂
)
|φα(κ, λ)〉 = εα(κ, λ)|φα(κ, λ)〉 , (4.8)

where Ĥ0
F (κ) is the Floquet pendulum Hamiltonian, V̂ = 2 cos x̂ cos(ωt), and λ is

considered a small parameter. Our unperturbed system is the two-fold degenerate

system Ĥ0
F (κ0), where κ0 is the parameter value at which the eigenvalue curves of

two Floquet pendulum states |α0(κ)〉 ≡ |nα, qα〉 and |β0(κ)〉 ≡ |nβ, qβ〉 cross. We

have seen in Section 4.2.1 that, for λ 6= 0, the closest approach of the eigenvalues

εα and εβ involved in an avoided crossing may not occur at κ = κ0, so an offset

must be allowed for. We therefore introduce into (4.8) an arbitrary function κ(λ) =

κ0 + ∆κ(λ) and expand ∆κ(λ) as a power series in λ. The particular value κac(λ)

at which the eigenvalues make their closest approach can then be determined by

solving the extremal condition for ∆εαβ ≡ |εα(κ, λ)− εβ(κ, λ)|,

∂∆εαβ

∂κ

∣∣∣∣
κ=κac

= 0 , (4.9)

at each order to fix the expansion coefficients of ∆κ(λ). In this manner, we find the

perturbed eigenstates and eigenvalues at κ = κac.

The details of the perturbation analysis are given in Appendix A. The results

may be summarized as follows. The breaking of the degeneracy between states |α0〉

and |β0〉 occurs at the lowest order λN for which the coupling between these states,

v
(N)
αβ (defined below), is nonzero. At this order, the two Floquet eigenvalues in the

region of the avoided crossing are determined by the eigenproblem of a 2× 2 matrix

in the basis of the unperturbed states |α0(κ0)〉 and |β0(κ0)〉: ∆κ(N)δEα + v
(N)
αα v

(N)
αβ

v
(N)
βα ∆κ(N)δEβ + v

(N)
ββ

  C±
α

C±
β

 = ε
(N)
±

 C±
α

C±
β

 . (4.10)
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The coefficients C±
α and C±

β determine the zeroth-order near-degenerate eigenstates

in the region of the avoided crossing; ∆κ(N) and ε
(N)
± are the coefficients of λN in

the expansions of the arbitrary κ-offset and the near-degenerate Floquet eigenval-

ues ε±, respectively; δEi = 〈ni(κ0)| cos x̂|ni(κ0)〉 are the slopes of the unperturbed

eigencurves; and v(N)
ij depends on the matrix elements of the perturbation operator:

Vlm ≡ 〈〈nl, ql|V̂ |nm, qm〉〉 = 〈nl(κ0)| cos x̂|nm(κ0)〉 (δql,qm+1 + δql,qm−1) . (4.11)

For the first three orders in λ, these couplings are

v
(1)
ij = Vij (4.12)

v
(2)
ij =

∑
γ 6∈{α,β}

ViγVγj

ε(0) − ε
(0)
γ

(4.13)

v
(3)
ij =

∑
γ 6∈{α,β}

 ∑
σ 6∈{α,β}

ViγVγσVσj(
ε(0) − ε

(0)
γ

) (
ε(0) − ε

(0)
σ

)
+δij

ViγVγi [Vαα(δEα − δEγ) + Vββ (δEγ − δEβ)](
ε(0) − ε

(0)
γ

)2

 , (4.14)

where i, j ∈ {α, β}, the zeroth-order eigenvalues ε(0)l are taken at κ0, and we write

ε(0) = ε
(0)
± . Using Eqs. (4.10) and (4.9) we find that the N th-order corrections to

the eigenvalues, at the position of the avoided crossing, are given by

ε
(N)
± (κac) =

1
2

[
v(N)
αα + v

(N)
ββ + ∆κ(N)

ac (δEα + δEβ)
]

± 1
2

√[
v

(N)
αα − v

(N)
ββ + ∆κ(N)

ac (δEα − δEβ)
]2

+ 4|v(N)
αβ |2

=
v

(N)
ββ − v

(N)
αα

δEα − δEβ
± |v(N)

αβ | .

(4.15)
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κac (nα, qα) (nβ , qβ) ∆qαβ Anum Apt Bnum Bpt

7.46 (1, 0) (5,−1) 1 5.44× 10−3 5.5× 10−3 −−− −−−
7.83 (1, 0) (7,−2) 2 1.02× 10−3 1.0× 10−3 5.2× 10−3 5.2× 10−3

9.97 (0, 0) (8,−3) 3 7.35× 10−7 7.3× 10−7 −8.3× 10−3 −8.3× 10−3

Table 4.1: Comparison of numerical results to those of perturbation theory. The
quantities Anum and Bnum are obtained from numerical simulation and Apt and Bpt

are obtained from perturbation theory.

At orders 0 < M < N , the two eigenvalues ε± are degenerate at an offset from

(κ0, ε
(0)) specified by the coefficients

∆κ(M) =
v

(M)
ββ − v

(M)
αα

δEα − δEβ
, (4.16)

and

Ω(M) =
v

(M)
ββ δEα − v

(M)
αα δEβ

δEα − δEβ
. (4.17)

The origin of the numerical results presented in section 4.2.1 is now clear.

The matrix elements of the perturbation Vij are non-zero only when ∆qij = 1.

Therefore, for an avoided crossing between states |φα〉 and |φβ〉, we must have

∆qαβ = N . Using Eq. (4.15) and the fact that ε(M<N) is the same for |φα〉 and

|φβ〉, we find that, to lowest order in λ, the minimum spacing is given by

∆αβ = 2
∣∣∣ v(∆qαβ)

αβ

∣∣∣ λ∆qαβ . (4.18)

Its interesting to note that the κ-offset of an avoided crossing in this system is

dependent on λ2, because v(2)
αα and v(2)

ββ are non-zero, even when ∆qαβ > 2.

Table 4.1 shows a quantitative comparison of the numerical results presented

in the previous section (in terms of the coefficients A and B of Eqs. (4.6) and

(4.7)) to those obtained by the perturbation analysis. For all three examples of
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avoided crossings, we see excellent agreement. We have also verified the predictions

of perturbation theory for a number of other avoided crossings in this system (as

well as those in systems with different values of ω), finding similar agreement.

A number of other characteristics of the avoided crossings can be determined

from our perturbation analysis. Substituting ε(N)
± (κac) and ∆κ(N)

ac into Eq. (4.10),

we find that at the position of the avoided crossing, the two perturbed Floquet

eigenstates (to lowest order in λ) become an equal superposition of the two associated

Floquet pendulum states, i.e.

|C±
α (∆κac)| = |C±

β (∆κac)| . (4.19)

We may also determine the relative magnitudes of these coefficients at some κ value

near the avoided crossing. If, instead of calculating ∆κ(N) by the extremal condition,

we instead determine the κ-offset where the eigenvalue separation is a times the

minimum value, we find

∆κ(N)
∣∣∣
∆εαβ=a∆αβ

=
v

(N)
αα − v

(N)
ββ

δEαα − δEββ
±

2
√
a2 − 1 |v(N)

αβ |
|δEαα − δEββ|

. (4.20)

A simple calculation then shows that the coefficients obey[
|C±

α |
|C±

β |

]
∆εαβ=a∆αβ

=
1

|a±
√
a2 − 1|

, (4.21)

where we have assumed that (δEα − δEβ) > 0. As a → (0,∞), we see that, for

example, |C+
α |

|C+
β |
→ (1, 0), as expected. This verifies the qualitative behavior seen in

the Husimi distributions plotted in Figures 4.2-4.4.
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4.3 Tunneling in perturbed quantum pendulum

Under the evolution of the system given in Eq. 4.3, an initial state |ψ+(0)〉 which is

localized in classical phase space (in the sense of its Husimi distribution) in a region

of positive momentum at p ≈ p0 may undergo time-periodic dynamical tunneling

[15], across the central resonance (and all intervening KAM tori) to the opposite

momentum region at p ≈ −p0. The mechanism for this behavior is the existence

of a near-degenerate and opposite parity pair of Floquet eigenstates which each

have localization near p0 and −p0. If the Floquet eigenvalues of these two states

are far from any avoided crossings, the tunneling dynamics are well described by

a two-state process exactly analogous to the tunneling through a potential barrier

in the time-independent double well system ([75], see also Section 1.1.1). In the

vicinity of an avoided crossing, however, the dynamics are influenced by a third

state with partial localization in the regions of ±p0 and the time-evolution takes

on a more complicated beating behavior. In this section we analyze this tunneling

behavior in the perturbative regime (λ small) and then apply the results to tunneling

oscillations observed in the Texas experiment. Although the experimental system

cannot be considered to be in a perturbative regime, we identify the diabolical point

associated to the relevant avoided crossing and show that an approximate result can

be obtained numerically which characterizes this avoided crossing quite well.

To analyze the tunneling induced by the Hamiltonian in the perturbed quan-

tum pendulum Eq. 4.3, we consider again the one-period time-evolution operator

Û(T ) defined in Section 3.1.3 and its eigenvectors, the time-strobed Floquet eigen-

states |φα(T )〉 = |φα(0)〉 (we will drop the explicit reference to “time-strobed”

in this section). As a particular example, consider the avoided crossing shown

in Figure 4.7 (the same as that shown in Figure 4.2, but with the odd-parity

state now included, shown as a dotted line). At κ = 7.456, a value far from the

avoided crossing, the opposite-parity pair of states |φα〉 and |φγ〉 are near-degenerate
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Figure 4.7: The avoided crossing from Figure 4.2 (a), now with the relevant odd-
parity state included (dotted line). The vertical lines are the κ values at which the
time-evolution in Figure 4.8 was obtained.
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(|εγ − εα| ≈ 4.5× 10−6) and have localization at p ≈ ±5. The phase space localiza-

tion of state |φβ〉 is completely within the central resonance and does not overlap

significantly with this pair. We can construct an initial state, localized at either

p ≈ 5 or −5, as an equal superposition of the two near-degenerate Floquet states,

i.e. |ψ±(0)〉 = 1√
2
(|φα〉 ± |φγ〉). When either is acted on by Û(nT ), the evolution

is periodic, oscillating between p ≈ ±5 with a tunneling frequency ωtun = |εα − εγ |.

The corresponding number of modulation periods for complete oscillation is then

ntun = ω/ωtun ≈ 5.3× 106.

In the region of the avoided crossing, the odd-parity state |φγ〉 will be ap-

proximately unchanged, while states |φα〉 and |φβ〉 become, to lowest order in λ,

superpositions of their unperturbed, Floquet pendulum, counterparts. Therefore,

in the neighborhood of the avoided crossing, both |φα〉 and |φβ〉 will have significant

support in the same region of phase space as |φγ〉. At the exact position κac of the

avoided crossing, where |φα〉 and |φβ〉 are an equal superposition of the unperturbed

states, the initial conditions localized at either p ≈ 5 or −5 can then be written

|ψ±(0)〉 =
1
2
|φα〉+

1
2
|φβ〉 ±

1√
2
|φγ〉 , (4.22)

where all three eigenstates are evaluated at κ = κac. Applying the time-evolution

matrix to |ψ+(0)〉 we find, after n applications,

|ψ+(nT )〉 = Û(nT )|ψ+(0)〉 (4.23)

= e−inTεβ

(
e−inT∆εαβ

2
|φα〉+

1
2
|φβ〉+

e−inT∆εγβ

√
2

|φγ〉
)
,

where ∆εij ≡ εi − εj , here. If we make the assumption that |∆εβγ | = |∆εαγ | ≡ ∆

at κ = κac, we see that |ψ+( π
∆)〉 ∼ |ψ−(0)〉. This three-state process therefore

generates a new, larger, tunneling frequency ωtun = ∆. The time-evolution of

|ψ+(0)〉 at κ ≈ κac is shown in Figure 4.8.a. Notice that the theoretical tunneling
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Figure 4.8: The evolution of state |ψ+(0)〉 (created by the superposition of the
near-degenerate states at κ = 7.456) under the action of Û(T ) at κ ≈ κac (a) and
κ = 7.4605 (b).
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period ntun = ω
∆ ≈ 1.8 × 105 is modulated by a beat period resulting from the

small difference ∆εβγ−∆εγα. As the position of the avoided crossing is chosen more

precisely, and εγ →
εα+εβ

2 , the period of beating goes to infinity.

Between these two extremes of regular two-state and three-state tunneling, at

other values of the parameter κ along the avoided crossing, the tunneling takes on a

beating behavior due to the two eigenvalue differences between the odd-parity state

and each even-parity state. An example of this (the evolution of |ψ+(0)〉 under Û(T )

at κ = 7.4605) is shown in Figure 4.8.b. For this and all values of the parameter

κ, the evolution of the momentum expectation of |ψ+(0)〉 is well fit by the simple

function

〈p〉(nT ) = Aα cos (∆εγαnT ) +Aβ cos (∆εβγnT ) , (4.24)

where Aα and Aβ can be related to the overlap of |ψ+(0)〉 with |φα〉 and |φβ〉,

respectively.

The variation of two-state tunneling frequencies in the vicinity of avoided

crossings has been remarked on by many authors [51; 52; 53; 28; 85; 82; 9; 63]

in many different systems, and is often attributed to the influence of underlying

classical chaos. Classical chaos in a non-perturbative regime will certainly intro-

duce additional complications to the quantum dynamical tunneling process which

we have not investigated here (notably the interaction between tunneling through

dynamical barriers and free evolution in a region dominated by chaos [71]); and

avoided crossings will become larger, more numerous, and may overlap, leading

to interaction of more than three relevant states. However, as we have seen in

this and previous sections, the basic mechanism for “tunneling enhancement” does

not necessarily require global chaos but only the non-integrability which leads to

avoided crossings. Indeed, for the non-integrability parameter used in this section

(λ = 5× 10−2), the classical phase space has only small regions of chaos.
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Figure 4.9: Floquet eigenvalue curves for the system considered in [80] (λ = κ/2,
ω ≈ 6.04).

4.4 Analysis of tunneling in the Texas experiment

As an application of the tunneling results of the previous section, we consider the

experiment of Steck, Oskay and Raizen [78; 80]. The effective Hamiltonian which

describes this optical lattice experiment depends on a single parameter, α, and

can be considered a special case of the perturbed quantum pendulum by setting

κ ≈ α/2.17 (up to a sign difference which can be removed by a π-translation of the

angle variable), λ = κ/2, and ω ≈ 6.04. It should be noted that this system is not

connected to the Floquet pendulum system since λ is not an independent parameter.

Instead, in the limit λ, κ→ 0, the free particle Hamiltonian is obtained.

The primary result of the experiments detailed in [80] is the observation of

dynamical tunneling between two resonance islands in the classical phase space (lo-

cated at p ≈ ±3), which exhibits oscillation frequencies dependent on the parameter
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value considered and independent of the modulation frequency. In particular, for a

range of parameter values, the observed tunneling oscillations were dominated by

two primary frequencies. The Floquet eigenvalue curves for the experimental system

are shown in Figure 4.9, and the experimentally observed tunneling frequencies are

shown in Figure 4.10.b, overplotted on the differences of eigenvalues between three

particular Floquet eigenstates. These three states exhibit significant localization in

the region of the classical resonance islands at some values of the parameter κ [54].

The experimental frequencies are well predicted by only two of these differences,

namely ∆εαγ and ∆εβγ .

The oscillations seen in the parameter region κ ∈ [3, 4.75] are due to the

existence of an avoided crossing between the eigenvalues of the even-parity states

labeled |φα〉 and |φβ〉. As can be seen in the overplotted Husimi distributions, these

two even-parity states originate at small κ values from two disconnected regions

of the phase space, the first residing at p ≈ 0, and the other at the positions of

the classical resonance islands where the odd parity state |φγ〉 also has its primary

support. In passing through this avoided crossing, the odd-parity state retains its

original character, while the two even-parity states become mutual superpositions

of their small κ character. It is clear that this avoided crossing is not of the ideal

form considered in the perturbative regime. The superposing effects of this avoided

crossing extend well beyond the minimum eigenvalue separation at κ ≈ 3.0 (see

Figure 4.10.a), due to the natural eigenvalue curvature of a state with the low κ

character of |φβ〉 (a simpler example of this is the eigenvalue labeled (2, 0) in Figure

3.2.b). Just past this minimum spacing, the eigenvalue of state |φα〉 curves back

downward toward that of |φβ〉, immediately beginning a second avoided crossing

and thus preserving the composite nature of these two even-parity states through

κ ≈ 6. As a further complication, in the parameter region κ ∈ [5, 7], states |φα〉 and

|φβ〉 are joined by two other even-parity states in a complex and overlapping set of
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Figure 4.10: The boxed region of Figure 4.9 where an avoided crossing occurs be-
tween two even parity states (a). The Husimi distributions of these and a third,
odd-parity, state are overplotted, with axes of x0 ∈ (0, 2π) and p0 ∈ (−6, 6). The
differences of these three eigenvalues are shown in (c), with experimental tunneling
frequencies overplotted (circles, reprinted with permission from Steck, et. al. [80],
Fig. 1).
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avoided crossings.

Despite these complications, we can identify the dynamical tunneling in the

parameter region κ ∈ [2.5, 4.75] to be a three-state process involving those states

shown in Figure 4.10.a. As predicted by the results of the previous section, the ob-

served tunneling frequencies involve only differences in Floquet eigenvalue between

the odd parity state and the two even parity states. A direct comparison of the

oscillations from [80] with the numerically calculated evolution of an initially local-

ized state |ψ+(0)〉 under Û(T ) is shown in Figure 4.11 for the values κ = 3.68 and

4.50. Neglecting dissipation and a momentum offset of the experimental values (due

to the fact that not all atoms contributing to the average are participating in the

dynamics), there is good agreement in the second case. In the first case, and for

all parameter values between κ = 3 and 4, the experiment seems to pick up only

one of the underlying frequencies (∆εγβ , while the numerics predict nearly equal

contributions from ∆εγβ and ∆εαγ . It was noted in Reference [55] that the detec-

tion of fewer than the predicted number of frequency contributions to the tunneling

behavior was also found in another experimental system [35].

Finally, we would like to consider the origin of the avoided crossing involved

in the dynamical tunneling observed in [80]. Figure 4.12 shows the avoided crossing

of Figure 4.10.a lying on the eigenvalue surfaces εα and εβ in κ − λ space. One

can see that these two surfaces meet at a diabolical point on the κ = 0 axis, where

λ ≈ 2.8. Numerical analysis shows that, in the neighborhood of the diabolical point,

the minimum spacing between the two eigenvalue surfaces is linearly dependent on

κ, with

∆αβ = 9.22× 10−2κ . (4.25)

This result is in good agreement with a perturbation analysis similar to that of

Appendix A, but with κ as the small expansion parameter. The predicted minimum
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Figure 4.11: Numerical evolution (squares) of a positive momentum centered initial
state under the time-evolution operator at κ = 3.68 (a) and 4.50 (b), with exper-
imental values overplotted (circles, reprinted with permission from Steck, et. al.
[80], Fig. 2).

70



 0
 0.5

 1
 1.5

 2
 2.5

 3
λ  0

 1
 2

 3
 4

 5

κ

 1

 1.5

 2

 2.5

 3

ε

 0
 0.5

 1
 1.5

 2
 2.5

 3
λ  0

 1
 2

 3
 4

 5

κ

 1

 1.5

 2

 2.5

 3

ε

 0
 0.5

 1
 1.5

 2
 2.5

 3
λ  0

 1
 2

 3
 4

 5

κ

 1

 1.5

 2

 2.5

 3

ε

 0
 0.5

 1
 1.5

 2
 2.5

 3
λ  0

 1
 2

 3
 4

 5

κ

 1

 1.5

 2

 2.5

 3

ε

 0
 0.5

 1
 1.5

 2
 2.5

 3
λ  0

 1
 2

 3
 4

 5

κ

 1

 1.5

 2

 2.5

 3

ε

 0
 0.5

 1
 1.5

 2
 2.5

 3
λ  0

 1
 2

 3
 4

 5

κ

 1

 1.5

 2

 2.5

 3

ε

 0
 0.5

 1
 1.5

 2
 2.5

 3
λ  0

 1
 2

 3
 4

 5

κ

 1

 1.5

 2

 2.5

 3

ε

 0
 0.5

 1
 1.5

 2
 2.5

 3
λ  0

 1
 2

 3
 4

 5

κ

 1

 1.5

 2

 2.5

 3

ε

 0
 0.5

 1
 1.5

 2
 2.5

 3
λ  0

 1
 2

 3
 4

 5

κ

 1

 1.5

 2

 2.5

 3

ε

Figure 4.12: Eigenvalue surfaces, over κ−λ space, of the even parity Floquet eigen-
states involved in the avoided crossing of Figure 4.10.a. The eigenvalues on the
particular curve investigated in reference [80] are overplotted in bold. A dashed
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spacing from such an analysis yields

∆αβ,pt = 2|V ′
αβ |κ ≈ 9.2× 10−2κ , (4.26)

where the matrix element must be numerically calculated as the coupling of the two

degenerate Floquet eigenstates of the (κ = 0.0,λ = 2.8) system through V̂ ′ = cos x̂,

the coefficient of κ. Although the avoided crossing in the experiment (Figure 4.10.a)

appears at a parameter value outside the range of validity of perturbation theory,

the observed minimum spacing between ∆εα and ∆εβ agrees with Eq. 4.26 to within

a factor of two.
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Chapter 5

STIRAP-like transitions in an

optical lattice

In this chapter, we introduce a method for the coherent acceleration of atoms

trapped in an optical lattice, using the well-known model for stimulated Raman adi-

abatic passage (STIRAP). Specifically, we show that small harmonic modulations

of the optical lattice amplitude, with frequencies tuned to the eigenvalue spacings of

three “unperturbed” eigenstates, reveals a three-state STIRAP subsystem. We use

this model to realize an experimentally achievable method for transferring trapped

atoms from stationary to motional eigenstates. The work detailed in this chapter

has been accepted for publication and will appear later this year [38].

5.1 Coherent acceleration of atoms

In this chapter we present a method for coherently accelerating atoms by affect-

ing a transition between the ground states of a stationary and traveling optical

lattice. The analysis is performed on the eigenstates of the effective Hamiltonian

for a system of two optical lattices and can be interpreted as a transition between
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motional eigenstates for atoms in a time and spatially periodic potential. The re-

sulting momentum transfer for the particular system we study is approximately six

recoil momenta, but could be applied to obtain an acceleration of larger momentum

change by the choice of different values of the parameters in the effective Hamilto-

nian. Although this work is unique in the sense that the analysis is performed solely

on the dynamical eigenstates of the effective “two-resonance” Hamiltonian, a num-

ber of other methods for atomic acceleration have been presented and implemented.

Here, we review a few of these techniques.

We described in Chapter 2 how an effective Hamiltonian is derived for a two-

level atom in the presence of far-detuned counter-propagating lasers. The detuning

of these lasers allows for the elimination of the excited level and analysis in terms the

dynamical eigenstates of atoms in the ground state. A number of authors have used

the resonant coupling by lasers of the internal electronic energy levels to produce

momentum transfer. The STIRAP model, which we describe in the next section, was

utilized by Chu and co-workers [90; 91] to affect transitions between the two ground

states of ultracold cesium atoms. The two levels were each resonantly coupled to

an excited level with lasers. A STIRAP transition from an occupied ground state

to the target ground state was achieved by applying the laser pulses in a “non-

intuitive” sequence where the target (unpopulated) ground state was coupled to the

excited level before the populated state. When the lasers are counter-propagating,

this results in a two photon momentum kick. In Reference [91] the authors describe

how a sequence of these transitions can be used to accelerate atoms by 140 recoil

momenta.

Another method for atom acceleration has been proposed and implemented

by two groups, one at the University of Texas at Austin [89] and another at Ecole

Normale Supérieure (ENS) in Paris [7] (see also [72]). In these experiments, a

standing wave of light was accelerated by a linear change in the frequency difference
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of two counter-propagating lasers (see Section 2.1). In the frame of the accelerating

lattice, atoms trapped in the ground state (lowest Bloch band) experience an inertial

force which induces Bloch oscillations. In the laboratory frame these oscillations are

superposed on a linear increase in atomic velocity, where in each Bloch oscillation

period atoms obtain a two photon increase in momentum. Under the influence

of such an accelerating lattice, atoms were accelerated from far below the recoil

momentum to approximately 120 recoil momenta.

A third method for atom acceleration was implemented by a group at Ox-

ford [67; 25]. In this experiment, a standing wave of light was pulsed at a particular

frequency (yielding an effective Hamiltonian for the δ-kicked rotor) leading to a

momentum change with each pulse. At certain values of the pulse frequency an “ac-

celerator mode” is obtained in which the momentum of the atoms increases linearly

with the number of kicks. This behavior is exactly analogous to the acceleration of

a child on a swing by adjusting the time between applied pushes. In this manner the

authors were able to obtain atomic velocities corresponding to ∼100 photon recoil

momenta.

5.2 STIRAP Introduction

Stimulated Raman adiabatic passage (STIRAP) is a method for achieving coherent

transitions between quantum states by applying two coupling fields in a non-intuitive

pulse sequence. The frequencies of these fields are tuned to the eigenvalue spacings

between the “initial” and “target” states and a third “intermediate” state. When

the coupling of the target and intermediate states precedes that of the initial and

intermediate states in time, population transfer from the initial to target state is

achieved. In the adiabatic limit, the transition is 100% efficient and involves no

occupation of the intermediate state. The use of STIRAP for atomic and molecular

systems was first demonstrated experimentally by Gaubatz and coworkers [23; 24],
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who achieved population transfer between vibrational levels in a beam of sodium

molecules. Further references on the STIRAP transitions in atoms and molecules can

be found in the review by Vitanov et al [83]. In atom optics experiments, STIRAP

has been used for coherent momentum transfer [58; 26; 90; 91], and velocity-selective

coherent population trapping for laser cooling of trapped atoms [20; 49; 46]. Exten-

sions of STIRAP, with a particular focus on the influence of quantum chaos, have

been studied by Na and Reichl [64; 65]. Na et al [66] have also use STIRAP to

control the isomerization transition of HOCl.

As a theoretical model, STIRAP can be defined by the adiabatic behav-

ior of a three-level system, which in some basis (|a〉, |b〉, |c〉) is represented by the

Hamiltonian

H(t′) = −~
2


0 W1(t′) 0

W1(t′) −2∆ W2(t′)

0 W2(t′) 0

 , (5.1)

under the variation of the parameters W1 and W2, with ∆ a constant. This model,

which we refer to as the “STIRAP model” hereafter, was first introduced by Kuk-

linski et al [48], following significant work by Hioe et al [36; 68; 11], to succinctly

describe the experimental results of Gaubatz et al [23]. Starting from a system in

which the pairs of states (|a〉, |b〉) and (|b〉, |c〉) are each dipole-coupled by monochro-

matic electric fields, the STIRAP model is derived by applying the rotating-wave

approximation and assuming an equal detuning of the coupling frequencies ∆ (see

Figure 5.1). In that particular system the Wi(t′) are the Rabi oscillation frequencies

corresponding to the two couplings. The STIRAP transition, however, does not de-

pend on the physical system from which Eq. (5.1) is derived. In a novel application

of this model by Eckert et al [17], for example, the functions Wi were related to the

spatial separations of three optical microtraps in order to induce coherent transport

of atoms between the ground states of the two farthest separated traps.
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Figure 5.1: The 3-level “ladder” STIRAP system (Eq. 5.1) with parameters ∆ =
0.05, W1 = W2 = 1 and ~ = 2. Coupling fields are applied with frequencies equally
detuned from the spacings of the unperturbed energy levels by ∆ (a). Adiabatic
variation of amplitudes of the coupling fields (b) in the manner described by Eq.
(5.3) affects a transition of the |1〉 eigenvector between basis states |a〉 and |b〉 (d).
The eigenvalue corresponding to this state remains unchanged at zero throughout
the transition (c)
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The matrix in Eq. (5.1) allows for a transition of the type described above

because of the existence of the eigenvector

|1(t′)〉 = cos θ(t′)|a〉 − sin θ(t′)|c〉 , (5.2)

where tan θ(t′) ≡ W1(t′)
W2(t′) . Under the conditions

lim
t′→−∞

W1(t′)
W2(t′)

→ 0 and lim
t′→+∞

W2(t′)
W1(t′)

→ 0 , (5.3)

the adiabatic evolution of state |1〉 is from |a〉 to |c〉. Thus, the transition is achieved

by first coupling the upper two levels and then coupling the lower two (in some

continuous, e.g. Gaussian, manner). Moreover, because of the form of the eigenstate

|1〉, the state |b〉 remains unoccupied throughout the transition.

In this chapter, we apply the method of STIRAP to the motional states of

atoms in an optical lattice. As was first shown by Graham, Schlautmann and Zoller

[27], the interaction of a single transition in an alkali atom with a pair of counter-

propagating lasers can be reduced to an effective Hamiltonian for the center-of-

mass motion of the atom in a cosine potential. Modulation of the laser amplitudes

and/or the introduction of laser pairs with offset frequencies introduces a periodic

time-dependence (see Chapter 2). Here we will analyze the “two-resonance” system

described by the effective Hamiltonian

Ĥ0(t) = p̂2 + κ0 [cos x̂+ cos(x̂− ω0t)] , (5.4)

where each of the two cosine terms are produced by a pair of counter-propagating

lasers with κ0 proportional to the square of the laser amplitudes. We show, using

perturbation analysis of an associated Floquet Hamiltonian, that small harmonic

modulations of the laser amplitudes can be used to affect a STIRAP-like transition
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from a state localized in the stationary cosine well into a state localized in the

traveling cosine well.

In Section 5.3 we present an analysis of the time-independent “quantum

pendulum” system which reveals a three-level STIRAP model in the regime of small

perturbation. Section 5.4 contains a slightly modified method in order to obtain a

STIRAP-like model for the time-dependent “two-resonance” system. In each case,

adiabatic results are compared to numerical evolution of the Schrödinger equation

and transitions of nearly 100% efficiency are observed.

5.3 STIRAP transitions in the Quantum Pendulum

Before analyzing the two-resonance effective Hamiltonian presented in the intro-

duction, we will consider STIRAP-like transitions within the quantum pendulum

system:

Ĥpend = p̂2 + κ0 cos x̂ . (5.5)

This is the simplest type of effective Hamiltonian for optical lattice experiments,

achieved with a single pair of counter-propagating lasers with equal frequencies. The

parameter κ0 is proportional to the square of the electric field amplitude. Because

of experimental techniques which can limit momentum values to the integers (see

Chapter 2), the eigenstates can be considered considered spatially periodic with

period 2π. The position space solutions to the eigenvalue equation Ĥpend|χn〉 =

En|χn〉 are the Mathieu functions 〈x|χn〉 (n ∈ Z) [1], with n even labeling even-

parity functions and n odd labeling odd-parity functions.

To affect a transition in this system using STIRAP, we add a time-periodic

modulation of the lattice amplitude of the form

λV̂ (t) = λ cos x̂ [κ1 cos(Ω1t) + κ2 cos(Ω2t)] , (5.6)
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where λ is small, and Ω1 and Ω2 are commensurate with Ω1
Ω2

= m1
m2

(mi ∈ Z). It is

useful to write Ω1 and Ω2 in terms of a common frequency ω such that Ω1 = m1 ω

and Ω2 = m2 ω, where ω = 2π
T and T is the periodicity of the perturbation. This

perturbation is achieved experimentally by modulating the intensity of the counter-

propagating laser radiation about the κ0 value, meaning that the lasers’ electric field

amplitude E(t) should take the form

|E(t)|2 ∼ κ0 + λ [κ1 cos(m1ωt) + κ2 cos(m2ωt)] . (5.7)

For now, we will consider the coefficients κ1 and κ2 to have constant values. Pertur-

bation analysis will reveal that, for small values of λ, there exists a 3-state subsystem

identical to the STIRAP model, parameterized by these coefficients. A STIRAP-

type transition can then be affected by adiabatic variation of κ1 and κ2 in the man-

ner described in Eq. (5.3). The justification of this time-parameterization of the

κi, following a Floquet analysis of the system where they are considered constant,

is provided by the (t, t′) method described in Section 3.1.4.

Having required that the frequencies Ω1 and Ω2 are commensurate, we can

analyze the dynamics of the full system

i
∂

∂t
|ψ(t)〉 =

[
Ĥpend + λV̂ (t)

]
|ψ(t)〉 (5.8)

using Floquet theory (see Section 3.1). This states that any solution of Eq. (5.8)

can be written in the form

|ψα(t)〉 = e−iεαt|φα(t)〉 , (5.9)

where the Floquet eigenstate |φα(t)〉 is periodic in time with period T , and εα is

called the Floquet eigenvalue. Plugging this solution into the Schrödinger equation

80



we arrive at the eigenvalue equation

ĤF |φα〉 ≡
[
Ĥpend + λV̂ (t)− i

∂

∂t

]
|φα〉 = εα|φα〉 , (5.10)

where the Floquet Hamiltonian ĤF is a Hermitian operator in an extended Hilbert

space which has time as a periodic coordinate [37; 76; 16].

The STIRAP model system is derived by applying perturbation theory to

Eq. (5.10), where the two frequencies in V̂ (t) are chosen to “couple” three pendu-

lum eigenvalues, at a particular value of κ0, in the manner shown in Figure 5.1a.

Although, in general, the ratio of these eigenvalue spacings is not rational, the equal

detuning ∆ allows for Ω1 and Ω2 to be chosen as commensurate. More precisely,

given three eigenvalues of the quantum pendulum Ea < Eb < Ec, any pair of integers

(m1,m2) uniquely determines ∆ and ω via the coupled equations

m1 ω = Eb − Ea −∆

m2 ω = Ec − Eb + ∆ .
(5.11)

Eliminating ω we obtain an expression for ∆

∆ =
m2 ω1 −m1 ω2

m1 +m2
, (5.12)

where we have defined ω1 = Eb−Ea and ω2 = Ec−Eb. We can see that the integer

vectors ~m ≡ (m1,m2)T which minimize ∆ are those which satisfy

~m · ~ν ≈ 0 with ~ν ≡ (−ω2, ω1)T (5.13)

Therefore, the best choices for ~m are those for which m1/m2 are the best rational

approximants of the ratio w ≡ ω1/ω2.
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Figure 5.2: The lowest seven eigenvalues of the quantum pendulum (a) as a function
of the parameter κ0 (solid lines are the eigenvalues of even-parity states, dashed
odd). The coupling of levels E0-E4 and E4-E6 at κ0 = 8 via the perturbation V̂ (t)
requires a Floquet treatment of the pendulum system. The corresponding Floquet
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Let us denote the unperturbed Floquet Hamiltonian (ĤF when λ = 0) as

Ĥ0
F ≡ Ĥpend − i

∂

∂t
. (5.14)

In the extended Hilbert space, Ĥ0
F has normalized eigenvectors of the form

〈t|χn, q〉 = 〈t|q〉|χn〉 =
1√
T

eiqωt|χn〉 , q ∈ Z . (5.15)

The corresponding eigenvalues are ε0n,q = En + qω. We are interested in the dy-

namics of an initial population of atoms localized in the pendulum state |χa〉. With

λ = 0, state |χa〉 is represented in a particular zone of Floquet eigenvalues of Ĥ0
F

by a Floquet eigenstate |χa, qa〉 with eigenvalue εa,qa in that zone. The coupling

frequencies Ω1 and Ω2 have been chosen in Eq. (5.11) such that ε0c,qc
, the Floquet

eigenvalue in that zone corresponding to the physical state |χc〉, is equal to ε0a,qa

and the eigenvalue ε0b,qb
is offset from this value by ∆. The degeneracy of these

two eigenvalues and the near-degeneracy of the third requires that any perturbation

analysis must be performed in the degenerate form [37]. Therefore, we expand the

extended Hilbert space state |φ〉 in powers of the small parameter λ

|φ〉 = |φ(0)〉+ λ|φ(1)〉+ λ2|φ(2)〉+ . . . (5.16)

and take the zeroth-order state to be a superposition of the three degenerate or

near-degenerate eigenstates of Ĥ0
F :

|φ(0)〉 = Ca|χa, qa〉+ Cb|χb, qb〉+ Cc|χc, qc〉 . (5.17)

The eigenvalue is likewise expanded in orders of the small parameter

ε = ε(0) + λε(1) + λ2ε(2) + . . . . (5.18)

83



For brevity of notation, we write the unperturbed eigenstates |a〉 ≡ |χa, qa〉, |b〉 ≡

|χb, qb〉 and |c〉 ≡ |χc, qc〉, with associated eigenvalues ε0a ≡ ε0a,qa
, ε0b ≡ ε0b,qb

and

ε0c ≡ ε0c,qc
, respectively.

Retaining terms up to first-order in λ, we obtain an isolated subsystem of

Equation (5.10):


ε0a + λVa,a λVa,b λVa,c

λVb,a ε0b + λVb,b λVb,c

λVc,a λVc,b ε0c + λVc,c




Ca

Cb

Cc

 = ε′


Ca

Cb

Cc

 , (5.19)

where ε′ ≡ ε0a+λε(1) and we have assumed that ∆ is of order λ. The matrix elements

of the perturbation are determined in the following way:

Vi,j = 〈〈χi, qi|V̂ |χj , qj〉〉 ≡
∫ π/ω

−π/ω
〈qi|t〉〈t|qj〉〈χi| cos x̂|χj〉

× [κ1 cos(m1ωt) + κ2 cos(m2ωt)] dt

=
〈χi| cos x̂|χj〉

2
(5.20)

×
[
κ1δqj ,qi+m1 + κ1δqj ,qi−m1 + κ2δqj ,qi+m2 + κ2δqj ,qi−m2

]
.

The selection of Ω1 and Ω2 guarantees that the q indices for these states satisfy

qb − qa = m1 and qc − qb = m2 . (5.21)

Therefore, the only non-zero matrix elements of the perturbation are Va,b = Vb,a

and Vb,c = Vc,b. Further, we can write

Va,b = Vb,a = κ1 va,b and Vb,c = Vc,b = κ2 vb,c (5.22)
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where the numerical values of

vi,j =
〈χi| cos x̂|χj〉

2
(5.23)

are calculated using the Mathieu functions. Subtracting ε0a (Ca, Cb, Cc)T from both

sides of Eq. (5.19) and redefining ε′ − ε0a → ε′, we arrive at


0 λκ1 va,b 0

λκ1 vb,a ∆ λκ2 vb,c

0 λκ2 vb,c 0




Ca

Cb

Cc

 = ε′


Ca

Cb

Cc

 , (5.24)

which is equivalent to the STIRAP model system. Thus, in the limit of small λ (and

∆), the parameters κ1 and κ2 can be adiabatically varied in the manner described

in the introduction to affect a transition between the unperturbed states |a〉 and |c〉.

We now provide a concrete example on which to demonstrate the analysis.

Figure 5.2a shows the energies of the first few eigenstates of Ĥpend as a function of

κ0. Husimi representations [39; 37] of the even eigenstates, at κ0 = 8, are shown in

Figure 5.3. At this value of κ0, we choose energies Ea = E0, Eb = E4 and Ec = E6

for coupling. These energy levels have spacings ω1 = Eb − Ea = 12.5668395 and

ω2 = Ec − Eb = 3.6630472 with ratio

w = 3.43070639... = [3, 2, 3, 9, ...] = 3 +
1

2 + 1
3+ 1

9+···

. (5.25)

Thus, the best rational approximates of w, found by truncating the continued frac-

tion, are {3
1 ,

7
2 ,

24
7 ,

223
65 , ...}. Using the third approximation, the modulation frequen-

cies shown in the example have been chosen to be Ω1 = 24ω and Ω2 = 7ω, giving

ω = 0.5235 and ∆ = 1.766× 10−3.

In Figure 5.2b, the Floquet eigenvalues of H0
F are shown in the zone ε? = 0.

In the inset figure, one can see that ε0a = ε00,12 and ε0c = ε06,−19 are equal at κ0 = 8
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and ε0b = ε04,−12 is offset by ∆. Using the Mathieu functions, the perturbation matrix

elements are calculated to be

Va,b = Vb,a = κ1 va,b = −1.16× 10−2κ1 (5.26)

Vb,c = Vc,b = κ2 vb,c = 2.50× 10−1κ2 . (5.27)

To accomplish a STIRAP transition from |a〉 to |c〉, we give κ1 and κ2 Gaus-

sian dependence on an adiabatic time parameter t′ (see Figure 5.4a):

κi(t′) = exp
[
−(t′ − ti)2

2σ2
i

]
. (5.28)

The conditions of Eq. (5.3) are satisfied by setting t1 = −t2 = 1.0 and σ1 = σ2 = 1.0.

Figure 5.4 shows good agreement between the adiabatic dynamics of the model

system in Eq. (5.24) (5.4b and d), and that of the full Floquet Hamiltonian (5.4c

and e).

The implementation of this transition in an experimental system (or the

numerical evolution of the Schrödinger equation) is not dependent on the time-

periodicity which we have required thus far. Floquet analysis has proven an essential

theoretical tool for revealing the existence of the STIRAP model, but the method

has introduced no upper limit on the integers m1 and m2 whose ratio approximates

ω1/ω2. Therefore we may choose the coupling frequencies to be resonant (Ω1 = ω1

and Ω2 = ω2) to any desired accuracy. The results for the numerical evolution of the

effective Schrödinger equation (5.8) are shown in Figure 5.5a, for the case of both

resonant and near-resonant coupling (∆ = 1.77×10−3) with λ = 0.1. The evolution

was performed over a set time period [0, ttot] with initial condition |〈χa|ψ〉|2 = 1,

and Gaussian parameters for the coupling amplitudes κ1 and κ2 of σ1 = σ2 = 0.1ttot,

t1 = 0.6ttot and t2 = 0.4ttot. It is seen that resonant coupling provides a more rapid

approach to the adiabatic behavior. In Figure 5.5b, good agreement is seen between
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Figure 5.4: Adiabatic evolution of the pendulum system under STIRAP coupling,
comparing the dynamics of the model in Eq. (5.24) (b and d) to that of the full
Floquet Hamiltonian in Eq. (5.8) (c and e) for λ = 0.1. The coupling field κ2 is
seen to have a greater effect on the eigenvalues at t′ = −1 than that of κ1 at t′ = 1,
since vb,c >> va,b. This asymmetry also shifts the transition of the |1〉 eigenstate
from pendulum states |a〉 to |c〉 to a later time (d and e).
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the resonant evolution of the full effective Schrödinger equation and the adiabatic

predictions of Figure 5.4.

5.4 STIRAP transitions from stationary to moving atoms

We now consider the case in which the “unperturbed” Hamiltonian has the form of

Eq. (5.4), which consists classically of a stationary cosine wave and a cosine wave

that travels through phase space with a speed ω0. Our goal is to cause a coherent

transition of an entire cloud of trapped atoms from a state localized in the stationary

wave (in the sense of its Husimi distribution) into a state localized in the traveling

wave, so that the entire collection of atoms changes velocity from v = 0 to v = ω0.

Our approach is analogous to that of the previous section. We apply pertur-

bation theory to a Floquet eigensystem of the form

ĤF (t)|φ(t)〉 =
[
Ĥ0

F (t) + λV̂ (t)
]
|φ(t)〉 = ε|φ(t)〉 , (5.29)

where ĤF is periodic in time with period T = 2π/ω and the perturbation operator

V̂ has the same form as in Eq. (5.6). Again we find that, in the limit of small λ,

there exists an isolated three-level subsystem in which a STIRAP-type transition

between eigenstates of Ĥ0
F can be induced. The construction of ĤF , however, differs

significantly from the previous section because of the explicit time-dependence of the

two-resonance Hamiltonian. In the pendulum analysis the frequencies Ω1 and Ω2

were chosen to couple the energies of pendulum eigenstates. Here, these frequencies

are chosen to couple the eigenvalues of the two-resonance Floquet Hamiltonian,

Ĥ0
F (t) = p̂2 + κ0 [cos x̂+ cos(x̂− ω0t)]− i

∂

∂t
, (5.30)

within a particular zone. Selection of coupling frequencies such that they and ω0 are

commensurate allows for Floquet analysis of the full system, but requires that the
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Figure 5.5: The numerical evolution of a state initially localized in the |χa〉 pendulum
state, under STIRAP coupling of the energies. The probability of a non-adiabatic
transition (transition to any state other than |c〉) is plotted versus the width of the
gaussian field σ = σ1 = σ2 (a), for resonant (triangles) and near-resonant coupling
(squares) with λ = 0.1. The solid lines are the values predicted by evolution of
the three-state model (see Section 3.1.4 for a justification of this use of the model).
Figure (b) shows the numerical evolution, under the effective Schrödinger equation,
of a state classically localized within the pendulum well to one localized on the
separatrix (axes on inset Husimi functions are the same as in Fig. 5.3). This
evolution corresponds to the point at σ = 6000 with resonant (∆ = 0) coupling in
(a).
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eigenvectors of Ĥ0
F be translated from their natural Hilbert space, containing func-

tions periodic in time with period T̄ ≡ 2π/ω0, into the space containing T -periodic

functions of time. The relevant Floquet eigenvalues associated to the eigenvectors

in this latter space take near-degenerate values and perturbation analysis leads to

similar results as the previous section. [It should also be noted that although we

call the two-resonance system in Eq. (5.30) an “unperturbed” Hamiltonian, it is

not analytically solvable. Perturbation theory will be a useful tool to demonstrate

the existence of a STIRAP-like model for this system, but the eigenvectors of Ĥ0
F

and all related quantities (e.g. the matrix elements of the three-level system) must

be determined numerically.]

We begin by constructing Floquet eigenvectors |φ̄ 0
α〉 of Ĥ0

F (the “overbar”

will be used to indicate that these vectors belong to the Hilbert space H̄, defined

below). We will assume that the parameters κ0 and ω0 have constant values, which

may be set arbitrarily. The only limitation on this choice is that, given ω0, κ0

should be chosen such that the set of eigenvectors with eigenvalues in a particular

zone contains one state localized purely in the stationary cosine wave and one state

localized in the traveling wave (i.e. a κ0 value far from avoided crossings involving

the eigenvalues of these states). The eigenvectors |φ̄ 0
α〉 lie in the extended Hilbert

space H̄ ≡ Θ ⊗ T̄ , where Θ is the space of all 2π-periodic, square-normalizable

position-space functions and T̄ is the space of all T̄ -periodic, square-normalizable

functions of time. We select the complete set of momentum eigenstates |n〉 (see

Section 2.3) as a basis in Θ and the analogous eigenstates |q〉 as a basis in T̄ ,

yielding normalized basis vectors in the extended space which can be written

〈x, t|n, q〉 = 〈x|n〉〈t|q〉 =
1√
2πT̄

einxeiqω0t , (5.31)
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with n, q ∈ Z. The eigenstates |φ̄ 0
α〉 can then be written

|φ̄ 0
α(t)〉 =

∑
n,q

1√
T̄

eiqω0t〈n, q|φ̄ 0
α〉 |n〉 , (5.32)

where |φ̄ 0
α(t)〉 = 〈t|φ̄ 0

α〉 and the coefficients 〈n, q|φ̄ 0
α〉 are determined by diagonaliza-

tion of Ĥ0
F in H̄.

We select a zone ε? ≤ ε̄ 0
α < ε? +ω0 within which to perform a coupling of the

eigenvalues ε̄ 0
α of Ĥ0

F . Two of these eigenvalues, denoted ε̄ 0
a and ε̄ 0

c , are those of the

states localized in the stationary and traveling waves, respectively. A third eigen-

value ε̄ 0
b is chosen with the restriction that the corresponding eigenvector is localized

“nearby” in phase space (the matrix element of cos x̂ between this and the other

two vectors should not be vanishingly small). As before, the coupling frequencies

Ω1 and Ω2 must be chosen to be commensurate. In this case, however, analogous

equations to Eqs. (5.11) cannot be solved simultaneously with the requirement that

ω0 is likewise commensurate:

ω0 = m0 ω (m0 ∈ Z). (5.33)

Therefore, in the following, we will relax the constant detuning requirement and

allow for two independent detunings defined by the equations

Ω1 = m1 ω =
(
ε̄ 0
b − ε̄ 0

a

)
−∆1

Ω2 = m2 ω =
(
ε̄ 0
c − ε̄ 0

b

)
+ ∆2 .

(5.34)

Given any integer vector ~m ≡ (m0,m1,m2)T, Eqs. (5.33) and (5.34) can be solved

for (∆1,∆2, ω). Eliminating ω and defining ω1 ≡ ε̄ 0
b − ε̄ 0

a and ω2 ≡ ε̄ 0
c − ε̄ 0

b , we
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obtain

∆1 =
m0 ω1 −m1 ω0

m0

∆2 =
m2 ω0 −m0 ω2

m0
.

(5.35)

Thus, we see that the integer vectors ~m which simultaneously minimize the two

detunings will be those closest to the vector perpendicular to the plane defined by

~ν(1) ≡ (ω1,−ω0, 0)T and ~ν(2) ≡ (−ω2, 0, ω0)T. This perpendicular vector is of course

~n = (ω0, ω1, ω2)T, and the problem of minimizing the detunings is reduced to finding

the best integer approximate of ~n or, equivalently, finding the simultaneous pair of

rational approximants for (ω1/ω0, ω2/ω0).

In the context of the three-level model system presented in the introduction,

non-equal detuning of the coupling frequencies leads to a Hamiltonian of the form

H = −~
2


0 W1 0

W1 −2∆1 W2

0 W2 ∆2 −∆1

 . (5.36)

It was recognized by Kuklinski et al [48] that this system could allow for a STIRAP

transition, despite the absence of an analytical result analogous to Eqs. (5.2) and

(5.3), as long as the condition
√
W 2

1 +W 2
2 >> |∆2 − ∆1| is satisfied. In order to

satisfy this requirement, and that of small perturbations, we will seek integer vectors

~m which provide detunings |∆2 −∆1| << ∆1 << 1.

Since the full, perturbed system ĤF (t) is periodic in time with period T ≡

2π/ω, we must determine the eigenstates of the unperturbed Floquet Hamiltonian

in the extended Hilbert space H ≡ Θ⊗T , where T is the Hilbert space of T -periodic
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functions. These eigenstates |φ0
α〉 can be expanded in H as

|φ0
α(t)〉 =

∑
n,q

1√
T

eiqωt〈n, q|φ0
α〉 |n〉 , (5.37)

where the q-eigenvectors now have the time-periodicity of T . Since the Schrödinger

equation for the unperturbed system

i
∂

∂t
|ψ(t)〉 =

{
p̂2 + κ0 [cos x̂+ cos(x̂− ω0t)]

}
|ψ(t)〉 (5.38)

can be viewed as time-periodic with either period T̄ or T = m0T̄ , a physical solution

|ψα(t)〉 can be written, using Eq. (5.9), in terms of a Floquet state with either

periodicity. Equating these two representations, we obtain a relationship between

the Floquet eigenstates of Ĥ0
F in spaces H̄ and H:

exp
[
−iε̄ 0

αt
]
|φ̄ 0

α(t)〉 = A exp
[
−iε0αt

]
|φ0

α(t)〉 , (5.39)

where ε0α is the eigenvalue associated to |φ0
α(t)〉 and A is a proportionality constant.

Equating coefficients of the momentum eigenstate |n〉 in Eqs. (5.32) and (5.37), we

find

∑
q

exp[iqm0ωt]〈n, q|φ̄ 0
α〉 =

∑
q′

A′ exp
[
i
(
q′ω − ε0α + ε̄ 0

α

)
t
]
〈n, q′|φ0

α〉 , (5.40)

where A′ is again a constant. A non-trivial solution to this equation requires that

the eigenvalues satisfy ε0α − ε̄ 0
α = Qω, where Q is an integer. We see, then, that

associated to each Floquet eigenstate in Ĥ is a family of eigenstates in H:

{
|φ0

α,Q〉, ε0α,Q

}
Q ∈ Z , (5.41)
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with ε0α,Q = ε̄ 0
α +Qω. Selecting a particular value of Q, Equation (5.40) becomes

∑
q

exp [iqm0ωt] 〈n, q|φ̄ 0
α〉 =

∑
q′

A′ exp
[
i(q′ −Q)ωt

]
〈n, q′|φ0

α,Q〉 . (5.42)

Equating coefficients of the exponentials, we find

〈n, q|φ0
α,Q〉 =


〈n, q−Q

m0
|φ̄ 0

α〉 when q−Q
m0

∈ Z

0 otherwise ,

(5.43)

where we have set A′ = 1 under normalization. Therefore we see that the un-

perturbed eigenstates in the space H have non-zero coefficients 〈n, q|φ0
α,Q〉 only at

m0-separated values of q, with an offset of Q from q = 0.

Within a particular zone, we denote the unbarred eigenvalues corresponding

to
{
ε̄ 0
a , ε̄

0
b , ε̄

0
c

}
as

{
ε0a,Qa

, ε0b,Qb
, ε0c,Qc

}
, with values related by

ε0b,Qb
− ε0a,Qa

= ∆1

ε0b,Qb
− ε0c,Qc

= ∆2

(5.44)

and corresponding eigenstates
{
|φ0

a,Qa
〉, |φ0

b,Qb
〉, |φ0

c,Qc
〉
}

. The Q-indices of these

states are related by Qa −Qb = m1 and Qb −Qc = m2.

Perturbation analysis of Eq. (5.29) is now performed by expanding the eigen-

state |φ〉 and eigenvalue ε in powers of λ. Assuming that |φ0
a,Qa

〉 is initially occupied

with probability one, and taking into account the near-degeneracies of Eq. (5.44),

the zeroth-order term in the expansion of the perturbed eigenstate is chosen to be

of the form

|φ(0)〉 = Ca|φ0
a,Qa

〉+ Cb|φ0
b,Qb

〉+ Cc|φ0
c,Qc

〉 . (5.45)

Retaining terms up to first order in λ and making the assumption that ∆1 and ∆2
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are of order λ, we obtain


ε0a + λVa,a λVa,b λVa,c

λVb,a ε0b + λVb,b λVb,c

λVc,a λVc,b ε0c + λVc,c




Ca

Cb

Cc

 = ε′


Ca

Cb

Cc

 , (5.46)

where ε′ ≡ ε0a + λε(1) and the matrix elements are calculated, defining |i〉 ≡ |φi,Qi〉,

as follows

Vi,j ≡ 〈〈i|V̂ |j〉〉 =
∑

n,q,n′,q′

[
〈i|n, q〉〈n| cos x̂|n′〉〈n′, q′|j〉

]
(5.47)

×
[
κ1〈q| cos(m1ωt̂)|q′〉+ κ2〈q| cos(m2ωt̂)|q′〉

]
=

1
2

∑
n,q,n′

κ1〈n| cos x̂|n′〉
[
〈i|n, q〉〈n′, q +m1|j〉+ 〈i|n, q〉〈n′q −m1|j〉

]
+ κ2〈n| cos x̂|n′〉

[
〈i|n, q〉〈n′, q +m2|j〉+ 〈i|n, q〉〈n′, q −m2|j〉

]
.

Recalling the structure of the states |φ0
i,Qi

〉 given in Eq. (5.43), we see that the sum

∑
q

〈i|n, q〉〈n′, q +m|j〉 =
∑

q

〈φ0
i,Qi

|n, q〉〈n′, q +m|φ0
j,Qj

〉 , (5.48)

can be non-zero only when Qj +m = Qi +km0 with k ∈ Z. Thus, the only non-zero

matrix elements of V̂ in Eq. (5.46) are

Va,b =
κ1

4

∑
n,q

(〈a|n, q〉〈n+ 1, q −m1|b〉+ 〈a|n, q〉〈n− 1, q −m1|b〉)

=
κ1

4

∑
n,q

(
〈φ̄ 0

a |n, q〉〈n+ 1, q|φ̄ 0
b 〉+ 〈φ̄ 0

a |n, q〉〈n− 1, q|φ̄ 0
b 〉

)
= κ1

〈〈φ̄ 0
a |(cos x̂⊗ I)|φ̄ 0

b 〉〉
2

(5.49)
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and

Vb,c =
κ2

4

∑
n,q

(〈b|n, q〉〈n+ 1, q −m2|c〉+ 〈b|n, q〉〈n− 1, q −m2|c〉)

=
κ2

4

∑
n,q

(
〈φ̄ 0

b |n, q〉〈n+ 1, q|φ̄ 0
c 〉+ 〈φ̄ 0

b |n, q〉〈n− 1, q|φ̄ 0
c 〉

)
= κ2

〈〈φ̄ 0
b |(cos x̂⊗ I)|φ̄ 0

c 〉〉
2

(5.50)

where the second and third equalities for each matrix element have been written in

terms of the Floquet states in H̄, using Eq. (5.43). Subtracting ε0a(Ca, Cb, Cc)T from

both sides, redefining ε′ − ε0a → ε′, and defining va,b = Va,b/κ1 and vb,c = Vb,c/κ2,

Eq. (5.46) becomes


0 λκ1 va,b 0

λκ1 vb,a ∆1 λκ2 vb,c

0 λκ2 vc,b ∆1 −∆2




Ca

Cb

Cc

 = ε′


Ca

Cb

Cc

 , (5.51)

which is equivalent to the desired model system in Eq. (5.36).

Again, we provide a example system on which to demonstrate the analysis.

Figure 5.6a shows some eigenvalues ε̄ 0
α of the two-resonance Floquet Hamiltonian, in

the zone labeled by ε? = −ω0/2 with ω0 = 6.180339887, plotted as functions of κ0. A

triplet of eigenvalues ε̄ 0
a < ε̄ 0

b < ε̄ 0
c has been chosen at κ0 = 1 for STIRAP coupling.

The Husimi functions of the three corresponding eigenstates are shown in Figure 5.7.

The values of these eigenvalues satisfy ω1 = ε̄ 0
b − ε̄ 0

a = 1.67227495 and ω2 = ε̄ 0
c − ε̄ 0

b =

1.14207065. Therefore we seek simultaneous rational approximates (m1/m0,m2/m0)

to the pair (0.270579771, 0.184790913). Performing a numerical exhaustive search,

we find that the integer vector ~m = (325, 88, 60) provides detunings ∆1 = −1.17×

10−3 and ∆2 = −1.08×10−3, which satisfy the required conditions of ∆1 ∼ O(λ) <<

1 and |∆1−∆2| << λ. The unbarred eigenvalues in the zone ε? = −ω/2 = −ω0/(2×
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Figure 5.6: Eleven eigenvalues of the two-resonance Floquet Hamiltonian with ω0 ≈
6.18, viewed as an operator in H̄, plotted as a function of κ0 (a). The corresponding
“unbarred” Floquet eigenvalues of the same Hamiltonian, viewed as an operator in
the space H with ω = ω0/325, are shown in the zone labeled by ε? = −ω/2 (b). The
near-degeneracy of three eigenvalues ε0a,Qa

, ε0b,Qb
and ε0c,Qc

at κ0 = 1 can be seen in
the inset. It is evident that there are other eigenvalues nearly degenerate with these
three, however these need not be considered in Eq. (5.45) since their respective
Q-values will yield zero-valued matrix elements.

98



x
0

p 0

0 2 4 6
−2

−1

0

1

2

3

4

5

x
0

p 0
0 2 4 6

−2

−1

0

1

2

3

4

5

x
0

p 0

0 2 4 6
−2

−1

0

1

2

3

4

5

Figure 5.7: The Husimi representations of three Floquet states of the two-resonance
Hamiltonian

(
|φ̄ 0
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b (t)〉 and |φ̄ 0

c (t)〉, clockwise from top left
)

viewed at time
t = 0. The parameter values are κ0 = 1 and ω0 ≈ 6.18.
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325) are shown in Figure 5.6b. The detunings ∆1 and ∆2 can be seen in the enlarged

section of the graph (inset), separating ε0b,−69 from ε0a,19 and ε0c,−129, respectively. The

coefficients

va,b =
0.4442

2
(5.52)

vb,c =
−0.0673

2
(5.53)

are calculated using Eqs. (5.49) and (5.50) after numerical diagonalization of Ĥ0
F in

H̄.

The adiabatic dynamics of the model system in Eq. (5.51) and the full

system in Eq. (5.29) are shown in Figure 5.8, using the same parametrization of

the κi as in Eq. (5.28) and λ = 0.02. Although good agreement is seen between the

two, it is evident that the STIRAP transition between eigenstates |a〉 and |c〉 is not

achieved in either case. The reason for this failure is a narrow avoided crossing at

t′ ≈ −2.5 between the eigenvalues of adiabatic states |1〉 and |3〉 (see inset of Figure

5.8a), which affects a transition between unperturbed states |a〉 and |c〉 before the

STIRAP transition. This type of avoided crossing, reversing the effects of the desired

transition, will always exist in the adiabatic limit when a matrix of the type given

in Eq. (5.36) is used for STIRAP evolution because of the non-degeneracy of the

eigenvalues of |a〉 and |c〉. Although this model does allow for a broad STIRAP-type

transition, the resulting change in character of the adiabatic state |1〉 as t′ passes

from −∞ to ∞ requires that its eigenvalue change from 0 to ∆1 −∆2 .

The problem with the adiabatic model can be avoided in the numerical or

experimental achievement of a STIRAP transition in one of two ways. First, it is

possible to achieve a non-adiabatic evolution of the system which is slow enough

to guarantee a STIRAP transition, but too rapid to “see” the problematic sharp

avoided crossing (via Landau-Zener tunneling [50; 92; 88]). Second, one can aban-

don time-periodicity and apply resonant coupling fields, reducing the model to the
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Figure 5.8: The adiabatic dynamics of the 3-level model in Eq. (5.51) (a and c)
and the three relevant states of the corresponding full two-resonance Floquet system
with ω0 ≈ 6.18 (b and d) for the example at κ0 = 1. The perturbation amplitude
functions κ1(t′) and κ2(t′) are the same as in Figure 5.4a, and λ = 0.02; model
parameters are as determined in the text. The eigenvalues under the application
of the perturbation are show in (a) & (b). The influence of κ1(t′) on the adiabatic
eigenvalues is stronger than that of κ2(t′) because |va,b| > |vb,c|. Overlaps of the
|1〉 adiabatic eigenvector with the unperturbed states are shown in (c) and (d).
The inset in (a) shows a sharp avoided crossing which prohibits the STIRAP-like
transition in the adiabatic limit.
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classic form in Eq. (5.1). The efficacy of both methods can be seen in Figure

5.9a, where long-time evolution of both the model (see Section 3.1.4) and the full

Schrödinger equation yields a STIRAP-like transition in the case of resonant and

detuned coupling fields. As in the pendulum case, the resonant coupling provides

a faster approach to the transition. The evolution of a state initially prepared in

the stationary wave eigenstate |a〉 is shown to pass into the traveling wave state |c〉

under resonant coupling in Figure 5.9b.

Using the non-dimensionalization presented in Section 2.3, we can return

to dimensional variables and determine the experimental conditions necessary for

a STIRAP transition of the type described here. Consider a system of cold ce-

sium atoms interacting with a system of lasers tuned near the D2 transition (as in

References [78; 80]), yielding a recoil frequency of ωr ≈ 1.3× 104 Hz. For the exam-

ple considered above, the traveling cosine wave is therefore generated by counter-

propagating lasers with frequencies offset by δω/2π ≈ 10 kHz; amplitude modulation

frequencies corresponding to Ω1/2π and Ω2/2π are 11 and 7.7 kHz, respectively. The

relationship between dimensionless time t and physical time tphys for this system is

tphys ≈ [2× 10−5 s] t . (5.54)

Therefore, the near-100% transition between the stationary and traveling lattices

shown in Figure 5.9b, acquiring a momentum of 6 recoil momenta, would require

half a second in the laboratory. The approach to adiabatic evolution can be achieved

more rapidly by increasing the coupling strength λ [48], as long as the assumption of

small perturbation (λ << κ0) remains valid. In numerical experiments, we were able

to decrease the transfer time for the preceding example (with resonant coupling) by

a factor of five, while maintaining 90% efficiency, by setting λ ≈ 0.1. Selection of a

larger value of κ0, i.e. deeper wells in the optical lattice, would allow for a larger

value of λ and shorter transfer times.
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Figure 5.9: The numerical evolution of a state initially localized in the stationary
cosine wave of the two-resonance system (|〈φ0

a(0)|ψ(0)〉|2 = 1), under the influence
of V̂ (t) for the example described in the text. The probability of a transition to any
state other than |c〉 is plotted versus the width of the coupling fields σ = σ1 = σ2

(a), with evolution under resonant coupling (Ω1 = ω1 and Ω2 = ω2) plotted with
triangles and evolution under near-resonant coupling (with ∆1 and ∆2 as shown in
Figure 5.6) plotted with squares. Solid lines are the corresponding values predicted
by the numerical evolution of the three-state model. Figure (b) shows the evolution
of the occupation probabilities for the case of σ ≈ 5000 and resonant coupling (axes
on inset Husimi functions, each taken at an integer multiple of the period T̄ , are the
same as in Fig 5.7).
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Appendix A

Perturbation analysis for

avoided crossings

The Floquet pendulum system Ĥ0
F (κ) has a two-fold degeneracy at κ = κ0 where

two eigenstates |α0〉 ≡ |nα(κ0), qα〉 and |β0〉 ≡ |nβ(κ0), qβ〉 have eigenvalues εα(κ0) =

εβ(κ0). We will use a modified degenerate perturbation theory to lift this degeneracy

at the κ-position of the resulting avoided crossing when λ > 0. In light of the

discussion in Section 4.2.2, we write the Floquet Hamiltonian as

ĤF (κ) = Ĥ0
F + δĤF ∆κ(λ) + λ V̂ , (A.1)

where we now write Ĥ0
F ≡ Ĥ0

F (κ0). The operator δĤF is ∂ĤF
∂κ = cos θ̂ which is

diagonal in the unperturbed basis. We expand ∆κ(λ), setting ∆κ(0) = 0, so that

∆κ(λ) = ∆κ(1)λ+ ∆κ(2)λ2 + · · · (A.2)
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We expand the near-degenerate eigenstates and eigenvalues in powers of λ about

their (κ = κ0, λ = 0) values:

|φ〉 = Cα|α0〉+ Cβ|β0〉+ λ|φ1〉+ λ2|φ2〉+ · · ·

ε = ε(0) + λε(1) + λ2ε(2) + · · ·
(A.3)

where Ĥ0
F |α0〉 = ε(0)|α0〉, Ĥ0

F |β0〉 = ε(0)|β0〉 and the zeroth-order eigenstates have

been assumed to be a superposition of the two degenerate unperturbed states. As

is usual in degenerate perturbation theory, the lowest-order near-degenerate eigen-

states and the corrections to their eigenvalues will be the eigenvectors and eigen-

values of a 2 × 2 matrix in the basis of the two degenerate unperturbed states. At

this order, we will make the distinct assignments |φ〉 → |φ±〉 (corresponding to the

solutions of the quadratic characteristic equation). The final expressions for C±
α ,

C±
β , |φi

±〉, and ε
(i>0)
± will depend on κ through the particular choice of the ∆κ(i)’s.

The Floquet eigenvalue equation (3.12) for the near-degenerate state now takes the

form

[
(Ĥ0

F − ε(0))
(
Cα|α0〉+ Cβ |β0〉

)]
+ λ

[
(Ĥ0

F − ε(0))|φ1〉+
(
∆κ(1)δĤF + V̂ − ε(1)

) (
Cα|α0〉+ Cβ|β0〉

)]
+ λ2

[
(Ĥ0

F − ε(0))|φ2〉+ (∆κ(1)δĤF + V̂ − ε(1))|φ1〉

+(∆κ(2)δĤF − ε(2)) (Cα|α0〉+ Cβ|β0〉)
]

+ · · · = 0 . (A.4)

A.1 First-order results

At first order in λ we have the eigenvalue equation

(Ĥ0
F − ε(0))|φ1〉+ (∆κ(1)δĤF + V̂ − ε(1))(Cα|α0〉+ Cβ|β0〉) = 0 . (A.5)
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If we now act on this equation with 〈α0| and then with 〈β0|, we obtain

 ∆κ(1)δEα + Vαα − ε(1) Vαβ

Vβα ∆κ(1)δEβ + Vββ − ε(1)

  Cα

Cβ

 = 0 . (A.6)

where Vij are the matrix elements of the perturbation in the basis of the degenerate

unperturbed eigenstates,

δEi ≡ 〈〈ni, qi|δĤF |ni, qi〉〉 = 〈ni| cos θ̂|ni〉 , (A.7)

and we have used the identity

1 =
∑

γ

|γ0〉〈γ0| ≡
∑

(nγ ,qγ)

|nγ , qγ〉〈nγ , qγ | =
∞∑

n,q=−∞
|n, q〉〈n, q| . (A.8)

At this point, we must consider two possible cases: Vαβ 6= 0 and Vαβ = 0. In

the first case, a nontrivial solution for the Ci requires first-order corrections to the

unperturbed Floquet eigenvalues

ε
(1)
± =

1
2

[
Vαα + Vββ + ∆κ(1)(δEα + δEβ)

]
± 1

2

{[
(Vαα − Vββ) + ∆κ(1)(δEα − δEβ)

]2
+ 4|Vαβ |2

} 1
2

. (A.9)

We can then write the spacing between the two Floquet eigenvalues

∆ε≡ε(1)
+ − ε

(1)
− = λ

{[
(Vαα − Vββ) + ∆κ(1)(δEα − δEβ)

]2
+ 4|Vαβ |2

} 1
2

+O(λ2) .

(A.10)
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In order to determine the particular value of ∆κ(1) at which the minimum spacing

occurs, we solve the extremal equation

(
∂∆ε
∂∆κ

)
λ

=
1
λ

(
∂∆ε
∂∆κ(1)

)
λ,∆κ(m)

= 0 (m 6= 1) , (A.11)

finding that

∆κ(1)
ac =

Vββ − Vαα

δEα − δEβ
. (A.12)

If we substitute this into Eq. (A.9), we obtain first order corrections to the eigen-

values of

ε
(1)
± =

VββδEα − VααδEβ

δEα − δEβ
± |Vαβ | . (A.13)

Therefore, we find the minimum splitting to be

∆αβ = 2λ|Vαβ |+O(λ2) . (A.14)

In the second case (Vαβ = 0), we find that the nearest approach of the two

Floquet eigenvalues is in fact a crossing (to first order in λ). In this case we define

∆κ(1)
ac to be the offset of this crossing, i.e.

∆ε = O(λ2) at ∆κ(1)
ac ≡

Vββ − Vαα

δEα − δEβ
. (A.15)

The coefficients Ci remain undetermined until the degeneracy is broken.
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A.2 Second-order results with remaining degeneracy

For the case Vαβ = 0, the zeroth order states must be determined from the second

order equation, which takes the form

(Ĥ0
F − ε(0))|φ2〉+ (∆κ(1)δĤF + V̂ − ε(1))|φ1〉

+(∆κ(2)δĤF − ε(2)) (Cα|α0〉+ Cβ|β0〉) = 0 , (A.16)

Following the same procedure as in first order, we obtain

 ∆κ(2)δEα + vαα − ε(2) vαβ

vβα ∆κ(2)δEβ + vββ − ε(2)

  Cα

Cβ

 = 0 , (A.17)

where we have used the first-order result

〈γ0|φ1〉 =
VγαCα + VγβCβ

ε(0) − ε
(0)
γ

(γ 6∈ {α, β}) (A.18)

with ε(0)
γ = 〈nγ , qγ |Ĥ0

F |nγ , qγ〉, and where we have defined

vij ≡
∑

γ 6∈{α,β}

ViγVγj

ε(0) − ε
(0)
γ

(i, j ∈ {α, β}) . (A.19)

Again we must consider two cases: vαβ 6= 0 and vαβ = 0. In the first case, our

procedure for determining ∆κ(2)
ac is identical to that of first-order and we obtain

∆κ(2)
ac =

vββ − vαα

δEα − δEβ
and ∆αβ = 2λ2|vαβ |+O(λ3) . (A.20)

In the case that vαβ = 0, we find that ∆ε = O(λ3) at an offset of

∆κ(2)
ac =

vββ − vαα

δEα − δEβ
. (A.21)
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A.3 Third-order results with remaining degeneracy

If the conditions Vαβ = 0 and vαβ = 0 are satisfied, we can attempt to lift the

degeneracy at order λ3. We obtain the following results

 ∆κ(3)δEα + vαα + v̄α − ε(3) vαβ

vβα ∆κ(3)δEβ + vββ + v̄β − ε(3)

  Cα

Cβ

 = 0 ,

(A.22)

where we have defined

vij ≡
∑

γ,σ 6∈{α,β}

ViγVγσVσj(
ε(0) − ε

(0)
γ

) (
ε(0) − ε

(0)
σ

) (i, j ∈ {α, β}) , (A.23)

and

v̄i ≡
∑

γ 6∈{α,β}

(
∆κ(1)δEγ − ε(1)

)
ViγVγi(

ε(0) − ε
(0)
γ

)2 (i ∈ {α, β}) , (A.24)

and where we have used an expression for 〈γ0|φ2〉 (analogous to Equation A.18)

determined from the second-order equation.

These equations are nearly of the same form as those at first and second

order. By the same procedure we determine

∆κ(3)
ac =

vββ + v̄β − vαα − v̄α

δEα − δEβ
and ∆αβ = 2λ3|vαβ |+O(λ4) , (A.25)

for the case that vαβ 6= 0 and ∆αβ = O(λ4) when vαβ = 0.
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Appendix B

Non-crossing Theorem

This appendix outlines the non-crossing theorem proven by von Neumann and

Wigner [84]. The theorem states that for a generic Hermitian matrix, at least three

real parameters must be varied in order to bring about an eigenvalue degeneracy.

In the case of a real symmetric matrix, two parameters must be varied.

The proof is as follows. An n× n Hermitian matrix can be diagonalized by

unitary transformation

H = U†DU , (B.1)

where D is a diagonal matrix of the eigenvalues and U is a unitary matrix which, in

general, has n2 real parameters. The above equation is unchanged if U is multiplied

by another unitary matrix U′ which commutes with D. Therefore the number of free

real parameters h of the matrix H can be written:

h = n2 + f − v , (B.2)

where f is the number of different eigenvalues and v is the number of parameters of

the unitary matrix U′. If all of the eigenvalues are unique, then the only matrices

U′ which commute with D are diagonal. Therefore f = v = n, and h = n2. If
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one eigenvalue is degenerate, however, U′ is allowed an arbitrary two-dimensional

unitary block in the degenerate subspace. Therefore v = 22+(n−2), and the number

of free parameters in the degenerate Hermitian matrix is h = n2 +(n−1)−(n+2) =

n2−3. We see then, that three real parameters must be varied in a general Hermitian

matrix in order to bring about a degeneracy of eigenvalues. If the matrix H is real

symmetric, a similar argument shows that at least two parameters must be varied.
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Appendix C

Coherent interactions between

atoms and light

In this appendix we review some of the important theoretical ideas behind mod-

ern laser cooling and trapping techniques. In particular, we derive the effective

Hamiltonian for a more general system than that considered in Chapter 2. Here,

we consider a two-level system, but allow for magnetic sublevels. This allows us

to include multiple state behavior responsible for such effects as cooling below the

recoil limit. The experimental application of such techniques in alkali atoms often

involves the hyperfine splitting of a two-level system, but the model considered here

will be an adequate representation.

The material in this chapter is drawn from a number of sources. In deriv-

ing the dipole approximation we follow Stenholm’s book on laser spectroscopy [81].

The discussion on the rotating wave approximation and the |j,m〉 formulation of the

light-atom interaction relied on Henkel and Eisert’s lecture notes [34] for their The-

oretical Quantum Optics class at Universität Potsdam. The discussion of effective

Hamiltonians (for the ground state of a two level system) and spatially dependent

light-shifts was aided by Henkel and Eisert, in addition to the papers of Graham,
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Schlottman and Zoller [27], Mouchet and Delande [62], and Steck’s dissertation [79].

C.1 Approximations

Before considering the two-level atom, we briefly review the origins of two com-

mon tools in simplifying such calculations: the electric dipole and rotating wave

approximations.

C.1.1 Electric Dipole Approximation

We will consider an atom, described by the electron wavefunction, interacting with a

monochromatic light source. The Schrödinger equation for this interaction is written

in terms of the vector and scalar potentials ( ~A, ϕ) as [81]

i~
∂

∂t
ψ(~r, t) =

[
1

2m
(~p− q ~A)2 + qϕ

]
ψ(~r, t) (C.1)

where ~p = −i~∇. A gauge transformation of the potentials by the gauge function

χ(~r, t)

~A→ ~A′ = ~A+∇χ (C.2)

ϕ→ ϕ′ = ϕ− ∂χ

∂t
(C.3)

is equivalent to the transformation of the wavefunction

ψ(~r, t) → ψ′ = exp
[
iqχ(~r, t)

~

]
ψ(~r, t) . (C.4)

After this transformation, Equation (C.1) becomes

i~
∂

∂t
ψ′(~r, t) =

[
1

2m
(~p− q ~A− q∇χ)2 + qϕ− q

∂

∂t
χ

]
ψ′(~r, t) . (C.5)
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In order to simplify the interaction, we now make the electric dipole approx-

imation. The fields in question are due to monochromatic radiation, so the vector

potential will have harmonic form

~A(~r, t) = ~e cos(~k · ~r − ωt)

=
~e

2

[
ei(~k·~r−ωt) + e−i(~k·~r−ωt)

] (C.6)

where ~e is the polarization vector and the magnitude of the wave vector satisfies

k = 2π/λ = 2πω/c. For optical light, the wavelength of the light (∼ 10−7m) will

be much larger than the size of the atom (∼ 10−10m) and we can expect that the

spatial variation of the radiation will be small around the atom. More precisely, the

product |~k · ~r| will be of order 10−2 and we can reasonably expand the exponential

e±i~k·~r ≈ 1± i~k · ~r ∓ 1
2
(~k · ~r)2 . . . , (C.7)

and keep only the first term. Thus we make the Electric dipole approximation:

exp[±i~k ·~r] ≈ 1, from which it follows that the vector potential is spatially indepen-

dent:

~A(~r, t) = ~A(~Ratom, t) . (C.8)

Armed with this simplification, we can make a gauge transformation to eliminate

the vector potential entirely from the Schrödinger equation:

χ(~r, t) = − ~A(~Ratom, t) · ~r . (C.9)

Plugging this into Equation (C.5) we find

i~
∂

∂t
ψ(~r, t) =

[
~p2

2m
+ qϕ+ q

∂ ~A

∂t
· ~r

]
ψ(~r, t) . (C.10)
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If we further assume that the fields are source-free, and therefore ϕ = 0 and ∂ ~A
∂t =

~E(t), we can write the new Schrödinger equation as:

i~
∂

∂t
ψ(~r, t) =

[
~p2

2m
− q~r · ~E(t)

]
ψ(~r, t) , (C.11)

where we can define the dipole moment operator ~d ≡ q~r.

C.1.2 Rotating wave approximation

The rotating wave approximation (RWA) is made to simplify many calculations in

studying the interaction of atoms and single-frequency laser light. The essence of

the RWA is that terms with large frequency complex exponential terms lead to small

corrections in the calculations and can be neglected. These “large frequency” terms

result from the multiplication of one exponential from the electric field and another

from the energy separation of the two levels. Here we show, by perturbation analysis,

the efficacy of this approximation and present a general rule for its application.

n-level atomic system

We consider an atomic systemHA =
∑

nEn|n〉〈n| under the influence of a monochro-

matic laser with electric field:

~E(~r, t) = ~E(~r)e−iωLt + ~E?(~r)eiωLt

= 2 ~ER(~r) cosωLt+ 2 ~EI sinωLt
(C.12)
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where ωL is the laser frequency, and ~E(~r) = ~ER(~r) + i ~EI(~r) is the complex valued

electric field amplitude. The full Hamiltonian in the dipole approximation is then

H = HA +HAF =
∑

n

En|n〉〈n| − ~d · ~E(~r, t)

=
∑

n

En|n〉〈n| − ~d ·
(
~E(~r)e−iωLt + c.c.

)
≡

∑
n

En|n〉〈n|+
(
V e−iωLt + V †eiωLt

) (C.13)

We now move to the interaction picture by writing

|ψ(t)〉 =
∑

n

cn(t)e−iEnt/~|n〉 (C.14)

which reduces the Schrödinger equation to a set of ODEs

i~ċn =
∑
m

〈n|HAF |m〉e−iωmntcm(t) (C.15)

where ~ωmn = Em − En.

Perturbation solution of these equations are now performed by assuming

cn(0) = δna.

Zeroth Order : ċ(0)
n = 0 (C.16)

First Order : i~ċ(1)
n = 〈n|HAF |a〉e−iωant (C.17)

Integrating the first order equation, we find

c(1)
n (t) = c(1)

n (0)− i

~

∫ t

0
〈n|HAF (τ)|a〉e−iωantdτ . (C.18)

116



Using the above form for the electric field we can integrate the second term

i

~

∫ t

0
〈n|HAF (τ)|a〉 = 〈n|V |a〉1− e−i(ωan+ωL)t

~(ωan + ωL)
+ 〈n|V †|a〉1− e−i(ωan−ωL)t

~(ωan − ωL)
(C.19)

Let’s first consider the case of absorption, where the laser is tuned close to a par-

ticular transition, i.e. En − Ea ≈ ~ωL, and therefore → ωan + ωL ≈ 0). The

first term is then resonant and dominates the first order effect. The small denom-

inator in this term will lead to a large value of c(1)n (t), effecting a transition from

|a〉 → |n〉 (En > Ea). The second term has a relatively large denominator (∼ 2ωL),

is non-resonant and can be neglected. This approximation, neglecting the negative

frequency component of the electric field (E?eiωLt or V †eiωLt) is called the rotating

wave approximation. In the case of emission (Ea > En), the second term is resonant

and leads to a large c(1)
n (t), effecting an emission of a photon and transition to a

lower energy state. The positive frequency component can be neglected here.

Application to the two-state model: Rabi revisited

We now reduce the atomic system to two states |g〉 and |e〉 with energy difference

~ωA. Subtracting off their average energy, we write the atomic Hamiltonian as

HA =
~ωA

2
|e〉〈e| − ~ωA

2
|g〉〈g| (C.20)

If we identify the two-dimensional Hilbert space with C2, making the associations

(1, 0)T ↔ |e〉 and (0, 1)T ↔ |g〉, we can write

HA =
~ωA

2

 1 0

0 −1

 =
~ωA

2
σ3 (C.21)
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where σ3 is one of the Pauli spin matrices:

σ1 =

 0 1

1 0

 σ2 =

 0 −i

i 0

 σ3 =

 1 0

0 −1

 . (C.22)

The interaction Hamiltonian will be assumed to be off-diagonal

〈e|V (t)|g〉 = 〈e|V |g〉e−iωLt + 〈e|V †|g〉eiωLt

≡ ~Ω
2
e−iωLt +

~Ω′

2
eiωLt

(C.23)

where we have defined the Rabi flopping frequency Ω = 2〈e|V |g〉/~. Thus we can

write

HAF =
~
2

 0 Ωe−iωLt

Ω?eiωLt 0

 +
~
2

 0 Ω′eiωLt

Ω′?e−iωLt 0

 (C.24)

where we have used the fact that this matrix is Hermitian.

To simplify this model, we use the RWA. Referencing the previous section’s

perturbation approach, we see that

1. Absorption (|g〉 → |e〉) corresponds to {a = g, n = e}. In that case, we

neglect the first term of Eq. (C.19), i.e. 〈e|V †|g〉 → 0.

2. Emission (|e〉 → |g〉) corresponds to {a = e, n = g}. In this case, the second

term of Eq. (C.19) dominates and we neglect the first term, i.e. 〈e|V †|g〉 → 0.

Thus we see that the RWA amounts to setting Ω′ = 0. Put another way, we first

eliminate the negative frequency part of 〈e|V (t)|g〉 and then use Hermiticity to

determine 〈g|V (t)|e〉.

We can now write the full Hamiltonian for the two-level system as

H = HA +HAF =
~ωA

2
σ3 +

~Ω
2

(σ1 cosωLt+ σ2 sinωLt) . (C.25)
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C.2 Alkali atoms interacting with lasers

The experiments we consider in this dissertation involve the interaction of neutral

alkali atoms and optical lasers. The single electron in the outer shell of these atoms

allows for a relatively simple energy level structure (see cesium’s energy structure

in Figure 2.1). Additionally these atoms have a strong transition in the optical

frequency regime, making them ideal for such experiments.

Consider such and alkali atom interacting with a monochromatic laser. We

will treat these atoms as effectively two-level systems (i.e. atoms in which all but

a pair of levels can be neglected in the presence of an optical laser) but allow for

a magnetic subsystem in each level. This picture involves the coupling of a ground

state with total angular momentum j, and therefore 2j + 1 magnetic (Zeeman)

sub-levels that we denote |j,m〉 and an excited state |J,M〉. The electric dipole

transition between these states is 〈J,M |~d · ~E(~r, t)|j,m〉, where the electric field will

be treated classically.

C.2.1 Rotating wave approximation

The dipole operator has vanishing matrix elements between sub-levels of a given

(total) angular momentum state, so we will write the dipole operator as

~d · ~E = Pe
~d · ~EPg + Pg

~d · ~EPe , (C.26)

where Pg,e are the projection operators onto the Zeeman subspaces of the ground

and excited states, respectively. To make the RWA, we notice that the excitation

part of the dipole operator Pe
~d· ~EPg will only have a significant contribution from the

positive frequency component of the electric field (see previous section). Therefore,
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we can write the interaction Hamiltonian in the rotating wave approximation as

Hint = −Pe
~d · ~E(~r)Pge

−iωLt − Pg
~d · ~E?(~r)Pee

iωLt (C.27)

where ~E(~r) now denotes the (time-independent) complex amplitude of the electric

field.

The dipole matrix elements are related to the Clebsh-Gordon coefficients

known from angular momentum addition. These formulas will take the simplest

form if the electric field is expanded in the eigenstates of the angular momentum

operator. Choosing quantization along the z-axis, we write the unit eigenvectors for

the electric field as

ê0 = êz ê±1 = ∓ êx ± iêy√
2

. (C.28)

Thus the electric field can be written

~E =
∑

q=−1,0,1

Eq êq (C.29)

where we have suppressed the spatial dependence and where Eq = ê?q · ~E. The matrix

elements of the field then follow from

〈J,M |~d · êq|j,m〉 = D(j, J)〈J,M |j,m1, q〉 (C.30)

where the “reduced matrix element” D(j, J) is independent of Zeeman level, and

〈J,M |j,m, 1, q〉 are the Clebsch-Gordon coefficients. These have the following prop-

erties:

• They are non-zero only when m+ q = M

• They are unity for J = j + 1

120



The Rabi frequency corresponding to a particular transition can then be written

ΩJMjm =
−2D(J, j)

~
∑

q

Eq〈J,M |j,m, 1, q〉 (C.31)

C.2.2 Effective ground state Hamiltonians by adiabatic elimination

In this section we show how a far detuned laser field can induce transitions between

sub-levels of the ground state. This process involves the “adiabatic elimination” of

the excited state(s).

Transformation to the rotating frame

We use a unitary operator

U(t) = exp
[
iωLt

2
(Pe − Pg)

]
(C.32)

to transform to the rotating frame of the laser field, and thereby eliminate the

explicit time-dependence from the Hamiltonian. The Schrödinger equation

i~
∂

∂t
|ψ〉 = [HA +Hint] |ψ〉

=
[

~ωA

2
(Pe − Pg)− Pe

~d · ~EPge
−iωLt − Pg

~d · ~E?Pge
iωLt

]
|ψ〉

(C.33)

can be written

Ui~
∂

∂t
|ψ〉 = UHAU

†U |ψ〉+ UHintU
†U |ψ〉 (C.34)

where

UHAU
† = HA and H ′

int ≡ UHintU
† = −Pe

~d · ~EPg − Pg
~d · ~E?Pe (C.35)
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and we can use[
U, i~

∂

∂t

]
f = Ui~

∂f

∂t
− i~

[
iωL

2
(Pe − Pg)

]
Uf − i~U

∂f

∂t

=
[
ωL~
2

(Pe − Pg)U
]
f

(C.36)

to write

i~
∂

∂t
[U |ψ〉] = −ωL~

2
(Pe − Pg) [U |ψ〉] +HA [U |ψ〉] +H ′

int [U |ψ〉] , (C.37)

or, writing the primed Hamiltonian,

H ′ = −~∆
2

(Pe − Pg)− Pe
~d · ~EPg − Pg

~d · ~E?Pe (C.38)

where ∆ ≡ ωL − ωA is the detuning of the laser from the atomic transition.

Adiabatic elimination

Writing U |ψ〉 → |ψ〉 we expand into the Zeeman sub-levels of the ground and excited

states:

|ψ〉 =
∑
m

cm|j,m〉+
∑
M

CM |J,M〉 (C.39)

we find that the new Schrödinger equation yields

i~ĊM = −~∆
2
CM +

~
2

∑
m

ΩMmcm (C.40)

i~ċm =
~∆
2
cm +

~
2

∑
M

ΩmMCm (C.41)

where ~ΩMm ≡ −2〈J,M |~d · ~E|j,m〉, and ΩmM = Ω?
Mm.

We now perform the adiabatic elimination of the excited levels. By assuming

that the detuning ∆ is large, and that the atom is nearly in the ground state, we
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can assume that all coefficients cm and CM will contain the oscillating factor e−i∆t/2

characteristic to free evolution in the ground state. We then write

CM (t) = C̃Me
− i∆t

2 and cm = c̃me
− i∆t

2 . (C.42)

If we further assume that ˙̃CM = 0 (i.e. that the excited state is approximately

constant, modulo the oscillations due to the ground state evolution), we find

C̃M =
∑
m

ΩMm

2∆
c̃m . (C.43)

Plugging this into the equation of motion for the (slowly varying) ground state

amplitudes

i~ ˙̃cm =
~

4∆

∑
m′

[∑
M

Ω?
MmΩMm′

]
c̃m′ (C.44)

leading to an effective Hamiltonian for the ground state:

Heff =
1

~∆
Pg

(
~d · ~E?

)
Pe

(
~d · ~E

)
Pg = −PgHintPeHintPg

Ee − Eg − ~ωL
(C.45)

or

Heff
mm′ =

∑
M

~ΩmMΩMm′

4∆
. (C.46)

We should notice here that transitions between ground state levels involves a two

photon transition. This is important when we consider optical lattices formed by

counter-propagating lasers: momentum can only be transferred from lattice to atom

in integer multiples of 2~k.
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C.2.3 Applications

Light Shifts

As an application of the effective ground state Hamiltonian, consider transitions

between |j = 0〉 → |J = 1〉. The only matrix element of Heff is

〈0, 0|Heff |0, 0〉 =
∑
M

~Ω0MΩM0

4∆
, (C.47)

and the Rabi frequencies are

ΩM0 = −2
~

∑
q

Eq〈1,M |~d · ê1|0, 0〉

= −2
~

∑
q

EqD(0, 1)〈1,M |0, 0, 1, q〉 = −2EMD(0, 1)
~

(C.48)

where we have used the fact thatm+q = M and that the Clebsch-Gordon coefficents

are unity for J − j = 1. The matrix element above is then simply a function of the

magnitude of the electric field:

〈0, 0|Heff |0, 0〉 =
∑
M

D2

~∆

∑
M

|EM |2 =
D2

~∆
| ~E|2 . (C.49)

This energy is called the AC Stark shift or the light shift.

Raman transition

Now we apply the effective ground state model to a degenerate ground and excited

state (j, J = 1/2). In this case we have three independent matrix elements between
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the two ground state Zeeman levels

〈−1/2|Heff | − 1/2〉 =
D2

~∆

(
1
3
|E0|2 +

2
3
|E+1|2

)
(C.50)

〈+1/2|Heff |+ 1/2〉 =
D2

~∆

(
1
3
|E0|2 +

2
3
|E−1|2

)
(C.51)

〈−1/2|Heff |+ 1/2〉 =
D2
√

2
~∆3

(
E?

0E−1 + E?
+1E0

)
(C.52)

〈−1/2|Heff |+ 1/2〉 = 〈+1/2|Heff | − 1/2〉? , (C.53)

where we have used the Clebsch-Gordon coefficients (see Henkel’s Chapter 2, Fig.

2.2) connecting the two Zeeman levels of both the ground and excited levels. The

“Raman transition” is that between the two ground states | + 1/2〉 and | − 1/2〉,

which will occur when the field amplitudes E0 and E+1 (or E−1) are simultaneously

nonzero. The transition involves the absorption of a photon with polarization 0 and

emission of a photon with polarization −1

j = 1 → J = 1 transitions

We now consider the transitions between two triple-degenerate levels (m = −1, 0,+1)

in the presences of a circularly polarized light field (see Henkel’s Chapter 2, Fig. 2.3).

In this case, the |j = 1,−1〉 state is coupled to only the |J = 1, 0〉 and |j = 1,+1〉

sub-levels, or we can say that the m = +1,−1 Zeeman sub-levels of the ground state

are coupled by a two photon transition.

C.3 Atomic momentum considerations

We have introduced two-level atomic systems without any consideration of the center

of mass motion of the atom, or the transfer of momentum involved in absorption or

emission of a photon. It is precisely this interaction, however, which allows for the

laser cooling and trapping of atoms, and for the optical lattice effective Hamiltonians
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considered in this dissertation. In this section, we present two methods of atomic

cooling – velocity selective coherent population trapping and Raman cooling – which

are based on the model systems of the previous section.

Before these two methods can be applied to an experimental system, the

atoms must first be cooled to very nearly zero Kelvin by the technique of doppler

cooling (or optical molasses) [31; 14]. The essence of this technique is to direct

a pair of counter-propagating lasers at a cloud of atoms, with frequencies slightly

red-detuned from a transition in the atom. An atom with a velocity vector pointing

opposite to an oncoming laser will preferentially absorb a photon, due to the doppler

shifting of the laser’s frequency. This absorption gives the atom a kick of momen-

tum ~kL (where kL is the wavenumber of the laser) toward zero velocity in that

dimension. If the emission of the photon is assumed to be spontaneous and there-

fore randomly directed, the atom suffers a net loss of kinetic energy. A schematic

of this process in one dimension is shown in Figure C.1. By applying three pairs of

counter-propagating lasers, the method can be used in three dimensions and a cloud

of atoms can be cooled to very nearly the recoil temperature, Tr, defined by

kBTr =
~kL

2M
, (C.54)

where kB is the Boltzmann constant, kL is the wavenumber of the lasers and M is

the mass of the atom.

C.3.1 Velocity Selective Coherent Population Trapping

In 1988, Cohen-Tannoudji and coauthors [6] proposed a new method of cooling

atoms into a narrow velocity distribution with width much smaller than the single

photon recoil limit. This new technique is one of a few which allows for cooling

below the theoretical limits of pure doppler cooling techniques.

The procedure was initially proposed for and experimentally demonstrated
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Figure C.1: One-dimensional doppler cooling. Counter-propagating lasers impinge
on a cloud of atoms with initially random thermal velocities (top). The lasers are red
detuned from an optical transition in the atom, which makes absorption more likely
for those atoms with velocity vectors opposing a particular beam. After application
of this “optical molasses” the component of the velocity parallel to the laser beams
is reduced (bottom).
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on helium atom atoms with a triple degenerate ground and excited states |g = 23S1〉

and |e = 23P1〉. The atoms are first cooled to a narrow range of momentum by

regular laser-cooling methods, and then subjected to two counter-propagating laser

beams with the same frequency ωL and intensities, directed along the ±z-axis with

σ+ and σ− polarizations respectively. The excited state e0 (m = 0)is coupled to

g−(g+) state by stimulated emission of a σ+ (σ−) laser photon carrying momentum

~k (−~k). Thus, for each value of translational momentum p, we have a closed

family of three states:

F (p) : {|e0, p〉, |g+, p+ ~k〉, |g−, p− ~k〉} , (C.55)

where the subscripts on the ground and excited states are the Zeeman values m, and

~k is the magnitude of the laser photon, coupled by the interaction Hamiltonian

〈g±, p± ~k|V |e0, p〉 = ∓
(

~Ω1

2

)
exp[iωLt] (C.56)

where Ω1 is the Rabi frequency associated to each laser and the ∓ signs come from

the Clebsch-Gordon coefficients for each transition.

Note that, for a given p, the kinetic energy difference of g+ and g− is 2~kp/M .

One can then propose a non-absorbing, trapping state:

|ψNA(0)〉 =
1√
2

[|g−,−~k〉+ |g+, ~k〉] . (C.57)

This state is stationary since the two states |g±,±~k〉 have the same kinetic and

internal energies and since 〈ψNA(0)|V |e0, 0〉 = 0. Additionally, this state is radia-

tively stable (spontaneous emission does not effect it), so if an atom is pumped into

this state, it remains trapped indefinitely. For families F (p 6= 0), one can introduce
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two orthogonal combinations of the ground states:

|ψNA(p)〉 =
1√
2

[|g−, p− ~k〉+ |g+, p+ ~k〉] (C.58)

|ψA(p)〉 =
1√
2

[|g−, p− ~k〉 − |g+, p+ ~k〉] . (C.59)

The first state is not coupled to |e0, p〉, while the second is coupled with a Rabi

frequency of
√

2Ω1. The trapping state is not stationary, however, since the kinetic

energy difference of |g±, p ± ~k〉 is nonzero. Instead, an atom prepared in state

|ψNA(p)〉 at time t = 0 will oscillated between |ψNA(p)〉 and |ψA(p)〉 with frequency

2kp/M (the near-degenerate tunneling mechanism). Additionally, one can show

that for small values of p, the absorption rate from |ψNA(p)〉 is of the order

Γ′′ = (kp/M)2/Γ′ (C.60)

where Γ′ ≈ Ω2
1/Γ is the absorption rate from |ψA(p)〉 in the case of Ω1 << Γ and zero

detuning, and where Γ is the spontaneous emission rate from |e〉 (see [6]). Thus,

the smaller the momentum, the longer time spent in |ψNA(p)〉: velocity-selective

coherent population trapping.

Thus far, only the dynamics within a given momentum family have been con-

sidered. The essential condition which allows this momentum trapping mechanism

to work is that spontaneous emission redistributes atoms between different families.

Along the z-axis, spontaneous emission contributes a random kick between −~k and

~k. Since the smaller momentum families have a longer lifetime (see previous para-

graph), with longer interaction time with the lasers, atoms will accumulate into the

two momentum peaks of |ψNA(0)〉 at ±~k with smaller and smaller peak widths.
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Figure C.2: The three-level Raman cooling transition (energy spacings not to scale).
Counter-propagating lasers with frequencies ν1 and ν2 affect a Raman transition
between the two ground states (effectively a Rabi system with detuning ∆). The
detuning ∆ of this transition allows for the velocity selection of only those atoms for
which the effective transition is doppler-shifted into resonance. These atoms receive
a two-photon kick toward p = 0. A third laser with frequency νp optically pumps
the selected atoms back to the |1〉 state, with a fraction acquiring a velocity near
zero. [Figure adapted from Kasevich & Chu [40].]
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Raman Cooling

After Cohen-Tannoudji’s introduction of VSCPT, Chu and Kasevich [40] proposed

another multilevel method for laser cooling below the single-photon recoil limit:

Raman cooling. The basic principle of this method is similar to that of Cohen-

Tannoudji in that the process is velocity selective and pumps atoms into a ground

state where the translational momentum of the atoms are in a very narrow band

about zero. In this case, a two-level ground state is subjected to Raman transitions

using a detuned optical transition to an excited level (see Figure C.2).

Considering Eqs. (C.52) and (C.53), we see that the Raman transition, re-

sulting from adiabatic elimination of the excited level, creates an effective Rabi

system between the two ground states with detuning ∆. By controlling this detun-

ing, atoms can be velocity-selected: only those atoms for which the Rabi transition

is doppler-shifted into resonance will make the transition. In Figure C.2, one can

see from the orientation of the counter-propagating Raman lasers that an atom

with leftward-directed velocity will be see the effective Rabi transition shifted into

resonance. By reversing the direction of the two lasers, rightward-moving atoms

see a resonant transition. In making the transition, the selected atoms receive a

two-photon kick towards p = 0, while motionless atoms are unaffected. The se-

lected atoms are then optically pumped back into the lower energy ground state by

a laser with frequency νp, with some fraction acquiring a momentum near p = 0.

By repeated application of such Raman pulses, with sequentially smaller detunings

∆, a large fraction of atoms will be trapped in the ground state with momentum

distribution much smaller than the recoil limit.

The experimental results presented in [40] were performed on sodium atoms.

The ground state of these atoms has two-level hyperfine splitting (3S1/2, F = 1, 2)

and an excited level 3P3/2.
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Appendix D

Vector spaces, linear operators

and changes of basis

A vector space V over a field of scalars F is a set of elements called vectors which

satisfy the property that an arbitrary linear combination of vectors

m∑
i=1

fi|vi〉 with fi ∈ F , |vi〉 ∈ V,m ∈ N (D.1)

is also a vector. A set of vectors is said to span the space V if every vector can

be written as a linear combination of the members of that set. A vector which

cannot be written as a linear combination of some set of vectors is called linearly

independent of that set. A set of vectors which are linearly independent and which

span the space is called a basis and the number of vectors in any basis is called the

dimension of the space. Thus, given a basis {|u1〉, |u2〉, ..., |uN 〉} of an N -dimensional

vector space V, an arbitrary vector |v〉 ∈ V can be written:

|v〉 = ξi|ui〉 (D.2)
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where summation is implied over the repeated indices and the set {ξi} will be called

the coordinate representation of |v〉 in the basis {|ui〉}. This convention, and the

specification of V as N -dimensional, will be used throughout the rest of this section.

A transformation A which takes an arbitrary vector in V and returns another

vector such that the operation is linear:

A(f |v〉+ g|w〉) = fA|v〉+ gA|w〉 (|v〉, |w〉 ∈ V) (f, g ∈ F) , (D.3)

is called a linear transformation. The action of a linear transformation in V can be

defined by its action on a set of basis vectors, i.e. given a basis {|ui〉}, the matrix

of elements aij defined by

A|ui〉 = aij |uj〉 , (D.4)

uniquely characterizes the transformation.

We can write another basis in this space in terms of the first basis

|ū1〉 = R11|u1〉+ . . .+R1N |uN 〉

|ū2〉 = R21|u1〉+ . . .+R2N |uN 〉

· · ·

|ūN 〉 = RN1|u1〉+ . . .+RNN |uN 〉 ,

(D.5)

or simply

|ūi〉 = Rij |uj〉 , (D.6)

where we see that R is a linear transformation from one basis to another: |ūi〉 =

R|ui〉 ∀i. It can easily be shown that R has an inverse, taking each |ūi〉 into |ui〉.

Considering an arbitrary vector which can be written

|v〉 = ξi|ui〉 = ξ̄i|ūi〉 , (D.7)
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we see that

|v〉 = ξ̄iRij |uj〉 → ξi = RT
ij ξ̄j , (D.8)

and ξ̄i = RT−1
ij ξj .

Now consider the action of a linear transformation on two sets of basis vec-

tors:

A|ui〉 = aij |uj〉 and A|ūi〉 = āij |ūj〉 . (D.9)

The action of this operator an arbitrary vector |v〉 can be written in either basis:

A|v〉 = ξiA|ui〉 = ξiaij |uj〉

A|v〉 = ξ̄iA|ūi〉 = ξ̄iāij |ūj〉 .
(D.10)

Rewriting the second equation, we obtain

A|v〉 = RT−1
ik ξkāijRjl|ul〉

= ξi

[
RT−1

ki āklRlj

]
|uj〉

→ aij = R−1
ik āklRlj ,

(D.11)

where we recall that the transformation R is defined by |ūi〉 = R|ui〉.
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Appendix E

Classical dynamics and

renormalization

The classical dynamical equations for the one-and-a-half degree-of-freedom (one

degree-of-freedom plus time) “perturbed pendulum” system

H(p, θ, t) = p2 + κ cos θ + 2λ cos θ cos t . (E.1)

are

dp

dt
= −∂H

∂θ
= κ sin θ + 2λ sin θ sin t

dθ

dt
=
∂H

∂p
= 2p ,

(E.2)

These two equations may be considered a subsystem of an enlarged, two degree-of-

freedom system, independent of time. We can consider time to be a second angle

variable, and introduce the 2 degree-of-freedom Hamiltonian

H2D(p1, p2, θ1, θ2) = p2
1 + p2 + κ cos θ1 + 2λ cos θ1 cos θ2 , (E.3)
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where we have made the association: p→ p1, θ → θ1 and t→ θ2; and where p2, the

canonical conjugate to θ2, has been introduced to preserve the association to time:

θ̇2 = 1. The dynamical equations of H2D contain (E.2) as an closed subsystem.

The easiest way of visualizing a classical dynamical system with more than

one degree-of-freedom is by Poincaré section, the intersection of the trajectories with

a particular plane in phase space. A Poincaré section of the two degree-of-freedom

system using the {p1, θ1} plane at θ2 = 0 is equivalent to a 2π-time strobe plot of

system (E.1). Two examples of such a plot are given in Figure 3.1.

In Figure 3.1a, λ = 0 and the system is integrable. The phase space of

an integrable system is sectioned into a finite number of regions foliated by nested

invariant tori to which the dynamical trajectories are constrained [5]. In each of

these regions, action-angle coordinates {J,Θ} may be introduced, the Hamiltonian

can be written solely as a function of the actions H = H(J), and the tori are labeled

by the action coordinate. In our model system, we clearly have three of these regions

(demarcated by the separatrices of the pendulum resonance); tori are visible in the

strobe plots as a sequence of points tracing out a line. All trajectories constrained

to a particular torus have the same winding number:

W =
ω1(J)
ω2(J)

≡
∂H(J)
∂J1

∂H(J)
∂J2

, (E.4)

and we may therefore label each torus by its winding number. If the winding number

of a particular torus is rational, then each orbit will be closed and will appear on

the strobe plot as a finite set of points. If the winding number is irrational, the

orbits constrained will never close; each will densely fill the torus. This second type

of dynamics is termed quasiperiodic motion and will be important in the analysis

of near-integrable systems. As t→∞, orbits undergoing quasiperiodic motion will

appear as solid lines on a strobe plot.
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In Figures 3.1(b), λ > 0 and the system is no longer integrable. It is visible

that some of the original invariant tori have broken and the now unconstrained

trajectories wander chaotically. For the parameter values shown here, this is most

clearly visible near the separatrices. A number of other features in Figure 3.1 warrant

comment. For each cosine term in the Hamiltonian with non-zero coefficient, there

appears a pendulum-like resonance structure in the phase space. The momentum

value of each of these resonances is determined by the equation

dθ

dt
= vphase , (E.5)

where, for a cosine term of the form cos(kθ − Ωt),

vphase = Ω/k . (E.6)

Therefore, in Figure 3.1 (b), we see primary resonance structures at p = {0,±1
2}.

In addition, there are visible secondary resonance structures in the phase space

(for example the two-island structure at p = ±1
4). These are the remnants of the

integrable system’s rational tori.

The notions of chaos and integrability illustrated in Figure 3.1 are quantified

with the use of KAM theory and renormalization. KAM theorem, first proposed by

Kolmogorov in 1954 [45] and subsequently proven by Arnol’d [3] and Moser [61] in

the 1960’s, states that most - in the sense of measure theory - of the invariant tori

which foliate an integrable system will preserve under small enough perturbations.

Those that survive perturbation are tori with sufficiently irrational winding numbers;

those with rational winding numbers are destroyed by an arbitrarily small (generic)

perturbation. In one and a half and two degree-of-freedom systems, the unbroken

tori in a near-integrable state form barriers to motion in the phase space. A near-

integrable one-and-a-half or two degree-of-freedom system will therefore retain much
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Figure E.1: A 2π-time strobed plot of system (E.1) near criticality (κ = 2 ×
10−2 ; λ = 1.0959× 10−2).

of the original structure of the integrable. However, as the perturbation grows

larger, the invariant tori will be deformed and eventually break. As this occurs,

chaotic motion will dominate in the regions between remaining tori. At some critical

value of the perturbation parameters, the last of the original invariant tori will

break (that with the most irrational winding number, i.e. the inverse golden mean

W = γ−1 ≈ 0.618) and global chaos will dominate the dynamics. At criticality,

a given torus will break up into a cantor-like set, a cantorus, which will still limit

the passage of trajectories. Mackay, Meiss, and Percival [57] termed this diffusion

“turnstile flux”.

The determination of the critical parameter values for a given Hamilto-

nian system is best accomplished by the methods of renormalization (see references

[56; 12; 43; 42]). Following the numerical methods of [12], we can obtain the so-
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Figure E.2: The critical function for the model system (E.1). Each point in {κ, λ}-
space represents a pair of values at which the golden torus is at criticality.

called critical function for the system (E.1): the set of parameter values {κc, λc}

at which the last of the original invariant tori break. For the value of κ considered

in Figure 3.1, renormalization predicts a critical value of the second parameter at

λc = 1.0959 × 10−2. A time-strobe plot of the model just below these parameter

values (Figure E.1) clearly shows a phase space dominated by chaos, but divided by

the remaining invariant torus (seen in bold at p ≈ 0.32). Figure E.2 shows the set

of critical parameter value pairs. For each {κ, λ} point shown, there exists a golden

torus at criticality.

We may also consider the critical parameter values at which tori of different

winding numbers break. If we fix κ = 0.02, we may obtain λc as a function of W

(Figure E.3). One can see that the most robust torus (that which has the highest

value of λc) has winding number W = γ−1. Tori with rational winding numbers
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Figure E.3: The critical function for (E.1): λc as a function of winding number,
with κ = 0.02.

have λc = 0.
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Appendix F

Mathieu Functions

This Appendix reviews the process of solving the Mathieu Equation

d2y

dz2
+ (a− 2q cos 2z)y = 0 , (F.1)

for the function y(z) and the characteristic value a for a given parameter q. A

primary reference on these techniques, as well as a collection of tables and figures

illustrating the solutions can be found in [1]. A recent paper [29] reviews the tech-

niques with particular emphasis on visualization techniques, while Aldrovandi and

Ferreira [2] apply them to the problem of the quantum pendulum.

We will only be concerned with solutions of equation (F.1) which are periodic

in z with period of π or 2π. Solutions of this type have the form

y =
∞∑

m=0

Am cosmz +Bm sinmz , (F.2)

where B0 can be taken to be zero. Inserting this into equation (F.1) we find

(a−m2)y − 2q
∞∑

m=0

[Am cos(2z) cos(mz) +Bm cos(2z) sin(mz)] = 0 (F.3)
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or

∞∑
m=0

(a−m2)(Am cosmz +Bm sinmz) (F.4)

− q {Am [cos(m+ 2)z + cos(m− 2)z] +Bm [sin(m+ 2)z + sin(m− 2)z]} = 0 .

With a few changes of index variables and the definitions

A−m = B−m = 0 ∀ m > 0 , (F.5)

we can write

∞∑
m=−2

[
(a−m2)Am − q(Am−2 +Am+2)

]
cosmz (F.6)

+
∞∑

m=−1

[
(a−m2)Bm − q(Bm−2 +Bm+2)

]
sinmz = 0 .

The solution (F.2) has four independent types

ye =
∞∑

m=0

A2m+p cos(2m+ p)z (F.7)

yo =
∞∑

m=0

B2m+p sin(2m+ p)z (F.8)

where p takes the value 0 for solutions of period π and 1 for solutions of period

2π. Using (F.6) we obtain recursion relations for the coefficients. Here we only

write down those relations for p = 0 since the relevant solutions for the quantum

pendulum problem must be of period π. For even solutions the relations are as
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follows:

aA0 − qA2 = 0 (F.9)

(a− 4)A2 − q(2A0 +A1) = 0 (F.10)

(a−m2)Am − q(Am−2 +Am+2) = 0 (m ≥ 3) . (F.11)

Odd solutions of period π must satisfy:

(a− 4)B2 − qB4 = 0 (F.12)

(a−m2)Bm − q(Bm−2 +Bm+2) = 0 (m ≥ 3) . (F.13)

In order to solve for the characteristic values a, we must collect these recur-

sion relations into a single root-finding problem. By defining

Gem ≡ Am

Am−2
, Gom ≡ Bm

Bm−2
(F.14)

and

Vm ≡ a−m2

q
(F.15)

we can write equations (F.9-F.11) as

Ge2 = V0 , (F.16)

Ge4 = V2 −
2
Ge2

, (F.17)

Gm =
1

Vm −Gm+2
(m ≥ 3) , (F.18)

where we write Gm when the relations are identical for even and odd solutions. For

odd solutions, equation (F.18) holds in addition to

V2 = Go4 . (F.19)
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