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Comparing Sonification Strategies Applied to Musical and Non-Musical Signals
for Auditory Guidance Purposes

Prithvi Ravi Kantan
Aalborg University, Copenhagen
prka@create.aau.dk

ABSTRACT

Researchers have increasingly explored the potential of in-
teractive auditory guidance in navigation and spatial ori-
entation tasks. Despite laboratory promise, the adoption of
these applications in real-life remains limited, partly due to
the lack of aesthetic considerations in the design of audi-
tory guidance stimuli, leading to auditory fatigue and low
user acceptance. Although music has been suggested as
a solution and tested in motor learning and rehabilitation,
there is a lack of empirical research comparing its guidance
efficacy with traditional nonmusical designs. Through a
one-dimensional guidance task with 18 participants, the
present study compared an array of novel musical strate-
gies with nonmusical strategies based on the same auditory
perceptual dimensions. It was observed that the musical
strategies elicited higher user experience ratings while af-
fording comparable performance (error, acquisition time,
overshoots) to the nonmusical strategies. There were also
performance differences based on the auditory dimensions
manipulated by the strategies (e.g. pitch, loudness). There
is thus preliminary evidence that music warrants more seri-
ous consideration as a means to address the issues of pleas-
antness and user preference in auditory guidance.

1. INTRODUCTION

Aided by technological advances in the sound and mu-
sic computing field, digital audio applications have been
increasingly explored as assistive tools in otherwise non-
audio domains [1]. One such tool is auditory guidance
(AG), wherein a human user is interactively guided through
a real-life task by an auditory stimulus. Although most
conventional guidance systems communicate with human
users through the visual modality (e.g. maps, medical dis-
plays, traffic signals, etc.), there are certain situations where
the auditory modality may be more appropriate. This could
be due to the visual modality being absent due to blindness
or preoccupied with other tasks, coupled with the fact that
the auditory perceptual channel is typically open and capa-
ble of processing parallel streams of information [1,2]. The
utility of AG has been researched for indoor navigation [3],
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locomotion guidance [4], pedestrian navigation [5], spa-
tial orientation tasks [6], precision tasks [7], and aircraft
control [8] with promising results that demonstrate perfor-
mance benefits from AG.

An AG signal may be verbal (such as GPS-based navi-
gation instructions on Google Maps) or nonverbal (com-
monly seen in parking assistance systems), and continu-
ous or discrete. Regardless of the specific application, AG
systems work by computing the instantaneous state of the
user, comparing it to the state value corresponding to task
completion (target state), and using their difference (in the
form of a normalized distance) as a control variable for
real-time audio synthesis or processing [9]. The output is
an audio signal that varies based on this distance in such a
way that it guides the user towards the target. This can be
seen as a case of interactive sonification, where humans
interact with a system that converts data to sound [10].
The sonification topology may be 1D (only one state vari-
able is sonified, e.g. angular distance during indoor nav-
igation [3]) or multidimensional (e.g. two sonified Carte-
sian coordinates to guide 2D spatial orientation tasks [6]).
This can be seen as real-time parameter mapping sonifi-
cation [11], where discrete variables are mapped to sepa-
rate auditory perceptual dimensions (e.g. pitch, loudness,
tempo, timbre), ideally selected based on the task needs
[12] as well as the quantity being represented [13]. Many
algorithms can be used, from simple methods like subtrac-
tive/FM synthesis to more complex ones such as physi-
cal models and granular synthesis, or even DSP applied
to pre-recorded audio signals such as music tracks [11].
Design rationales may be metaphorical, psychoacoustic,
spatialization-based, or abstract [4, 6, 7, 9].

Despite their potential, AG applications enjoy only lim-
ited adoption and acceptance in real-life contexts at present
[2, 9], an issue that also plagues the field of auditory dis-
play and sonification at large [14±16]. Researchers have
attributed this to several possible causes that ultimately re-
late to the lack of interdisciplinary collaboration in the re-
search field [1, 2]; these range from design philosophies
and aesthetics to empirical evaluation practices. Specifi-
cally, the sonification design process has tended to lack for-
malization [9], leading to the prevalence of ad-hoc design
practices and trial-and-error based research [1]. Design ap-
proaches have also tended to be simple and devoid of psy-
choacoustically or psychologically driven motivations for
sound design decisions [2]. Moreover, there is a shortage
of studies comparing multiple sonification strategies [2,9].
Even those that have done so [12] have stuck to simple
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sound designs and not explored the impact of more aes-
thetic approaches (e.g. music) on guidance task outcomes.

Here, my objective was to experimentally compare non-
musical and musical AG strategies based on common au-
ditory perceptual dimensions in terms of task performance
and user experience in a 1D guidance context. The follow-
ing sections present related research as well as the design
and implementation of the present sonification strategies,
which were finally evaluated in a 1D task similar to [12]
with 18 normal-hearing participants.

2. RELATED RESEARCH

2.1 Strategies Used in Auditory Guidance

Sonification strategies in AG have been classified based on
their perceptual characteristics. Parseihian et al. (2015) [9]
classified strategies depending on the presence of a sonic
reference denoting the target state. They defined three types
- without reference (e.g. sine pitch), with reference (e.g.
synchronicity, harmonicity), and reference-and-zoom (e.g.
multiband frequency modulation). At a lower level, strate-
gies can also be classified on the basis of the auditory prop-
erties they manipulate. Pitch and loudness are commonly
used dimensions [9], but more complex psychoacoustic
dimensions such as chroma, beating, and roughness have
successfully been tested as well [6].

The appropriate sonification strategy for an AG task de-
pends upon the spatiotemporal constraints of the task, and
past studies have typically used evaluation metrics such as
target acquisition error, time, and overshoots [2,3,6,12]. In
short, most studies have found AG to be feasible and ben-
eficial [2±6]. Many have compared the efficacies of AG
and visual guidance, mostly finding that visual guidance is
faster and more accurate [5, 6], although AG outperforms
it in some cases [7]. The former is not surprising, consid-
ering that vision is far more precise, and subject to far less
individual variability than audition [15]. But even purely
within AG, studies have tended to lack rigorous empirical
comparisons of different strategy types [2]. A notable ex-
ception is [12], where multiple strategies were compared in
the context of a 1D target-finding task. The authors found
systematic differences in task performance depending on
the nature of the sonification strategies (auditory dimen-
sion, presence of sonic reference) and the task goal (speed,
accuracy, or overshoot minimization). They did not, how-
ever, investigate the implications of sonic aesthetics in the
context of their designed strategies [12].

2.2 The Issue of Aesthetics

Aesthetics, which binds together aspects such as intrusive-
ness, listener fatigue, annoyance, and comprehensibility of
a sonification [17], can impact the utility, usability, and
eventual acceptance of an application. Human-computer
interaction research has shown that aesthetic values are an
important determinant of user preferences [18], and similar
considerations apply to sonification design [2,9,19±21]. A
lack of aesthetically pleasing and preference-tailored soni-
fication designs may contribute to ongoing problems with
acceptance and adoption [2, 9, 20]. Despite the notion that

the functional and aesthetic properties of auditory displays
cannot be dealt with independently [17, 21], it is common
to make use of simple sounds (e.g. sine waves, noise)
and perceptual dimensions (qualities - e.g. pitch, loud-
ness) [13]. This, aside from not catering to user tastes,
can lead to auditory fatigue [2, 9, 19], although acceptance
and fatigue have been found to be subjective [6].

To alleviate these concerns, several approaches have been
proposed and tested - these are based on the premise that it
is possible to apply variations of an auditory dimension to
not only simple sounds, but also complex sound textures
without affecting sonification performance [12]. For in-
stance, morphological earcons [9] essentially convey infor-
mation through sonic evolution along auditory dimensions,
rather than the chosen sounds themselves; this creates a
common ‘semantic language’. It is thus possible to satisfy
individual preferences and allow seamless switching be-
tween various sound palettes without significant changes
in cognitive load or learning time [9]. Indeed, many com-
plex ‘sound palettes’ have successfully been tested, such as
physically modeled instruments [7] and natural/electronic
soundscapes [9], but we restrict our focus to the one type
of organized sound with universal appeal - music.

2.3 Music as an AG Medium

Although musical sonification has been explored to a con-
siderable extent in the domain of motor learning and move-
ment rehabilitation for its ability to motivate and modify
movement [22±24], music as a guidance medium has been
less common. This may be due to the reluctance of de-
signers to use a complex and dynamic signal for fear of
the seeming ambiguity introduced to data when it is rep-
resented using aesthetic approaches [20]. But while it is
indeed true that musical sonification designs have a less di-
rect data-sound relationship (indexicality [17]) than more
traditional designs, there is a little empirical evidence that
musical AG is prohibitively imprecise as a result. In fact,
experiments have shown that adaptive DSP (panning, tempo
changes) applied to user-selected music can serve as an ef-
fective guidance tool [8,23], and even simple scale melodies
have been shown to be effective AG tools [3].

If an AG signal must be continuously audible (as asserted
in several works [6, 8]), then music may be a viable means
to address the problems of aesthetics and personal prefer-
ence. The goal of the present study was to compare mu-
sical and nonmusical strategies in terms of objective out-
comes (e.g. error, speed) and elicited user experience. This
could serve as empirical evidence to justify the incorpora-
tion of layered musical material in AG design, providing a
better understanding of how musical materials can be ma-
nipulated so as to generate effective AG. In this study, the
term ‘musical sonification’ refers to the use of audio DSP
processing on continuous music signals to convey guid-
ance information.

3. MATERIALS AND METHODS

For the present study, two sets of AG strategies were tested
- musical and nonmusical. For the nonmusical set, a subset
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of the strategies used in [12] were reproduced. The novel
musical strategies were designed such that each nonmu-
sical strategy had a musical correlate based on the same
auditory dimension. Whilst the nonmusical strategy ma-
nipulated a stationary signal (sine tone, noise, beep train),
its musical counterpart manipulated the characteristics of
a synthesized multitrack musical arrangement (described
next). The reference-and-zoom strategies in [12] were ex-
cluded due to the complexity of adapting them for a layered
musical signal. The experimental evaluation was a simpli-
fied recreation of the 1D target-finding task in [12], where
an unspecified point on a line (target) had to be located
with the help of AG. To generate the present strategies,
real-time music sequencing was carried out in a JUCE-
based 1 C++ program, and FAUST 2 was used for audio
synthesis, processing, and mixing.

3.1 Music Generation

The sequencing functionality in JUCE was written to pro-
vide note (triggering, pitch, velocity) information to the
synthesis engine at sixteenth note intervals at 120 BPM.
The synthesis engine in FAUST generated eight tracks cor-
responding to pop/electronic instruments. These included
percussive and melodic instruments in several frequency
registers, enabling syncopation and true polyphony in a 4/4
time signature. The synthesis methods were based on sim-
ple waveforms (e.g. square, sawtooth, noise) with envelope-
controlled filters, as well as FM with simple attack-release
envelopes. Parametric equalizers and dynamic range com-
pressors are applied so as to attain the desired balance prior
to stereo mixdown. The source code can be found in the
attached web repository 3 . Melodic and harmonic patterns
corresponding to four popular songs 4 were encoded into
the sequencer for the purpose of this study.

3.2 AG Strategy Design

Figure 1. The JUCE-built interface used to carry out 1D
AG tasks using the different strategies. The mouse was
used to initiate tasks and adjust the slider value (user po-
sition along the line segment). Tasks were concluded by
hitting the space bar.

1 JUCE Framework - https://juce.com/
2 FAUST Language - https://faust.grame.fr/
3 https://github.com/prithviKantanAAU/SMC2022_

AG_Code_Data
4 The Eagles - Hotel California, Tom Petty and the Heartbreakers -

Free Fallin’, Luis Fonsi - Despacito

The strategies were designed for 1D guidance, wherein
the task goal was to navigate along a line segment to an un-
known target point using AG as shown in Fig. 1. Hence the
sonified quantity was the distance x between the instanta-
neous position of the user along the segment and the target.
x was normalized between 0 and 1, where 1 corresponded
to the total length of the segment. Six auditory dimen-
sions were considered, each with nonmusical and musical
AG strategy correlates. The nonmusical strategies are only
briefly described here (see [12] for the motivation behind
the parameter ranges). Also, the term melody instruments
refers henceforth to the combination of all pitched instru-
ments (bass synth, chord synths, main melody synth). Au-
diovisual examples of all strategies are provided 5 .

3.2.1 Nonmusical Strategies

• Pitch (P): x was positively mapped to the fundamen-
tal frequency of a pure tone through a logarithmic
function that scaled the tone frequency in the 300
Hz - 3.4 kHz range.

• Loudness (L): x was positively mapped through a
logarithmic power function to the amplitude of a sine
wave at 600 Hz, such that the dynamic range corre-
sponding to the x value range was 40 dB.

• Brightness (Br): x controlled the bandwidth of a
white noise signal via the cutoff frequency of a 2nd
order lowpass filter, such that the cutoff frequency
range was 300 Hz - 3.4 kHz (maximum at x = 0,
with logarithmic scaling).

• Amplitude Modulation (AM): A 200 Hz sine tone
was added to a second sine tone whose frequency
was controlled by x, such that their summation pro-
duced a beating/amplitude modulation effect at fre-
quencies ranging from 10 Hz to 0 Hz (no beating at
x = 0).

• Synchronicity (Sy): x was mapped to the temporal
offset between two identical beep sequences at the
same tempo (120 BPM), such that the beeps were
perfectly synchronized when x was 0, and offset by
125 ms when x was 1.

• Harmonicity (Hm): x was mapped to the higher
partial frequencies of a sinusoidal harmonic series,
such that increasing x introduced an inharmonicity
factor of up to 0.01.

3.2.2 Musical Strategies

• Pitch (P): x was mapped to the root note frequency
of the melody instruments as a multiplicative factor,
causing them to be transposed upward by a maxi-
mum of 60 semitones as:

fTonicfinal = fTonicoriginal · (1 + 5 · x)
5 AG Strategy Demo Video: https://www.youtube.com/

watch?v=RMbzq1rydrY

Proceedings of the 19th Sound and Music Computing Conference, June 5-12th, 2022, Saint-Étienne (France)

281



• Loudness (L): x was mapped to the gain control of
the melody instruments, such that increases in x re-
sulted in these instruments becoming softer as:

MelGaindB = −80 · x

• Brightness (Br): x controlled the cutoff frequency
of a resonant low pass filter on the melody instru-
ments such that the cutoff frequency was maximum
on the target and decreased with increases in x. The
filter had a Q-factor of 2.5 to highlight cutoff fre-
quency changes.

fcMel(Hz) = 12000− 11800 · x

• Amplitude Modulation (AM): x was mapped to the
depth control of a tremolo effect (amplitude modu-
lation) that processed the melody instruments. The
tremolo effect consisted of a sine LFO (low frequency
oscillator) at the musical beat frequency. Increasing
x increased the effect intensity as:

AMProd = LFO ·MelMixpre

MelMixfinal =
MelMixpre · (1− x) +AMProd · x

• Synchronicity (Sy): x was mapped to temporal off-
set factors separately applied to all instruments (re-
alized using delay buffers), reducing their level of
musical synchronization as x increased. The delay
in seconds for each instrument was calculated as:

d(Inst) = dMax(Inst) · x

• Harmonicity (Hm): x was mapped to the mix ra-
tio control of a ring modulator effect connected to
the melody instruments. The modulation frequency
of the effect was configured to the tritone relative to
the tonic, as this was found to create the most in-
harmonic result compared to other frequencies. In-
creasing x made the output more dissonant as:

RMProd =MelMixpre · sin(2πfmodt)
MelMixfinal =

MelMixpre · (1− x) +RMProd · x

4. EXPERIMENTAL EVALUATION

An experiment was carried out with the purpose of directly
comparing the AG strategies in terms of guidance efficacy
and user experience. At the outset, I framed the following
hypotheses based on past literature:

• H1: Participants will exhibit inferior performance
with the musical strategies than with their nonmu-
sical correlates, manifesting as greater error, longer
acquisition time, and more overshoots per trial.

• H2: There will be differences in task performance
between the auditory dimensions (e.g. brightness
and synchronicity will lead to greater error than pitch
and loudness).

• H3: The musical strategies will be rated as more
pleasant and preferable for longer use durations than
their nonmusical correlates.

4.0.1 Participants

A convenience sample of 18 participants (3 women) from
Aalborg University aged 29.4 ± 6.3 years volunteered to
participate in the experiment. Each of them was briefed
about the purpose and length of the experiment, and in-
formed that they could withdraw at any time. All exper-
imental procedures conformed to the ethics code of the
Declaration of Helsinki. Informed consent was obtained
prior to participation, and no sensitive or confidential in-
formation was collected from the participants.

4.0.2 Experimental Setup

The experiment was conducted in a quiet room at Aalborg
University. It took place on a Dell laptop loaded with the
experimental interface (see Fig. 1), which provided in-
structions, set up the AG tasks, and recorded participant
responses. An external keyboard and mouse were used to
operate the software, and sound was played using Audio
Technica ATH-M50X headphones.

4.0.3 Procedure

After the initial briefing, the participant was asked to com-
plete an online musical background questionnaire to de-
termine their Ollen Musical Sophistication Index (OMSI)
[25]. The experiment was conducted using the interface,
which randomized the presentation order of the 12 AG
strategies. For each strategy, the procedure was as follows:

• Training Phase: The participant familiarized them-
selves with the AG strategy during this phase. An
on-screen hint was first provided (see Fig. 1 for an
example). Based on this, they attempted to locate a
randomly determined target point using the AG strat-
egy. There was no time limit for this, and a feed-
back prompt appeared when the participant was in
the vicinity of the target value. When the partici-
pant felt comfortable with the strategy, they could
proceed to the main testing phase.

• Testing Phase: This was identical to the training
phase, except that there was a 30 second time limit,
and no prompt appeared in the target vicinity. The
instruction was to find the target point ‘as quickly

and accurately as possible within the time limit’. Par-
ticipants pressed the space bar to conclude the trial
when complete, at which time the trial data were
logged. Following the guidance task, the participant
was given accuracy feedback and asked to rate two
qualitative measures on a 7-point Likert scale - (A)
how pleasant they found the guidance strategy, and
(B) the duration for which they would prefer to use
the AG strategy.
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The above procedure was repeated for all 12 AG strate-
gies. During both phases, the random target location was
constrained to lie between 50% and 85% of the slider length
so as to make the initial approach clearly audible and pre-
vent unavoidable overshoots.

4.0.4 Data Analysis

The data were organized in MATLAB 2018b and statisti-
cally analyzed in SPSS 27.0. The outcome measures (ab-
breviations in parentheses) were:

• Absolute Error % (Error)

• Acquisition Time (Time)

• Target Overshoots (Overshoots)

• Rated Pleasantness (Pleasantness)

• Rated Duration of Preferred Use (PrefDuration)

These outcomes were compared both between and within
auditory dimensions, respectively using repeated-measures
(RM) ANCOVA analyses between (i) the six auditory di-
mensions (each with their two correlated strategies aver-
aged) [Hypothesis H2], and (ii) the 12 AG strategies, with
participant OMSI score (OMSI) as the covariate. I then
examined differences between the musical and nonmusi-
cal correlates within each auditory dimension to test H1
and H3. A significance criterion α = 0.05 was used for
all analyses, and post-hoc Tukey tests were carried out
when significant main effects and/or interactions were de-
tected. In addition, Pearson correlation coefficients were
computed between each pair of outcomes to investigate
possible linear associations. Summary measures for the
data are presented as mean ± standard deviation. The
JUCE code, data logs, analysis scripts, and SPSS test out-
puts are available on GitHub.

5. RESULTS

We found that the participants (OMSI 252.11 ± 275.06)
were able to perform the AG tasks with an overall error
of 2.59 ± 1.94 %, taking 16.17 ± 4.29 sec to complete
each task, and committing 7.16 ± 2.91 target overshoots
per task. Table 1 shows the Pearson correlation coeffients
between each pair of outcomes across each of the 216 indi-
vidual trials (18 participants × 12 trials), revealing several
significant correlations. For the ANCOVA analyses carried
out across auditory dimensions and strategies, there were
no significant main effects of the covariate (OMSI), and
between-subject statistics are therefore not reported.

5.1 Between Auditory Dimensions

The RM ANCOVA revealed a significant main effect of
Auditory Dimension on Error (F(2.34, 37.51) = 8.926, p
< 0.001, η2p = 0.258) with post-hoc comparisons reveal-
ing significant pairwise differences among several auditory
dimensions (Fig. 2 (A)). It is seen that the Loudness strate-
gies elicited the least error (0.90 ± 1.36 %) and the Syn-
chronity strategies elicited the greatest (5.47 ± 4.79 %).

Er Tm Ov Ple PDur
Er 1 0.132 -0.153 -0.126 -0.067
Tm - 1 0.296 0.139 0.154
Ov - - 1 0.018 -.002
Ple - - - 1 0.739

PDur - - - - 1

Table 1. The upper triangular portion of the Pearson’s
correlation matrix between all outcomes across the 216
recorded trials. Bold and underlined values indicate sig-
nificant correlations. Er = Error, Tm = Time, Ov = Over-
shoots, Ple = Pleasantness, PDur = PrefDuration

There was also a significant main effect on Time (F(5, 80)
= 11.395, p < 0.001, η2p = 0.416), with post-hoc com-
parisons showing several pairwise differences (Fig. 2 (B)).
Participants were fastest when using the Loudness strate-
gies (12.48 ± 4.38 sec), and slowest when using the Am-
plitude Modulation strategies (20.40 ± 5.64 sec). There
was no main effect of Auditory Dimension on Overshoots
(F(2.83, 45.38) = 1.836, p = 0.157, η2p = 0.103) or Pleas-
antness (F(5, 80) = 1.895, p = 0.106, η2p = 0.106). There
was, however, a main effect on PrefDuration (F(5, 80) =
2.625, p = 0.03, η2p = 0.141), with post-hoc comparisons
revealing significant pairwise differences (Fig. 2 (C)). The
Loudness strategies received the highest ratings out of 7
(3.94± 1.74), whereas the Harmonicity strategies received
the lowest (2.67 ± 1.31).

5.2 Within Auditory Dimensions

The RM ANCOVA showed a significant main effect of
Strategy on Error (F(3.70, 62.91) = 4.544, p = 0.003, η2p =
0.211) and Overshoots (F(4.34, 73.78) = 2.549, p = 0.042,
η2p = 0.13). Post-hoc comparisons did not, however, show
significant differences between correlated strategies within
any auditory dimension for either outcome. There was a
significant main effect on Time (F(11, 187) = 10.678, p <
0.001, η2p = 0.386). Post-hoc comparisons showed that
participants took significantly longer when using musical
strategies than their nonmusical correlates for three of the
six auditory dimensions (Pitch, Loudness, Harmonicity)
(Fig. 3 (A)). But on the whole, the qualitative outcomes ap-
peared to favor the musical strategies. There was a signif-
icant main effect of Strategy on Pleasantness (F(11, 187)
= 9.279, p < 0.001, η2p = 0.353), with post-hoc compar-
isons showing that musical strategies were rated signifi-
cantly higher than their nonmusical correlates for all audi-
tory dimensions except Synchronicity (Fig. 3 (B)). Lastly,
there was also a significant main effect on PrefDuration
(F(11, 187) = 4.803, p < 0.001, η2p = 0.22). Post-hoc
comparisons revealed higher ratings for the musical strate-
gies corresponding to three auditory dimensions (Loud-
ness, Brightness, Harmonicity) (Fig. 3 (C)).

6. DISCUSSION

In this study, I experimentally compared nonmusical audi-
tory guidance strategies [12] with a set of novel musical
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Figure 2. Selected outcomes across auditory dimensions, with constituent musical/nonmusical strategy outcomes averaged.
The brackets indicate significant differences between auditory dimensions. Bar heights represent mean values, and error
bars show 95% confidence intervals.

Figure 3. Selected outcomes across the individual AG strategies, with correlated musical/nonmusical strategies stacked
together within the respective auditory dimension. The asterisks indicate significant differences between correlated strate-
gies. Bar heights represent mean values, and error bars show 95% confidence intervals.

strategies based on the same auditory dimensions. They
were assessed in terms of guidance efficacy and elicited
user experience. Based on the known trade-off between
aesthetics and precision in data representation through sound
[15,17,20], I first hypothesized that participants would ex-
hibit inferior performance with the musical strategies than
with the nonmusical ones (H1). This was partially vali-
dated in terms of acquisition time, where participants took
significantly longer with musical AG for three of the six
auditory dimensions. This can be attributed to heightened
uncertainty when examining the pitch, loudness, and har-
monicity of a complex, nonstationary signal (music) as
compared to simple tones, which may have caused users
to take longer to finalize their judgments.

On the other hand, there were no differences between the
correlated strategies in terms of error and overshoots. This
can be seen as evidence of the musical and nonmusical
strategies showing comparable efficacy despite the over-
all background of the participants (mean OMSI 252.11,
meaning ‘less musically trained’ [25]). But it is also likely
that these results were due to the design of the experiment.

Unlike in other comparable studies [6, 12] the participants
received only limited practice with each AG strategy (1
round of target-finding), making it unlikely that they had
reached their performance ceiling before the testing phase.
It is therefore premature to comment on the peak perfor-
mance allowed by the musical and nonmusical strategies.

Furthermore, the experiment did not examine the effect
of different instruction types prioritizing speed, accuracy,
and overshoot minimization, although past research has
shown that this strongly impacts AG user behavior and per-
formance, particularly overshoots [12]. The instruction to
find the target ‘quickly and accurately’ may have meant
that individual participants prioritized speed and accuracy
differently, making it difficult to replicate the clear dif-
ferences across strategies seen in [12]. Nevertheless, the
significant negative correlation between overshoots and er-
ror aligns with past findings [12] in that when prioritizing
accuracy (minimizing error), participants carry out small
back-and-forth adjustments close to the target that mani-
fest as overshoots. Ultimately, the relatively small sam-
ple size (18 participants) and single testing phase trial per
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strategy (as opposed to three in [12]) may also have con-
tributed to making the differences in error and overshoots
between musical and nonmusical strategies harder to sta-
tistically detect.

Next, it was hypothesized that participants would per-
form differently with the various auditory dimensions (H2).
This was validated by significant differences in both er-
ror and acquisition time. Pitch, loudness, and harmonicity
were the best-performing dimensions in these terms, with
synchronicity performing poorest in terms of error. In the
case of musical AG, this may have been due to difficul-
ties in understanding small deviations in musical timing
among several interacting rhythms, especially considering
that most participants lacked musical expertise. In terms of
time, AM and synchronicity took longest, most likely due
to the low frequency of the AM (slow changes in volume),
and the relatively large minimum time required to make
rhythm-based judgments compared to e.g. pitch [26]. The
overall dimensionwise trends in [12] could not be repli-
cated, purportedly due to differences in experiment design.

The final hypothesis (H3) was that the musical strategies
would be rated more favorably than their nonmusical coun-
terparts in terms of pleasantness and preferred duration of
use. This was largely validated by significant differences
seen within almost all auditory dimensions. This is in line
with past findings about users preferring algorithmic musi-
cal sonification over other designs [27], but it is worth not-
ing that this was despite the extremely basic DSP methods
used to synthesize the music. It is likely that the ratings
for musical AG would be even better with user-selected
pre-recorded music tracks like in [8]; most of the musical
strategies (except synchronicity) can easily be adapted into
DSP algorithms for recorded audio sequences.

There was also a strong correlation between Pleasant-
ness and PrefDuration, which can be interpreted as a ‘halo-
effect’, where the perception of aesthetic values may have
strongly influenced overall user preference [18]. Although
[18] found usability to be the other key predictor of pref-
erence, we did not directly capture any subjective mea-
sures of usability, and future studies should incorporate
these so as to study the usability factors that dictate over-
all preferences. The user ratings were also positively cor-
related to acquisition time, either because the participants
wilfully spent more time listening to their preferred AG
strategies, or because they simply took longer to find the
target using musical AG. It is worth noting the task was rel-
atively short (30 sec) and user ratings would probably have
changed with longer exposure to all AG strategies [19]. In
the absence of significant correlations between the subjec-
tive ratings and error/overshoots, it also remains unclear
precisely how user preferences are linked to task perfor-
mance (a.k.a. guidance efficacy). It is likely that this will
relationship will vary depending on the needs of the AG
task at hand [21].

Limitations of the study include the limited ecological va-
lidity of the 1D AG task, static nature of the target value/state,
and the lack of equivalence between how musical and non-
musical correlate strategies were generated (e.g. AM and
harmonicity). It is unclear whether the findings will gen-

eralize to higher-dimensional and/or dynamic tasks, espe-
cially considering the increased cognitive load and strict
need for orthogonal auditory dimensions in these situations
[6, 12, 15]. In terms of gauging user experience, more es-
tablished questionnaires such as the system usability scale
and other HCI standards could have been used, as well
as the NASA-TLX for assessing subjective cognitive load.
A measure of invasiveness of the sounds was also lack-
ing. Limitations of the experiment design such as instruc-
tion type, practice length, and total test repetitions should
be addressed in future studies, which should also be con-
ducted with a larger and more gender-balanced sample,
preferably with potential users (e.g. visually impaired).
Lastly, the OMSI [25] may not have been the best measure
of musical ability in this context as it did not reveal any
differences depending on music training, something that
sonification studies have consistently found [15]. More tar-
geted tests of rhythmic and melodic discrimination may be
worth adopting in future investigations.

7. CONCLUSIONS

This study extended past research on auditory guidance
by comparing the efficacy of musical strategies with pre-
viously established nonmusical ones. Aside from provid-
ing an AG performance comparison of the various auditory
dimensions when used with a dynamic musical stimulus,
the findings suggest that the use of music has the poten-
tial to improve user experience when using AG without in-
troducing significant performance degradation. Although
future studies should address the limitations of the present
methodology and perform rigorous comparisons in real-
world AG scenarios, this study provides preliminary evi-
dence that the use of music warrants more serious consid-
eration as a means to address present issues of pleasantness
and user preference in auditory guidance design.
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