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a b s t r a c t

The small-signal stability of large-scale interconnected microgrids needs to be analyzed to find the
most dominant dynamic behaviors. In this paper, a comprehensive and easy-expandable module-based
modeling method is proposed, which is expandable to many interconnected AC microgrids through
circuit breakers, i.e. synchronous microgrids. Another certain requirement is validating such a large
model, which is satisfied using a well-known Prony analysis method. The large-scale interconnected AC
microgrids are implemented in a real-time digital simulator to provide input waveforms for the Prony
analysis. On the other hand, the dynamic modes of the proposed model are calculated by eigenvalue
analysis, and their contributions in each state variable are identified using the participation matrix. In
the proposed validation method, the participating modes in each state variable are compared with the
natural frequencies of its estimated waveform by Prony analysis. It is concluded that there is a good
matching between the participating modes in the state variables and the contributing frequencies in
their waveforms that verifies the proposed modeling method.

© 2021 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

An individual microgrid (MG) is a self-controllable entity in
he modern power grids that comprises a group of distributed
nergy resources (DERs), storage systems, loads, protection and
ontrol devices, which can be operated in both grid-connected
nd islanded modes. Although DERs can be connected to the grid
ndividually, their integration in MGs improve stability, reliability,
conomic optimality and allow their higher penetration than in-
ividual DERs (Bevrani et al., 2017). Furthermore, these properties
an be enhanced by interconnecting individual MGs. This has led
o more research interest in interconnected microgrids (IMGs).

The IMGs operating mode is a new operation mode of individ-
al MGs in order to improve their flexibility, reliability, resiliency,
ER penetration and also prevent/postpone load shedding by
xchanging the power efficiently (Lasseter, Jun. 2011; Shahnia
nd Arefi, 2017; Shahidehpour et al., 2017). For this purpose,
he challenges of IMGs can be studied in different fields. Small-
ignal modeling and stability analysis of AC IMGs through circuit
reakers (Shahnia and Arefi, 2017; Zhao et al., 2017; Nikolakakos
t al., 2016; Shahnia, 2016; Rehimi et al., 2020; Yao et al., 2021),

∗ Corresponding author.
E-mail address: fbl@et.aau.dk (F. Blaabjerg).
ttps://doi.org/10.1016/j.egyr.2021.10.045
352-4847/© 2021 The Authors. Published by Elsevier Ltd. This is an open access art
modeling and stability analysis of AC IMGs through back-to-back
converters (Naderi et al., 2019b, 2020b; Sinha et al., 2021; Ma-
jumder and Bag, 2014), power oscillation damping and frequency
stability enhancement (Nikolakakos et al., 2016; Hossain et al.,
2016; Hirase et al., 2020; Ali et al., 2021), and stability improve-
ment by the interlinking devices and DERs control (Zhang et al.,
2016; Hao et al., 2018), are the main aspects of the IMGs stability
recently studied in the literature. Power exchange control of IMGs
is another important issue, which is based on the stability analysis
and studies (Wu et al., 2019; Hossain et al., 2016; Golsorkhi et al.,
2018; Zamora and Srivastava, 2018). Transient stability of land–
sea fishery IMGs supplied by seashore energies is also recently
studied (Ju et al., 2021).

Stability analysis and improvement of IMGs operation are
important due to possible interactions between the individual
controllers of IMGs themselves and also the power exchange
controllers. In addition, owing to the dominant low-frequency
modes of the IMGs, power and frequency oscillations are taken
into account (Hossain et al., 2016). Note that the stability analysis,
which is usually the small-signal type, is based on a linear model
of IMGs. Most of the previous models of IMGs are based on the
state space representation (Hao et al., 2018; Zhao et al., 2017;
Nikolakakos et al., 2016; Hossain et al., 2016; Shahnia and Arefi,

2017; Shahnia, 2016) where the basis for an autonomous MG is

icle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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irstly presented (Pogaku et al., 2007). There exist new stability
nalysis methods, which are used for MGs and other power
ystems such as data-driven stability analysis method (Ferdowsi
t al., 2022). Such a method is very preferable for large-scale IMG.
ince the order of IMG dynamic model is usually large, its vali-
ation is difficult and at the same time necessary. Nevertheless,
ll the existing models for IMGs are suffering from the lack of
omprehensive validation.
Validation methods for linear (small-signal) models can be

ategorized in three main groups including time-domain, fre-
uency domain and signal analysis-based approaches. The time-
omain validation methods compare time-domain waveforms of
he model with the same waveforms of the experimental sys-
em (Pogaku et al., 2007), the real-time simulated system (Naderi
t al., 2019b), a nonlinear model (Shuai et al., 2018) or a detailed
odel (Nikolakakos et al., 2017). Though the frequency-domain
ethods are usually used in validating linear systems and com-
aring large-order models with their reduced-order models, their
pplications in nonlinear systems are reported (Dragicevic et al.,
019). In these methods, Bode and Nyquist diagrams are used as
he comparison tools (de la O Serna et al., 2016; Bevrani, 2014).
he signal analysis-based methods, which are taken into account
n the system identification are based on the measurement. In
act, the measured data is analyzed to find the inherent fea-
ures of the signal, e.g. the dynamic modes of the power system
requency. Fourier transform (Bevrani et al., 2014), digital Taylor–
ourier transform (de la O Serna et al., 2016), eigensystem real-
zation algorithm (TP462, 2012) and Prony analysis (TP462, 2012;
auer et al., 2017; Zhao and Loparo, 2017; Golpîra et al., 2015;
øyen et al., 2018), are the major signal estimation techniques,
hich can be used to compare eigenvalues or state variables of
he model with the corresponding measured waveforms.

Prony analysis is a viable technique to estimate a signal with a
inear sum of damped complex exponentials. In comparison with
he similar methods, e.g. Fourier analysis, the Prony method has
he benefit of being able to estimate free from a fundamental
requency and their harmonics. The Prony analysis is used as
system identification method in many areas such as power

ystems (de la O Serna et al., 2016; Føyen et al., 2018; Golpîra
t al., 2015). In Føyen et al. (2018), the Prony method is applied
o identify the power system oscillations in smart grids. In Bracale
t al. (2007), an adaptive Prony method is presented to estimate
he harmonics and inter-harmonics of measured current and volt-
ge. In another application, authors employ Prony analysis to fit a
educed-order dynamic equivalence model to a high-order power
ystem in frequency domain (Golpîra et al., 2015). In the liter-
ture, a Prony analysis-based validation method is reported for
small-signal FACTS model (Jiang et al., 2006). A 12-bus power
ystem with a unified power flow controller is modeled and the
odel is validated by comparing eigenvalue and Prony analyses
utputs. Note that the Prony analysis can also assess the dynamics
f either very large MGs or IMGs, which are constructed from
omponents with unknown dynamic characteristics. Therefore,
rony analysis can serve as a measurement-based alternative
ynamics estimation technique when detailed models are not
vailable.
In this paper, a comprehensive and detailed small-signal

odel of synchronous interconnected MGs via AC lines and
ircuit breakers is first developed and then validated. The major
ifferences and developments with respect to the existing works
re listed as follows.

• A module-based facilitating small-signal modeling method
is proposed for large-scale synchronous IMGs, which is ex-
pandable for any number of AC MGs interconnected by
circuit breakers in different connection structures.
6678
• In the proposed modeling method, all modules are mod-
eled separately, then interconnections among them are con-
sidered using the applicable functions of Robust Control
Toolbox in MATLAB. In fact, module modeling individu-
ally is a simple analytical calculation due to small-scale of
modules. In contrast, the interconnecting process, which
leads to large-scale IMG systems is a numerical calcula-
tion. Whereas, in the exciting works (Zhao et al., 2017; Wu
et al., 2019; Nikolakakos et al., 2016), a complete analytical
modeling method using several equation substitutions has
been presented, where expand-ability and generality for a
big number of MGs are hard to be achieved and are not
guaranteed.

• A Prony analysis-based validation method is employed for
the proposed IMG modeling, which is a powerful signal
analyzing method that has been used in conventional and
restructured power systems equivalency, identification and
validation (TP462, 2012; Sauer et al., 2017; Serna, 2013;
Golpîra et al., 2015; Føyen et al., 2018). In the proposed
validation method, the dynamic modes, which contribute
in each state variable and their participation factors are
calculated by the eigenvalue analysis and the participa-
tion matrix. On the other hand, the Prony method is em-
ployed to access the natural frequencies and their contri-
bution in the waveform of the same state variable, which
is obtained from the real-time simulated nonlinear sys-
tem. The model validation is realized by comparing the
dynamic modes/natural frequencies and their contribution
in the state variable, which are obtained using Prony and
eigenvalue analyses.

• The large-scale AC IMGs are simulated as real time in an
OPAL-RT digital simulator. Hence, the practicality of the
studied IMGs in the real time is proven, as well as the
small-signal model and the real-time simulated IMGs with
nonlinear behaviors are compared.

The reminder of this paper is organized as follows. Section 2
gives the small-signal modeling of synchronous IMGs. In Sec-
tion 3, the Prony analysis-based validation method is proposed
for the obtained model. Section 4 addresses the real-time simu-
lation results. Finally, conclusion is given in Section 4.

2. Small-signal modeling of interconnected microgrids

Fig. 1 displays a general structure of synchronous IMGs, in-
cluding autonomous AC MGs, interlinking lines, as well as circuit
breakers as reconfiguration devices. The MGs may have different
structures with any number of DERs, loads and lines. Here, the
primary and secondary control levels of the hierarchical MG
control (Bevrani et al., 2017) are considered, which are shown in
Fig. 1. Individual MG control is accomplished by the primary con-
trol level and the coordination control among IMGs is attained by
the secondary control level (Liu et al., 2017; Ren et al., 2018; Lai
et al., 2019; Weng et al., 2020; Lu et al., 2020; Wu et al., 2019; He
et al., 2019). Although, the grid-connected operating mode is not
of interest in this paper, it is worth mentioning that its required
control should be accomplished in the global/tertiary control
layer. Thus, the red connections are opened. Connecting circuit
breakers are assumed to be fast enough in switching process that
their dynamics are neglected in the dynamic modeling. Hence,
the main modules to be modeled are AC MGs and interlinking

lines.
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Fig. 1. Synchronous AC microgrids interconnected through AC lines and circuit breakers.
Fig. 2. A typical islanded AC MG including modules: DER filters, power network, loads, and secondary, primary, voltage and current controllers of follower DERn,m .
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.1. Interconnecting process of modules

In order to find a complete model, the individually modeled
odules (sub-models) should be interconnected, which will be
time-consuming and analytically hard process for large-scale

ystems as shown in Section 2.4. Nevertheless, in the proposed
mall-signal modeling method, interconnecting modules is ac-
omplished numerically using the useful Robust Control Toolbox
unctions in MATLAB.

State space representation of modules can be transformed
o system matrix form using pck function. The corresponding
ystem matrix forms are considered as sub-models to form the
verall system using systemnames function. Function of input_to
s used to specify inputs to the sub-models. The inputvar and
utputvar functions should be implemented for specifying the
esired inputs and outputs of the overall model. Finally, the IMG
verall model is obtained by sysic function. Therefore, model-
ng of any number of synchronous IMGs with different struc-
ures can be realized only by interconnecting sub-models of the
odules, i.e. MGs and interlinking lines. Furthermore, the pro-
osed module-based method is also used for modeling each au-
onomous MG, which itself can be a large-scale sub-system.

.2. Microgrid modeling

As shown in Fig. 2, the MG structure consists of the basic
lements of AC MGs, including DERs, RLC filters and AC lines. All
ERs are assumed as ideal averaging modeled VSCs controlled
y the droop-based primary control. The autonomous MGs may
6679
e large-scale sub-systems of IMGs, e.g. when they have many
umber of DERs. Therefore, the module-based modeling method
s proposed for finding their individual models. Hence, all MG
odules shown in Fig. 2 including secondary, primary, voltage
nd current controllers, DER power part, power network and
G load are modeled individually. Then, the interconnections
mong all the MG modules are specified using the Robust Control
oolbox functions. Finding a state space model of each MG is also
one by modeling the main modules of the MG and then apply
he interconnections like the process presented in 2.1.

.2.1. Secondary control level
In the secondary control level, DERs should communicate

ome own features to regulate MG voltage and frequency and
mprove power sharing. One of the most common secondary
ontrol methods is the distributed control, which communicate
he lowest required data leading to decreasing communication
ailures (Khayat et al., 2019).

Pinning consensus-based distributed secondary control: In
ynchronous IMGs, generally, the pinning consensus protocol is
sed, which is a two-layer communication infrastructure includ-
ng intra-MG and inter-MG layers (Liu et al., 2017; Ren et al.,
018; Lai et al., 2019; Weng et al., 2020; Lu et al., 2020; Wu
t al., 2019; He et al., 2019). For such a nested IMG system
ith large number of DERs, the pinning consensus-based sec-
ndary control technique is much appropriate due to its need
o coordination control for a number of DERs, i.e. leader DERs,
hich leads to reducing the communication costs and failures,
nd consequently improving reliability. Fig. 3(a), shows a simple
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schematic of the pinning consensus-based distributed secondary
control communications including typical inter-MG and intra-
MG/inter-DER communication links. In each MG, one of the DERs
is selected as the leader/pinning/head DER. Therefore, DERpin is
as a leader for other follower DERs within the MG to determine
the voltage and frequency references, ωn,pin and vn,pin, in the intra-
MG layer as one of its objectives. However, voltage and frequency
references for leader DERs themselves are the rated voltage and
frequency of MG, i.e. ωrated and vrated. Thus, one can consider
the leader DER objectives to regulate frequency and voltage as
follows:

lim
t→∞

⏐⏐ωrated − ωn,pin
⏐⏐ = 0, lim

t→∞

⏐⏐vrated − vn,pin
⏐⏐ = 0, (1a)

lim
t→∞

⏐⏐ωn,pin − ωn,m
⏐⏐ = 0, lim

t→∞

⏐⏐vn,pin − vn,m
⏐⏐ = 0, (1b)

where n and m indicate n’th MG and m’th DER, respectively. Note
that (1a) states the inter-MG layer requirements, but (1b) belongs
to intra-MG layer necessities of frequency/voltage regulation.

DERpin is also a communicating node in the inter-MG layer to
share the information with other MG leaders and thus share the
active and reactive powers in IMG level. In fact, in one hand, the
leader DERs determine the required powers to be shared among
IMGs, and on the other hand, they command the follower DERs to
be coordinated to satisfy the IMG power exchanges required for
global IMG power sharing. Therefore, the leader DER objectives
to share active and reactive powers can be given as follows:

lim
t→∞

⏐⏐kPn,pinPn,pin − kPl,pinPl,pin
⏐⏐ = 0, lim

t→∞

⏐⏐⏐kQn,pinQn,pin − kQl,pinQl,pin

⏐⏐⏐ = 0,

(2a)

lim
t→∞

⏐⏐kPn,pinPn,pin − kPn,mPn,m
⏐⏐ = 0, lim

t→∞

⏐⏐⏐kQn,pinQn,pin − kQn,mQn,m

⏐⏐⏐ = 0,

(2b)

here l shows l’th neighbor MG of MGn. Note that (2a) and
1b) determine inter-MG and intra-MG layers requirements of
ctive/reactive power sharing, respectively. It is worth men-
ioning that voltage/frequency regulation considerations and ac-
ive/reactive power sharing requirements of follower DERs in
ach MG are taken into account in the pinning consensus-based
6680
secondary control architecture in a distributed method, which is
fully explained in the literature (Khayat et al., 2019).

The distributed secondary controller modeling: As shown in
Fig. 2, the secondary controller for both frequency and voltage
loops of all DERs is an integral type, where the delay parameters
are τ and T for follower and leader DERs, respectively. The sec-
ondary controller outputs are the nominal frequency and voltage,
which have also the same form for all DERs. Nevertheless, the
secondary control inputs of the leader and follower DERs are
different. In fact, the leader DERs receive the rated MG values
(ωrated and vrated) and follower DERs receive the MG leader values
(ωpin and vpin). Therefore, the governing relationships of these two
ER types are different.
According to Fig. 3(b), for the typical leader/pinning DER of

Gn, the dynamic relations are given as follows:

˙
nom
n,pin = T (uω

n,pin + kPn,pinu
P
n,pin), (3a)

v̇nom
n,pin = T (uv

n,pin + kQn,pinu
Q
n,pin), (3b)

where the input signals are as follows:

uω
n,pin =

∑
l∈Ñn

ãnl(ωl,pin − ωn,pin) + ãn0(ωrated − ωn,pin), (4a)

uP
n,pin = (1/kPn,pin)

∑
l∈Ñn

ãnl(kPl,pinPl,pin − kPn,pinPn,pin), (4b)

uv
n,pin =

∑
l∈Ñn

ãnl(vl,pin − vn,pin) + ãn0(vrated − vn,pin), (4c)

uQ
n,pin = (1/kQn,pin)

∑
l∈Ñn

ãnl(k
Q
l,pinQl,pin − kQn,pinQn,pin). (4d)

The inter-MG cyber network can be defined as χ̃ (ϑ̃, ε̃, Ã) with
leader node set ϑ̃ =

{
ϑ1,pin, . . . , ϑn,pin, . . . , ϑM,pin

}
, set of edges

ε̃ ⊆ ϑ̃ × ϑ̃ , i.e. communication links among IMGs, and adjacency
matrix Ã = (ãnl)M×M , where ãll = 0 and ãnl ⩾ 0. ãnl = 1 if and only
if (ϑn,pin, ϑl,pin) ∈ ε̃. The neighbors of MGn is expressed in the set
Ñn =

{
ϑl,pin ∈ ϑ̃

⏐⏐(ϑn,pin, ϑl,pin) ∈ ε̃
}
. The access of leader DERs to
the rated MG values is specified by the leader-adjacency matrix



M. Naderi, Y. Khayat, Q. Shafiee et al. Energy Reports 7 (2021) 6677–6689

a

w

u

u

u

u

T
χ

{
D
l

B

[

f
I
B
D
e
H
I
D

B

B

B

B

o
m
f

T
I
s

Y
t

f
a
p

2

w
o
d
c
f
T
f

B̃ = diag{ã10, . . . , ãn0, . . . , ãM0}, where ãn0 = 1 if the rated values
re available for the MGn head, otherwise, ãn0 = 0.
According to Fig. 2, for the typical follower DERn,m, the dy-

namic relations are as follows:

ω̇nom
n,m = τ (uω

n,m + kPn,mu
P
n,m), (5a)

v̇nom
n,m = τ (uv

n,m + kQn,mu
Q
n,m), (5b)

here the input signals are as follows:
ω
n,m =

∑
j∈Nn,m

anmj(ωn,j − ωn,m) + anm0(ωn,pin − ωn,m), (6a)

P
n,m = (1/kPn,m)

∑
j∈Nn,m

anmj(k
P
n,jPn,j − kPn,mPn,m)

+ anm0(k
P
n,pinPn,pin − kPn,mPn,m), (6b)

v
n,m =

∑
j∈Nn,m

anmj(vn,j − vn,m) + anm0(vn,pin − vn,m), (6c)

Q
n,m = (1/kQn,m)

∑
j∈Nn,m

anmj(k
Q
n,jQn,j − kQn,mQn,m)

+ anm0(k
Q
n,pinQn,pin − kQn,mQn,m), (6d)

he inter-DER cyber network in each MGn can be defined as
n(ϑn, εn, An), which describes the communication interactions

among S − 1 follower DERs, where S indicates the total
number of DERs of each MG. The node set ϑn =

ϑn,1, . . . , ϑn,pin−1, ϑn,pin+1, . . . , ϑn,Sn

}
represents the follower

ERs, the set of edges εn ⊆ ϑn×ϑn, expresses the communication
inks among the DERs, and An = (anmj)(Sn−1)×(Sn−1) is an adjacency
matrix, where anmm = 0 and anmj ⩾ 0. anmj = 1 if and only if
(ϑn,m, ϑn,j) ∈ εn. The neighbor set of MGn can be expressed by
Nn,m =

{
ϑn,j ∈ ϑn

⏐⏐(ϑn,m, ϑn,j) ∈ εn
}
. The access of each DER to

the MGn leader values is specified by the leader-adjacency matrix
n = diag{an10, . . . , a

n
m0, . . . , a

n
S0}, where anm0 = 1 if the leader DER

values are available for the DERn,m, otherwise, anm0 = 1.
By specifying the two integrator outputs as the state vari-

ables, one can find a state space representation for the secondary
controller of each DER as follows:

Ẋ SC = ASCX SC + BSC1U SC1 + BSC2U SC2 + BSC3U SC3,

Y SC = C SCX SC , (7)

where Y SC = X SC and equal [ωnom
n,pin vnom

n,pin]
T for leader DERs, or

ωnom
n,m vnom

n,m ]
T for follower DERs. Input vectors of the leader and

ollower DERs are tabulated in Table 1. ASC = 02 and C SC =

2. Obviously, the size and content of the input matrices, BSC1,
SC2, and BSC3, are strongly related to the inter-MG and inter-
ER communication network configurations. Therefore, it is not
asy and not necessary to show them for the general situation.
owever, they can typically be shown for the case study two-
MGs in which each MG has two DERs and DER2 is the leader
ER. The input matrices of MG1 DERs are given as follows:

DER1
SC1 =

[
−τ 0 0 −τkP1,1 0
0 −τ 0 0 −τkQ1,1

]
, (8a)

DER1
SC3 =

[
τ 0 0 τkP1,2 0
0 τ 0 0 τkQ1,2

]
, (8b)

DER2
SC2 =

[
T 0 0 TkP2,2 0
0 T 0 0 TkQ2,2

]
, (8c)

DER2
SC3 =

[
−2T 0 0 −TkP1,2 0
0 −2T 0 0 −TkQ1,2

]
. (8d)

ther cases are zero matrices with appropriate sizes. Note that the
atrices of MG2 DERs are similar to (8) with appropriate indices
or matrices and their content. X
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able 1
nput vectors of the state space representation of the leader and follower DERs’
econdary controls.
DER type U SC1 U SC2 U SC3

Leader DERn,pin – Column vector of
{
Y l,pin
PC

⏐⏐(ϑn,pin, ϑl,pin) ∈ ε̃

}
Y n,pin

PC

Follower DERn,m Y n,m
PC Column vector of

{
Y n,j
PC

⏐⏐(ϑn,m, ϑn,j) ∈ εn

}
Y n,pin

PC

The communication delay is an important issue in the dis-
tributed secondary control, which may has considerable impacts
on IMG stability. In the literature, this issue is studied for AC
and DC IMGs. Delay-dependent small-signal stability analysis of
AC IMGs through circuit breakers is investigated by considering
communication delays within a Lyapunov function (Hao et al.,
2018). The instability and oscillations are studied in DC IMGs on
dc bus voltages due to time delays of communication channels
used in distributed controllers (Dong et al., 2018; Mudaliyar et al.,
2020). Communication delay (Han et al., 2018), and global/local
layer link failure and time delay (Sahoo et al., 2019) are also
taken into consideration to verify the corresponding controllers’
performance and their transient stability. Therefore, solving the
challenges of communication delay such as modeling, stability
analysis, and robustness against it, is still of interest and should
be taken into account in future works.

2.2.2. Primary control level
The DER power controller comprises ω − P and Vd − Q droop

characteristics, a power calculation unit, and two low-pass filters
(LPFs) as shown in Fig. 2. The conventional droop characteristics
have no dynamics. Therefore, in order to find the small-signal
model, it is enough to consider the dynamics of LPFs and the
integrator of the local voltage phase (θm) producer. The difference
of the common and DERm reference frames angles, i.e. δm, is
considered as the state variable instead of the θm due to the
reason presented in Section 2.2.8. It is given as follows:

δm = θm − θn
com =

∫
(ωm − ωn

com)dt, (9)

where ωm is the DERm angular frequency and θn
com is the DER1

voltage phase in each MG, and the common reference frame (CRF)
is considered to be based on it. Then, a state space representation
can be given as:

Ẋm
PC = Am

PCX
m
PC + Bm

PDPU
m
PDP + Bm

PSCU
m
PSC + Bm

PC∆ωn
com,

Ym
PC = Cm

PCX
m
PC , (10)

where Xm
PC = [∆δm ∆Pm ∆Qm]

T , Um
PDP = Ym

DP , Um
PSC = Y SC ,

m
PC = [∆ωm ∆vm

d,ref ∆δm ∆Pm ∆Qm]
T and the matrices are easy

o be found (Naderi et al., 2019b).
In general, f md and f mq are the dq-components of 2 × 1 vector

m, where f can represent each voltage, current, or control vari-
ble. 0 at subscripts indicates a variable value at the equilibrium
oint. All parameters and variables are specified in Fig. 2.

.2.3. Voltage controller
A voltage controller locally regulates DER output voltage,

hich is usually done in rotary reference frame. The reference
f the direct voltage component is reached from the Vd − Q
roop characteristic and the reference of the quadrature voltage
omponent is usually considered as zero. PI controllers are usual
or both voltage and current controllers as shown in Fig. 2.
herefore, a state space representation is easy to be obtained as
ollows:

˙
m m m m m

VC = AVCXVC + BVCUVC ,
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m
VC = Cm

VCX
m
VC + Dm

VCU
m
VC , (11)

here Xm
VC is a 2 × 1 vector of the integrators outputs, Um

VC =

Ym
DP Ym

PC ]
T and Ym

VC = imldq. The matrices can be calculated after
converting Laplace-domain relationships attained from Fig. 2 to
the first-order differential equations and then implementing the
modeling steps.

2.2.4. Current controller
RLC filter-based DERs require a fast current limiting process,

which is realized by restraining the filter current through the
current controller. Using a similar structure to the PI voltage con-
troller as shown in Fig. 2 the state space model can be represented
as:

Ẋm
CC = Am

CCX
m
CC + Bm

CCU
m
CC ,

Ym
CC = Cm

CCX
m
CC + Dm

CCU
m
CC , (12)

here Xm
CC is a 2 × 1 vector of the integrators outputs, Um

CC =

[Ym
DP Ym

VC Ym
PC ]

T , Ym
CC = mm

dq, and the matrices can be found in the
same way explained for the voltage controller.

2.2.5. DER power part
According to Fig. 2 and using common modeling steps com-

prising to employ circuit laws, Park transformation, dq decou-
pling, and Taylor series-based linearization, the dynamics of each
DER power part, e.g. DERm, including an ideal voltage source
and an RLC filter can be obtained by the first-order differential
equations. By representing the equations in the matrix form, the
state space model can be given as:

Ẋm
DP = Am

DPX
m
DP + Bm

DPU
m
DP + Bm

PNU
m
PN ,

Ym
DP = Cm

DPX
m
DP + Dm

DPU
m
DP + Dm

PNU
m
PN , (13)

here Xm
DP = [∆imldq ∆vm

odq]
T , the control input Um

DP =

[∆Em
dq ∆ωm]

T , the disturbance input Um
PN = imodq, and one can

easily calculate the matrices.

2.2.6. Power network
Note that any configuration of MG power network is able to

be considered. However, a usual structure including DER coupling
lines and one point of common coupling (PCC) is assumed here
(see Fig. 2). In fact, more PCCs and their connecting lines can
be reduced to the studied structure using Kron reduction (Shuai
et al., 2018). Hence, a dynamic model of the m’th line is achieved
after the modeling steps as the following state space representa-
tion:

Ẋm
PL = Am

PLX
m
PL + Bm

LDU
m
LD + Bm

LPU
m
LP + Bm

LωU
m
Lω,

Ym
PL = Cm

PLX
m
PL, (14)

where, Xm
PL = Ym

PL = ∆imodq,U
m
LP = ∆vm

pcc,dq,U
m
LD = Ym

DP ,U
m
Lω =

∆ωcom. ∆ωcom is the perturbed form of the CRF angular frequency,
which is addressed in Section 2.2.8. The matrices can be cal-
culated by comparing (14) with the corresponding first-order
differential equations.

2.2.7. MG load
Here, a lumped series RL load is considered for each MG.

In fact, it is an equivalent load after applying Kron reduction
to simplify MGs with any number of loads (Shuai et al., 2018;
Nikolakakos et al., 2017). Hence, the expressing relationships for
the equivalent MGn load dynamics can be given as:

Ẋn
ML = An

MLX
n
ML + Bn

MLCU
n
MLC + Bn

MLPU
n
MLP ,

Y n
ML = Cn

MLX
n
ML, (15)

where Xn
ML = Y n

ML = ∆inlo,dq,U
n
MLC = ∆ωn

com,Un
MLP = ∆vn

pcc,dq, and

all matrices can be easily calculated.
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2.2.8. Common reference frame
Frequency references of DERs are independently produced as

shown in Fig. 2 in the primary control level. Due to the stable
operation of the droop characteristics, all DER frequencies will be
equal in a stable steady state. However, their transients may be
different due to different dynamics of the DER frequency loops.
Hence, a CRF is considered to model DER frequency interactions
during transients (Nikolakakos et al., 2016; Pogaku et al., 2007).
In this way, the following four steps are essential.

(i) The CRF should be determined based on one of the DER
reference frames. In this paper, the reference frame of the DER1
of MG1 is determined as the CRF.

(ii) As discussed in Section 2.2.2, ∆δ is specified as a state
variable in the power controller of each DER.

(iii) ωcom is employed in modeling modules anywhere that
DERs frequencies are not used in modeling, e.g. power networks.

(iv) The output variables of each DER reference frame to the
modules stated in the CRF, must be converted into the CRF
and vice versa. For example, the vm

o,dq is originally presented in
the DERm individual reference frame, and it is an input to the
power network sub-model, which is stated in the CRF. Hence,
the vm

o,dq should be converted into the CRF. Inversely, imodq should
be converted from the CRF to the DERm reference frame. Both
the individual-to-CRF and CRF-to-individual transformations in a
perturbed form after linearization are given as follows:

∆vDQ = T s.∆vdq + T δ1.∆δ, (16a)

∆vdq = T−1
s .∆vDQ + T δ2.∆δ, (16b)

here vDQ and vdq indicate variables in CRF and individual frames,
espectively. T s, T δ1 and T δ2 are reported in Naderi et al. (2019b).

.2.9. Overall MG model
To find the state space representation of overall MG, the

nterconnections among all modeled modules presented in pre-
ious sub-sections should be modeled. The interconnections are
ased on the MG power and control configurations and can
e calculated using the advantageous Robust Control Toolbox
unctions.

According to Fig. 2, the control loops and power part of DERm’s
re fully modeled by (7), (10), (11), (12), and (13). Moreover,
he MG power network and load models are stated using (14)
nd (15). The PCC voltage vn

pcc,dq is as a disturbance input in
14) and (15), which causes lack of solving the set of existing
ifferential equations. Hence, a virtual resistor rv is assumed at
he PCCn, which results in the complementary relationship for the
et (7), (10), (11), (12), (13), (14), and (15). After adding the virtual
esistor and applying KCL at the PCCn, the PCC voltage is obtained
s:

n
pcc,dq =

S∑
j=1

RV i
j
odq +

M∑
l=1

RV inlIL,dq − RV inlo,dq, (17)

here, RV = rV I2 and inlIL,dq is the current of l’th interlinking line
onnected to the PCCn.
An expandable MG model can be obtained according to Fig. 4,

here shows the interconnections of all MG modules. Each MG
ith any number of DERs, lines and loads can be represented as
he state space model:

˙
n
MG = An

MGX
n
MG + Bn

MGU
n
MG,

n
= Cn Xn

+ Dn Un , (18)
MG MG MG MG MG
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Fig. 4. All power and control interconnections of proposed generalizable modeling for autonomous AC MGn .
where the state vector can be organized as

Xn
MG =[X1,n

DER ...

Xm,n
DER  

Xm
SC Xm

PC Xm
VC Xm

CC Xm
PD ... X S,n

DER

X1,n
PL ... Xm,n

PL ... X S,n
PL Xn

ML]
T ,

nd it consists of 15m + 2 state variables for the MG struc-
ure shown in Fig. 2(a), where m is the number of DERs/lines.
nterlinking line currents to MGn are as the disturbance inputs
.e. Un

MG = [in1IL,dq ... inMIL,dq]T and the MGn output can be considered
s Y n

MG = [∆ωn
com ∆vn

pcc,dq Y n,pin
SC ]

T . Finally, the matrices can
e numerically calculated employing the Robust Control Toolbox
unctions presented in Section 2.1.

.3. Modeling of interlinking lines

Interlinking lines are also modeled as series RL branches as
hown in Fig. 1. The equations are assumed to be expressed in the
RF. Since the interlinking line dynamics are completely similar
o the dynamics of the MG network lines, (14) can be rewritten
ith accurate variables for ILnl as follows:

˙
nl
IL = Anl

ILX
nl
IL + Bnl

ILU
nl
IL ,

nl
IL = Cnl

ILX
nl
IL , (19)

here Unl
IL = [∆vn

pcc,dq ∆vl
pcc,dq ∆ωn

com]
T , Xnl

IL = Y nl
IL = ∆inlIL,dq, and the

matrices can be simply calculated.

2.4. Overall model of interconnected AC microgrids

By modeling all IMG modules including AC MGs and interlink-
ing lines separately, small-signal modeling of various structures
of IMGs is possible. Fig. 5 indicates the details of interconnections
among the IMGs shown in Fig. 1. Note that the CRF zone consists
of all interlinking lines and it is extended to the MG power part
excluding the DER power part. The PCC voltage of each MG is
as an input for each interlinking line to this MG. Inversely, the
interlinking line current is as the input of the corresponding MGs.
Thus, the overall model, which is input-free, is represented in the
state space form as:

Ẋ IMG = AIMGX IMG, (20)

here the integrated state vector of the main modules is as:

IMG = [

MGs  
X1

MG ... Xn
MG ... XM

MG

ILs  
... Xnl

IL ...]T , (21)

ncluding (15m + 2)n + 2p state variables, where n and p are the
number of MGs and interlinking lines, respectively. General form
of AIMG is as:

AIMG =

[
AMGs AMG,IL

]
(22)
AIL,MG AILs
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where

AMGs =

⎡⎢⎣A1
MG . . . B1n

SC
...

. . .
...

Bn1
SC · · · An

MG

⎤⎥⎦ ,AMG,IL =

⎡⎢⎣BIL1
MG1 . . . BILp

MG1
...

. . .
...

BIL1
MGn · · · BILp

MGn

⎤⎥⎦ ,

AIL,MG =

⎡⎢⎣BMG1
IL1 . . . BMGn

IL1
...

. . .
...

BMG1
ILp · · · BMGn

ILp

⎤⎥⎦ ,AILs =

⎡⎢⎣A1
IL . . . 0
...

. . .
...

0 · · · Ap
IL

⎤⎥⎦ . (23)

An
MG is given in (18) and it is always nonzero. B1n

SC shows the
secondary control communication structure from MG1 to MGn,
which is obtained from BSC2 in (7). It is nonzero if and only if
there exists a communication link between these two MGs. BILp

MGn
indicates interconnections from MGn to ILp state variables, which
is obtained as a sub-matrix of Bn

MG in (18), and it is nonzero if
and only if the MGn is connected to another MG through the ILp.
BMGn
ILp indicates interconnections from ILp to MGn state variables,

which is obtained as a sub-matrix of the typical Bnl
IL in (19), and

it is nonzero if and only if BILp
MGn ̸= 0. Finally, Ap

IL is the same with
typical Anl

IL in (18). For the typical four-IMGs case shown in Fig. 6,
A4-IMG is obtained as follows:

A4−IMG =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

A1
MG 0 0 B14

SC BIL12
MG1 BIL14

MG1 0
0 A2

MG B23
SC 0 BIL12

MG2 0 0
0 B32

SC A3
MG B34

SC 0 0 BIL34
MG3

B41
SC 0 B43

SC A4
MG 0 BIL14

MG4 BIL34
MG4

BMG1
IL12 BMG2

IL12 0 0 A12
IL 0 0

BMG1
IL14 0 0 BMG4

IL14 0 A14
IL 0

0 0 BMG3
IL34 BMG4

IL34 0 0 A34
IL

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

Therefore, the overall IMG state matrix AIMG can be achieved
analytically using (22) and (23). Nevertheless, it is easier to be
calculated numerically for interconnecting a desired number of
the modules using the valuable Robust Control Toolbox functions
in MATLAB. Note that the main requirement in this method is to
exactly specify the interconnections in each IMG case study as
generally shown in Fig. 5.

3. Prony analysis-based model validation

In this section, the Prony method as a signal analyzer tool
is presented. In addition, the participation matrix used to find
the contribution of dynamic modes in the state variables are re-
viewed. Finally, the obtained model is validated using eigenvalue

and Prony analyses.
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.1. Prony analysis method

A signal y(t), which is sampled with the sampling time T , can
e represented as follows:

[k] =

L∑
i=1

Ciµ
k
i , (24)

here L is total number of estimated damped sinusoid compo-
ents and k = 0, 1, . . . ,N − 1. Unknown parameters Ci and µk

i
can be found by comparing (24) with the estimated signal ŷ(t),
hich is constructed by the sum of complex damped sinusoids
s follows (Papadopoulos et al., 2014; Golpîra et al., 2015):

ˆ(t) =

L∑
i=1

Aieσi(t) cos(2π fit + φi), (25)

here Ai, σi, fi and φi are amplitude, damping coefficient, fre-
uency and phase of i’th component. Therefore, Ci and µk

i have
following relationships with the parameters of (25):

Ci =
Ai

2
ejφi , (26a)

k
i = e(σi+j2π fi)T . (26b)

he original Prony analysis computes Ci and µk
i in the three

ollowing steps using the samples y [k], such that k = L, L +

, L + 2, . . . ,N − 1 (Zieliński and Duda, 2011; Hauer, 1991;
apadopoulos et al., 2014).
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.1.1. Predicting linear model
A linear prediction model can be given by the observed data

et as follows:

[k] = a1y [k − 1] + a2y [k − 2] + · · · + aLy [k − L] . (27)

n order to obtain ai coefficients, (27) is written for all values of
and forms an equation set, which are represented in a matrix

orm as follows:

= D+Y, (28)

here, D+ means the pseudo inverse of D, A =

a1 a2 · · · aL]T ,Y = [y [L] y [L + 1] · · · y [N − 1]]T and

=

⎡⎢⎢⎣
y [L − 1] y [L − 2] · · · y [0]
y [L] y [L − 1] · · · y [1]

...
...

...
...

y [N − 2] y [N − 3] · · · y [N − L − 1]

⎤⎥⎥⎦ .

.1.2. Root calculation of the predicted model
The roots of following characteristic polynomial, which is

ormed from the linear prediction coefficients ai can be found
asily using many computation softwares, e.g. MATLAB.
L
−a1µL−1

− · · · − aL−1µ − aL =

(µ − µ̂1)(µ − µ̂2)...(µ − µ̂L), (29)

here, µ̂i depicts the roots of the polynomial.

.1.3. Coefficient calculation
Ci coefficients are calculated by substituting µ̂i in (24) as

ollows:

= U+Y, (30)

here, C = [C1 C2 · · · CL]
T and U+ means the pseudo

nverse of U, which U is as follows:

=

⎡⎢⎢⎣
1 1 · · · 1
µ̂1 µ̂2 · · · µ̂L
...

...
...

...

µ̂N−1
1 µ̂N−1

2 · · · µ̂N−1
L

⎤⎥⎥⎦ .

inally Ai, σi, fi and φi can be calculated only by decoupling the
eal and imaginary components of both sides of (26a) and (26b).

.2. Participation matrix

In order to analyze small-signal stability of the proposed
odel, the eigenvalues are calculated as follows:

sI − A | = 0, (31)
IMG
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able 2
ower and control information of two interconnected AC microgrids.
Parameter Value

RMS line-line voltage (V) 400
DC voltage (V) 780
Angular frequency (rad/s) 100π
Interlinking line impedance
(�)

3.6 + j1.23

MGs MG1 MG2

MG Pmax (kW) 3 3
MG Qmax (kVAr) 1.5 1.5

Initial load 0.6Pmax
0.6Qmax

0.5Pmax
0.5Qmax

Controller coefficients KP KI
PI voltage controller 1 200

DGs DG1 DG2 DG3 DG4

DG ratings (Smax) (kVA) 1.12 2.24 1.12 2.24
Series filter inductance
(mH)

1.8 1.8 1.8 1.8

Series filter resistance (�) 0.05 0.05 0.05 0.05
Shunt filter capacitance (µF) 3.7 7.5 3.7 7.5
Line inductance (mH) 15.6 7.8 15.6 7.8
Line resistance (�) 3.6 1.8 3.6 1.8
P-f droop coefficients
(10−3 rad/s W)

1.6 0.8 1.6 0.8

Q-V droop coefficients
(10−2V/VAR)

6.5 3.2 6.5 3.2

Leader/follower secondary
control delay (T/τ ) (s)

0.2 10 0.2 10

where s is Laplace operator and I is the identity matrix with
appropriate size. In this study, the contribution of the eigenvalues
in the IMG state variables are required to be compared with the
Prony analysis outputs. The participation matrix indicates the
contribution of each eigenvalue in each state variable and vice
versa, which can be calculated as (Shahnia and Arefi, 2017):

MPF = (Φ−1) • Φ, (32)

here Φ is the right eigenvector matrix of AIMG and • denotes
adamard product. MPF (i, j) shows the involvement of i’th state
ariable in j’th eigenvector and also the involvement of j’th eigen-
ector in i’th state variable. Thus, in order to find each state
ariable, all participant eigenvalues should be taken into account.
n fact, each participant in i’th state variable is equivalent to a
on-zero element of i’th row in MPF , which is a positive number
ess than/equal to 1 if the matrix elements (participation factors)
re normalized as follows (Shahnia and Arefi, 2017):

PF ,n(i, j) = |MPF (i, j)| /
∑
m

MPF (i,m), (33)

here MPF ,n(i, j) is the normalized participation share of j’th
igenvalue in the i’th state variable.

.3. Model validation procedure

Fig. 7 shows a block diagram of the proposed validation
ethod. The measured waveforms of the real-time simulated

MGs are analyzed by the Prony method. In order to take precise
esults from the Prony analysis, a perturbed form of the measured
aveform must be found by subtracting from the set-point. In ad-
ition, the Prony analysis parameters should be chosen carefully
ncluding number of damped sinusoids (L), data window width
equivalent to k) and sampling time (T ). As a result, all composing
amped sinusoids of the perturbed waveform are estimated in
he form of natural frequencies (γi = σi ± j2π fi), amplitudes (Ai)
nd phases (φ ).
i
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In order to realize the proposed validation, the dominant
articipating eigenvalues in the state variable and their partici-
ation factors should be equal or near to the natural frequencies
nd their corresponding amplitudes of the Prony estimated state
ariable, respectively. The model validation error (MVE), which
hows the similarity percentage, is as (Naderi et al., 2019b):

VEi =
|λi − γi|

|λi|
× 100, (34)

where MVEi is the relative error percentage that indicates the
difference between estimated frequency γi by Prony analysis
and correlated eigenvalue λi calculated by eigenvalue analysis. A
similar relation can also be used for the difference between per-
unit contribution in waveform Ai(pu) (instead of γi in (34)) and
correlated normalized participation factor MPF ,n (instead on λi in
(34)). Note that the values are per-unit in this case. Therefore, a
relative error for MVEPF is not required.

4. Real-time simulation results

In order to verify the proposed modeling method, a typical
two IMGs presented in Naderi et al. (2019a), which is based
on the general structure shown in Fig. 1 is implemented in an
OPAL-RT simulator. Table 2 comprises the electrical and control
parameters used to find the numerical form of AIMG for the two
IMGs. Moreover, initial values are obtained from the real-time
simulation of the IMGs based on the information of Table 2.

4.1. OPAL-RT simulator

The simulations are done in OPAL-RT simulator OP5600 to
show the ability of working the study IMGs in real time. Fig. 8(a)
shows the experimental setup including the host PC, the OPAL-
RT target and a LAN cable for networking. Fig. 8(b) shows the
conceptual diagram of the real-time simulation process. RT-LAB
software is used as the interface between MATLAB and real-
time OPAL-RT simulator. The MATLAB/SimPowerSystems model
is loaded on the OPAL-RT through the RT-LAB and the real-time
data is come back to MATLAB conversely. Note that the model
is split into two subsystems, i.e. a subsystem including all per-
manent power and control parts during the real-time simulation
and a subsystem including real-time displays and changeable
parameters.

4.2. Eigenvalue analysis results

Fig. 9 shows all eigenvalues of the proposed model for two
IMGs, where four different frequency ranges can be observed.
Very far eigenvalues from the imaginary axis are related to the
DER power part, i.e. RLC filters (Group 1). The eigenvalues around
-600 real correlate to the MG loads, power network, interlinking
line and somewhat inner controllers (Group 2). The eigenvalues
around -200 real are generally related to the inner controllers
(Group 3). The dominant modes are mostly related to the sec-
ondary and primary controllers as well as DER coupling lines
(Group 4).

4.3. Prony analysis results

Fig. 10 shows the perturbed form of three measured wave-
forms from the real-time simulated IMGs and their estimation
using the Prony analysis, which is applied at the time interval
of 0 s to 1 s i.e k.T = 1s. For a precise estimation in each
case, L and T are changed and the convenient values are found
by trial and error method, which are indicated in Table 3. MG1
and MG are operated in 60% and 50% of their nominal load,
2
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Fig. 7. Block diagram of the proposed model validation by comparing the outputs of the eigenvalue and Prony analyses.
Fig. 8. (a) Real-time setup including the host PC, the OPAL-RT target and a LAN
cable. (b) Conceptual diagram of the real-time simulation process.

respectively. As the second set-point, the MG1 load increases
o 90% of its nominal value at t = 1 s. This recent change
hows only the different dynamic responses of two different set-
oints and initial conditions. Note that a state variable waveform
an show all participating natural frequencies only when the
nput or the initial condition is applied in the direction of all its
igenvectors. In this situation, the Prony analysis can correctly
stimate all natural frequencies. By comparing several initial con-
itions, the best identification can be achieved by the zero initial
ondition.
According to Fig. 10, ∆IILd, ∆f MG2

2 and ∆δMG1
2 are estimated

ell by the Prony analysis. In fact, the real-time simulated wave-
orm is fitted by the Prony estimated waveform in all three
ases.

.4. Comparison results

The Prony estimation results are classified in Table 3 including
he natural frequencies and their related contribution in the
aveforms. On the other hand, the results of the eigenvalue
nalysis are depicted in Table 3 including the dynamic modes and
heir participation in the state variables.

According to the comparison results in all three cases, the
atural frequencies and dynamic modes are not exactly the same.
owever, there is an appropriate similarity between the fre-
uency ranges and even the real and imaginary values in some
ases. These similarities are shown by placing similar natural
6686
Fig. 9. All eigenvalues of the two interconnected AC microgrids.

Fig. 10. Simulated waveforms and their Prony estimation: (a) direct component
of interlinking line current, (b) frequency of DER2 in MG2 , (c) angle difference
of DER2 voltage in MG1 from the common reference frame.

frequencies and dynamic modes in same rows. Note that the
lack of complete equivalency can be due to deletion of some
dynamics during linearization or the lack of exciting some natural
frequencies. Moreover, Fig. 11 shows MVE for the listed variables
in Table 3 including dynamic modes and their per-unit partici-
pation factor (PF in the legend). The third mode of ∆I , which
IL
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able 3
omparison between outputs of the Prony and eigenvalue analyses.
State
variable

Number of damped
sinusoids L

Sampling
time T (s)

Mode
number

Prony analysis outputs Eigenvalues analysis outputs

Natural
frequencies (γ )

Contribution in
waveform (per-unit)

Dynamic mode (λ) Contribution in state
variable/participation
factors (per-unit)

∆IIL 6 0.004

1 −4.74±j18.47 0.134 −6.75±j20.95 0.114
2 −59.76 0.36 −73.49 0.33

3 −453.61±j511.31 0.34 −509.69±j261.80 0.14
−635.07±j312.67 0.132

4 −452 0.16 −467 0.14

−166.26±j19.38 0.137
Other 0.01

∆f MG2
2 9 0.004

1 −5.35±j22.35 0.218 −6.75±j20.95 0.334
−8.26±j28.82 0.206

2 −22.40 0.531 −19.94 0.312
−22.12 0.025

3 −81.22 0.175 −73.49 0.122

−305.72 0.002
Other 0.01−146.69±j73.18 0.01

−605±j219.91 0.064

∆δMG1
2 6 0.001

1 −6.52±j21.39 0.76 −8.27±j28.68 0.806
2 −79.88 0.208 −73.49 0.152

3 −140.58±j217.93 0.024 −145.17±j186.91 0.012
−143.71±j192.51 0.016

−3419.19 0.006 Other 0.01
c
f
m
b
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Fig. 11. Model validation error (MVE) for listed variables in Table 3 (solid line
or MVE and dotted line for MVEPF ).

s calculated by averaging, has the maximum MVE. This mode
s medium frequency, thus it is considerably affected by the lin-
arization process. The maximum MVEPF is 32%, which belongs to
he first mode of ∆f MG1

2 . The low frequency modes, which can be
observed in the power controller variables, e.g. ∆f MG2

2 and ∆δMG1
2 ,

re more taken into account in the stability studies (Nikolakakos
t al., 2017) and generally are validated with MVE less than 20%.
Note that in order to simplify the model and use in stability

nalysis, one can reduce the main model order to these low-
requency modes (Naderi et al., 2020a). As it can be seen in the
irst two rows of ∆f MG2

2 and ∆δMG1
2 in Table 3, these low frequency

odes are validated with an appropriate MVE shown in Fig. 11.
herefore, an important point is that Prony analysis can be used
o find a simplified model of large-scale systems such as IMGs by
easuring a remarkable characteristic, e.g. frequency and analyz-

ng it by Prony tool. Such a measurement-based modeling method
nd correlated data-driven control methods will studied in future
orks.
p

6687
5. Parameters sensitivity analysis

Figs. 12 and 13 shows the sensitivity analysis of the most
dominant parameters of the CB-IMGs, i.e. primary and secondary
controllers parameters. In Fig. 12(a) and (b) the ω − P droop
haracteristic gains of MG1’s DERs and MG2’s DERs are modi-
ied within [0.1 5]%.(ωn/PDER

max), respectively. The most dominant
odes affected by changing ω − P droop gain Kp are shown
y λ1 and λ2. λ1 is very close to the imaginary axis for very
ow value of Kp. The modes change to an oscillatory mode by
ncreasing Kp and will decrease the stability margin. For, the
ame criteria for changing the Kp gain, KMG1

p increase does not
ause instability, however KMG2

p increase leads to instability for
MG2
p,DER1 > 7.2 rad/kW s. In Fig. 12(c) and (d) the v − Q droop
haracteristic gains of MG1’s DERs and MG2’s DERs are changed
ithin [1 15]%.(vn/Q DER

max ), respectively. Increasing the Kq for both
Gs results in the stability margin enhancement. Note that the
earest eigenvalues to the imaginary axis are not affected by the
q gain modifications. Moreover, there exist small changes of the
scillatory modes, especially in Fig. 12(d) for changes of the MG2
− Q droop gains. However, in Fig. 12(c), the frequency of the
ominant oscillatory modes increases as 4 Hz.
According to Fig. 13(a) and (b), when both the secondary

ontroller parameters T and τ increase, the most dominant eigen-
alue moves from the very close position to the imaginary axis
o the left side, where the stability margin is improved. Other
ominant real modes in Fig. 13(a) have a same behavior for
he T change. Nevertheless, the dominant oscillatory modes have
egligible movement for the T change. On the other hand, the
ominant oscillatory modes have considerable changes in their
eal value for modifying the τ as shown in Fig. 13(b).

. Conclusion

This paper proposes a comprehensive, generalized, and ex-

andable small-signal model of synchronous interconnected AC



M. Naderi, Y. Khayat, Q. Shafiee et al. Energy Reports 7 (2021) 6677–6689

m
I
s
i
u
P
u
U
u
d
a
p
e
r
s
e
c
t
t
b
s
a
a

Fig. 12. Sensitivity analysis output for the primary controller parameters: (a) KMG1
p ∈ [0.1 5]%.(ωn/PDER

max ), (b) KMG2
p ∈ [0.1 5]%.(ωn/PDER

max ), (c) KMG1
q ∈ [1 15]%.(vn/Q DER

max ),
(d) KMG2

q ∈ [1 15]%.(vn/Q DER
max ).
Fig. 13. Sensitivity analysis output for the secondary controller parameters: (a) leader DERs TMG1 ∈ [0.1 10] s, (b) follower DERs τMG1 ∈ [0.1 10] s.
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icrogrids together with a standard model validation approach.
n the module-based small-signal modeling method, the standard
tate space representation is used for each module and modules
nterconnections either are found analytically or are calculated
sing powerful Robust Control Toolbox functions in MATLAB.
rony and eigenvalue analyses as well as participation matrix are
sed as powerful instruments to validate the proposed model.
sing Prony analysis, the measured waveforms of real-time sim-
lated interconnected microgrids are estimated with a sum of
amped sinusoids. Then, their natural frequencies and amplitudes
re compared with the dynamic modes of the model and their
articipation in the state variables, which are calculated using
igenvalue analysis and participation matrix, respectively. The
esults exhibit that Prony analysis can estimate the real-time
imulated waveforms accurately. Moreover, the model validation
rror is less than 20% in most of the cases. Nevertheless, in
omparison, some results of the two analyses are not completely
he same due to the lack of excitation of some frequencies or
heir deletion during linearization. Therefore, Prony analysis can
e used to validate the small-signal model. Furthermore, the
mall-signal stability is analyzed using eigenvalue and sensitivity
nalyses, which shows a considerable impact of the secondary
nd ω − P primary control parameters on the stability margins.
t

6688
ne can conclude that a model can be found for large-scale
ystems such as interconnected microgrids, especially when the
odel focus on a specific characteristic, e.g. frequency, which will

eft for future works.
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