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A B S T R A C T   

This work introduces the need to develop competitive, low-cost and applicable technologies to real roads to 
detect the asphalt condition by means of Machine Learning (ML) algorithms. Specifically, the most recent studies 
are described according to the data collection methods: images, ground penetrating radar (GPR), laser and optic 
fiber. The main models that are presented for such state-of-the-art studies are Support Vector Machine, Random 
Forest, Naïve Bayes, Artificial neural networks or Convolutional Neural Networks. For these analyses, the 
methodology, type of problem, data source, computational resources, discussion and future research are high-
lighted. Open data sources, programming frameworks, model comparisons and data collection technologies are 
illustrated to allow the research community to initiate future investigation. There is indeed research on ML-based 
pavement evaluation but there is not a widely used applicability by pavement management entities yet, so it is 
mandatory to work on the refinement of models and data collection methods.   

1. Introduction 

The satisfactory level of road serviceability is decisive to ensure 
economic growth, safety of passengers and sustainability. Periodic sur-
veys of asphalt pavement are usually managed by human inspectors, but 
this long-established approach of road inspection is sluggish and sub-
jected to variations in assessment outcomes. Accordingly, automatic 
pavement condition inspection via pavement performance prediction 
models are the future solution as an important element of road man-
agement systems. 

Highway maintenance and rehabilitation intentions are maximizing 
the condition of a pavement network in order to minimize costs, increase 
functional level of service, reduce greenhouse gas emissions and 
improve road users' safety. 

Manual visual inspection is the fundamental pattern of assessing the 
physical and functional conditions of civil infrastructures. However, 
accidents still occur due to deficient inspections and condition assess-
ment [1]. Additionally, as reported by the American Society of Civil 
Engineers (ASCE), pavement defects cost US motorists $ 67 billion a year 
of repairs [2]. Conclusively, road surface evaluation to detect defects is 
genuinely important to ensure traffic safety. 

On the application of ML techniques to pavement performance pre-
diction, different characteristics can be distinguished: the utilization of 
International Roughness Index (IRI) [3] as a pavement performance 
indicator, the artificial neural network predominance on predicting the 

IRI as the ML technique most commonly used and the constant creation 
of Long-Term Pavement Performance databases (LTPPs) [4]. 

This review does not focus exclusively on the development of the 
most widely used techniques, but gives a brief introduction to the 
different algorithms developed, where artificial neural networks for 
prediction and convolutional neural networks for image processing and 
detection will be shown in detail. Subsequently, the different indicators 
or magnitudes to be detected are explained. Finally, the different tech-
niques for data extraction techniques are explained together with a re-
view of the state-of-the-art of the associated ML algorithms. 

2. Pavement performance prediction 

2.1. Description 

The main purpose in pavement management is to assess the pave-
ment state in order to predict future conditions. The mathematical 
functions of performing such tasks are pavement performance predic-
tion models (PPPMs) as a fundamental axis for the pavement manage-
ment (J. [5]). For pavement performance prediction [6], there are two 
categories considered, static (absolute models) and dynamic (relative 
models). A static approach, Pt = f(Xt, t), where Pt is the pavement per-
formance for a given time t, and Xt are auxiliary or explanatory variables 
(e.g. structural characteristics, climatic conditions, traffic, etc.) at time t 
[4]. The lagged values of the output are not considered as inputs in static 
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models. A possible example of a static approximation is the regression 
model [7]. Consequently, this approach limits pavement performance 
prediction since pavements deteriorate in an incremental form. A dy-
namic approach, Pt = f(Pt− 1…Pt− n,Xt,Xt− 1…Xt− n), where Pt and Xt have 
identical meanings to the static approximation (at time t) and n is the 
number of past observations. Dynamic models forecast pavement dete-
rioration using historical pavement performance data. Therefore, dy-
namic models should provide a more accurate prediction of pavement 
future conditions than static models. 

As for the representative variables Xt, the most relevant ones for the 
predictive tasks have been highlighted in Table 1 [4]. 

In order to introduce the explanatory variables, now what each one 
quantifies will be analyzed. The Structural Number [19] is used as an 
indicator or index to settle the strength of a complete pavement struc-
ture; i.e., the sum of the strengths of all the layers. Pavement thickness is 
traditionally measured by GPR [20]; i.e., a short duration electromag-
netic (EM) pulse that penetrates pavement materials and it is reflected at 
interfaces where its thickness is determined from velocity of signal in a 
specific pavement layer and two-way travel time at layer interfaces. 
Annual Average Precipitation, temperature and humidity accounts for 
amount of precipitation, temperature and humidity expected per year, 
respectively. Freezing Index is used for evaluating frost penetration for 
pavement design [21]. AADT is calculated by dividing the total volume 
of vehicle traffic by 365 days. Only certain explanatory variables have 
been shown previously, but in reality, there are many more. 

2.2. Data life cycle 

To structure the evolution of the data throughout the pavement 
performance evaluation process, several stages can be distinguished as 
shown in Fig. 1. 

The initial step consists of collecting the data of interest using 
different sensors based on different physical methodologies, such as 
those shown in Section 4 (image-based, laser systems, etc.). Predomi-
nantly, pavement performance data are extracted from transportation 
agencies or open-source datasets. Once the data has been extracted, the 
expert agent is aware that the data received is not tabular and ideal. For 
this reason, a data pre-processing procedure is necessary. Data pre- 
processing is the method that involves the transformation of raw data 
into an understandable format. There are several techniques depending 
on the application. For example, sampling (model generalization in-
surance), missing data and data cleaning (error detection and removal). 

After extracting the data, previously processed, the different ma-
chine learning algorithms capable of performing the different predictive 
tasks are studied (modelling phase). To choose the model whose pre-
dictive capacity is most optimal, evaluation metrics are used to compare 
the values predicted by the model and the observed results. Based on 
performance metrics, a process of model evaluation starts. In order to 
improve the performance, there are different approaches like collecting 
more data, extracting different data, tuning model hyperparameters or 
making a study with another algorithm. Once the previous steps are 
completed, a final evaluation using the test dataset is performed. Af-
terwards, a review of the different machine learning algorithms (data 
modelling) from methodologies or procedures (techniques for data 
collection via different sensors) will be interpreted. 

2.3. Machine learning algorithms: brief approach 

To introduce in an intuitive way the Machine Learning fundamental 
concepts, the following is a brief description of the most used algorithms 
and an in-depth study of the ML algorithms most used for the develop-
ment of pavement management systems. ML models can be divided into 
three group categories [7]: Supervised learning, Unsupervised Learning 
and Reinforcement Learning. 

2.3.1. Supervised learning (SL) 
SL uses input data and output data, building a model to predict when 

applied to new data. If the target variable to predict (predictand) is 
categorical, one is dealing with classification problems and the most 
common algorithms are: (1) Decision Trees, (2) Support Vector Ma-
chine, (3) K-nearest neighbors, (4) Naïve Bayes, (5) Random Forest, (6) 
Logistic regression and Neural Networks - extensively explained in 2.3.4. 
However, if the target variable is continuous, this is about Regression 
Pavement Performance Models (RPPMs) and the most popular are 
Linear Regression, Neural Networks, Decision trees and Random Forests. 
These models are widely used for project-level.  

(1) Classification and Regression Trees (CART). CART [22] have 
the aim of predicting discrete and continuous variables, respec-
tively. With regard to its intuitive structure, each node corre-
sponds to a test attribute, each branch corresponds to an attribute 
value, each leaf (terminal node) represents a final class, and each 
path is a conjunction of attributed values. Tree construction is 
established with several algorithms but the fundamental idea of 
all of them is to evaluate the attribute power of separation 
(maximum impurity, minimal entropy). To avoid overfitting, the 
post-pruning technique (pruned overfitted fully grown tree, 
removing less useful nodes) is commonly used. CART advantages 
are having an easy approach to explain and understand repre-
sentation and being applicable to classification and regression 
problems. Its disadvantages are poor prediction accuracy 
comparing with other approaches and instability when changing 
the data (need of cross-validation).  

(2) Support Vector Machine (SVM). SVM [23] is the most popular 
kernel machine for classification. SVM finds an optimal hyper-
plane that best separates the features into different domains. In 
other words, the hyperplane is a function used to differentiate 
between features (e.g., hyperplane is a line for 2D problem and a 
plane for 3D problem). In Eq. (1), f(x) refers to the hyperplane, x 
= {xi}i=1…N are the features, w = {wi}i=1…N vectors and b = w0, 
the bias. Basically, the goal is to maximize the distance (a.k.a 
margin) between the points closest to a given hyperplane (also 
called support vectors) and the hyperplane. Then, the hyperplane 
for which the margin is maximum is the optimal hyperplane or 
maximum margin hyperplane. Mathematically, it is a minimiza-
tion problem with the objective of finding the optimal values wi 
which results in solving a quadratic equation and at the compu-
tational level, it is a quadratic programming (QP) problem -i.e., 
mathematical optimization problem involving quadratic 
equations. 

f (x) = wT x+ b (1)    

(3) K-nearest neighbors (k¡NN). K-NN is a non-parametric and 
instance-based algorithm applied to regression and classification 
problems. k-NN has a very simple functioning where distances 
are computed, ordered, and dependent on the number of neigh-
bors selected (cross-validation is typically used to select an 
optimal value). To compute distances, different metrics are used 
(Euclidean, Minkowski, Manhattan, etc.). It is a “pure” lazy 
learning algorithm; i.e., it retrieves the k least distant instances 

Table 1 
Main important explanatory variables (Xt).  

Category Description 

Structure Structural number and pavement thickness. 
Climate Annual average precipitation, annual average temperature, annual 

average freeze index, minimum/ maximum annual average humidity. 
Traffic Annual average daily traffic (AADT), average traffic speed and degree of 

noise.  
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and it infers the predicted value or class according to the metric 
but it does not learn a discriminative function (model fitting) and 
there is not training phase [10]. In terms of benefits, k-NN is 
straightforward to understand, versatile (classification and 
regression) and produces high accuracy. Regarding the draw-
backs, k-NN implies high memory requirements (computationally 
expensive), sensitive to scale of data and performance severely 
degraded in high dimensional problems.  

(4) Naïve Bayes. Significant changes in the probabilities reflect the 
dependence between the predictand and the predictors (pre-
dictability). Then, Naïve Bayes is a classification technique that 
uses this independence resource via the Bayes Theorem, thus 
producing a reduction of parameters. Briefly, it is a probability- 
based model that seeks to maximize the function linking the 
different events. Some studies have trained Naïve Bayes algo-
rithms for predicting the condition of the highway pavements 
based on previous pavement condition ratings [11] or the clas-
sification of surface conditions to predict the Condition Survey 
Rating Scale (CSRS) category based on explanatory variables such 
as average rut depth or drainage condition [24].  

(5) Random Forest (RF). By aggregating many trees, the instability 
of the trees can be reduced, and their performance improved. This 
idea is one of the fundamental concepts of bagging that consists of 
the random selection of M subsamples (bootstrapping) given N 
observations. Subsequently, M trees are fully grown in parallel 
(overfitted) and finally, a prediction for new input data is given 
based on the prediction from M individual trees (mean value 
generally). RF is an improvement over bagged trees. 

(6) Logistic Regression. Logistic regression performs the classifica-
tory duty by maximizing a quantity known as likelihood, where 
this amount is no more than the product of the probability of 
density distributions. In Eq. (2), L is the likelihood which depends 
on the parameters αi and the input-output pair of samples (xi,yi) 
− xi is the vector of features and yi the observed class-, and pdf is 
the probability density function. Logistic regression is widely 
used for binary classification. 

L(αi; xi, yi) = Πpdf (yi|xi) (2)   

2.3.2. Unsupervised learning (UL) 
UL is utilized to find patterns in data and draw inferences from data 

sets that only have input data. It is often used for exploratory data 
analysis and clustering. The most common algorithms are (1) Hierar-
chical clustering, (2) K-means and (3) K-medoids.  

(1) Hierarchical clustering. The main objective of the cluster 
analysis is to group or segment a collection of objects, understood 
as a set of measurements, into subsets or “clusters,” so that those 
within each cluster are more closely related to one another than 
objects assigned to different clusters [25]. To determine whether 
two instances are similar, there are two main types of estima-
tions, distance (e.g., Minkowski) and similarity measures (e.g., 
Extended Jaccard coefficient).  

(2) K-means. This is a partitioning method, i.e., it relocates instances 
by moving them from one cluster to another, starting from an 
initial partitioning. Such methods typically require that the 
number of clusters will be pre-set by the user (K clusters). The 
basic idea is to find a clustering structure that minimizes a certain 
error criterion that measures the “distance” of each instance to its 
representative value. The algorithm starts with an initial set of 
cluster centers. In each iteration, each instance is assigned to its 
nearest cluster center according to the Euclidean distance be-
tween the two. Then the cluster centers are recalculated via Eq. 
(3) where N = {N1,N2…NK } are the k-clusters and (x1,x2…xn), 
vectors. 

μt+1
i =

1
N(t)

i

∑

xjϵN(t)
i

xj (3)    

(3) K-medoids. Very similar to K-means, each cluster is this case is 
represented by the most centric object in the cluster, rather than 
by the implicit mean that may not belong to the cluster. More-
over, it is more robust than k-means in the presence of noise or 
outliers, but its processing is computationally costly. 

2.3.3. Reinforcement learning 
Unlike SL and UL, RL works with data from a dynamic environment, 

with the objective of looking for the optimal sequence of actions that 
will produce the most reward in the long run. RL are divided into two 
groups: model-based and model-free. Reinforcement learning has three 
most important distinguishing features. The learning system's actions 
influence its later inputs (closed-loop). The learner does not have direct 
instructions, the learner must discover which actions yield the most 
reward, and where the consequences of actions play out over extended 
time periods [26]. The most commonly used algorithms for predictive 
tasks (artificial neural networks) and for image processing (convolu-
tional neural networks) are shown in detail below. 

2.3.4. Artificial neural networks (ANNs) 
Neural networks were first proposed in 1944 by Warren McCullough 

and Walter Pitts. Thereafter, the extraction of knowledge from them has 
been a multidisciplinary breakthrough [27]. 

A neural network is an interconnected set of single processing units 
(neurons, nodes or cells), communicating with each other, where the 
processing capacity of the network or intensity of the connection is 
defined by weights [28]. To introduce the terminology, the example 
proposed in [29] (Fig. 2, Fig. 3) will be used. 

This study starts from a dataset that relates the amount of bitumen 
(“dosage”) and the efficacy of a given pavement. Thus, the objective is to 
learn a function that indicates what efficacy is given a specific bitumen 
quantity. Therefore, a neural network is constructed as in Fig. 3, where 
the input neuron receives information about the amount of dosage and 
the output neuron must be able to predict the efficacy of the bitumen 
mixture. 

Structurally, between the two neurons is a layer of neurons, or rather 
a hidden layer consisting of two neurons. The image represents a simple 
system, consisting of an input layer and an output layer; however, there 

Fig. 1. Proposed general scheme of data life cycle.  
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can be multiple hidden layers between the two, where each layer can 
have different numbers of neurons. The greater the number of layers, the 
greater the complexity of the neural network. In this context, the neu-
rons of the hidden layers and the output layer receive as input the cor-
responding weighted or scaled values by means of weights; i.e., the 
connection between neuron i of one layer and neuron j of another is 
defined mathematically by a weight, wij. In addition, a quantity called 
bias θk is added. On the other hand, the information that comes out of 
each neuron is the input value that it will receive from one or more 
consecutive neurons after applying a function to it, called activation 
function (some examples of activation functions are: Rectified Linear 
Unit - ReLU, Leaky ReLU, etc.). Most importantly, they must be chosen 
according to their application. In short, each neuron receives an input 
from neighboring neurons and uses it to compute an output, propagating 
the information. At the mathematical level [30]: 

sk(t) = Σ wjk(t)yj(t) + θk(t)→Fk(sk(t) ) (4)  

where sk(t) is the weighted information and Fk is the non-linear activa-
tion function. In our didactic example, the activation function is called 
soft plus. Consequently, if the weights and biases are known, an archi-
tecture like the one proposed in the previous example can be drawn, 
which will allow to obtain a predictor function (blue graph in Fig. 2). 
Another very important question is about the determination of the 
optimal weights and biases that lead to the construction of the function, 
and the answer lies in the method of backpropagation. 

First, before addressing the concept of backpropagation, it is 
important to stress the concept of the cost, error or loss function [31]. 
The network will be trained on a training data set, where both the 
amount of bitumen and the efficacy are known (observed data), with the 

objective of testing the trained neural network on a data set independent 
of those used in training (validation set), where only the amount of 
bitumen is known, and efficacy must be predicted. The goal is therefore 
to find the neural network configuration that best fits the data, maxi-
mizing its generalizability; i.e., to find the neural network configuration 
that minimizes the error function. Again, there are multiple cost func-
tions such as Mean Squared Error (MSE), L1 or L2. The more optimal the 
parameters are, the smaller the value of the error function will be. 

That is, to find the value of the parameters, it is necessary to mini-
mize the cost function (optimization problem). To find the minimum it is 
really useful to use gradient descent. Consequently, the workflow of 
neural networks consists of random parameters initialization. Subse-
quently, the chain rule is applied, calculating the derivatives of the cost 
function with the aim of reaching its minimum, thus optimizing the 
parameters (backpropagation). Finally, the weights are updated based 
on the derivative calculation (gradient descent). 

In the example proposed above, assuming that the unknown 
parameter is b3 (Fig. 3), then for a cost function of the type MSE, one 
would have that: 

Loss = Σ (observedi − predictedi)
2 (5)  

Δω =
dLoss
db3

=
dL

dpredicted
dpredicted

db3
(6)  

ω = ω+ γ Δω (7)  

where γ is called learning rate and is a hyperparameter. In order to 
minimize the cost function (Eq. (5)), the method of backpropagation is 
applied which consists on propagating the error, through the backward 

Fig. 2. Didactic representation for understanding the terminology of neural networks.  

Fig. 3. Didactic representation of Fig. 2 with mathematical notation.  
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chain rule (gradient descent calculation), Eq. (6), and updating the 
weights (Eq. (7)). 

In conclusion, from the descriptive example, it can be concluded that 
a neural network is a set of layers (input, hidden and output) formed by 
neurons, which are connected to each other by means of parameters 
(weights and biases). These parameters are unknown (initially gener-
ated randomly) and the way to find them consists of minimizing the cost 
function by means of the backpropagation method. Therefore, it is 
interesting to modify or adapt the hyperparameters, with the aim of 
maximizing the functionality of the neural network, varying the number 
of layers, the number of neurons per layer, the learning rate, the acti-
vation functions, etc. In addition, to try to improve the generalizability 
of the cost function, a regularization term can be added. There are 
different types of regularization such as the L2 (Eq. (8)) or L1 or dropout 
norm. 

Loss = Σ Lossi + β‖w‖2
2 (8)  

where the first term has already been introduced and its main task is to 
fit the model as closely as possible to the data. The regularization term, 
on the other hand, tries to make the weights as small as possible, thus 
reducing the complexity of the network. In other words, the regulari-
zation term arises as a solution to a possible overfitting in the training, 
giving rise to a high variance in the validation dataset (loss of general-
ization). In addition, there are several modifications or improvements to 
gradient descent. Such improved algorithms are called optimizers. Next, 
convolutional neural networks, a subtype of ANNs, are analyzed. 

2.3.5. Convolutional neural networks (CNNs) 
The state-of-the-art related to feature extraction dealing with images 

for pavement evaluation using machine learning techniques based on 
image processing focuses on the same algorithm but with different ar-
chitectures [32], convolutional neural networks. The main differences 
between traditional ANNs and CNNs are listed as follows:  

• ANNs learn global patterns from the input feature space, contrarily 
CNNs learn local patterns. In the case of images, ANNs use all pixels 
and CNNs use small 2D windows or filters.  

• The patterns learned by CNNs are invariant to translations. That is, if 
CNNs recognize a given pattern in the lower left corner, they will find 
it anywhere in the image. ANNs, however, would have to learn the 
pattern again if it appears in a new location.  

• The most beneficial aspect of CNNs is the reduction of parameters, 
becoming a very efficient approach at processing images with high 
generalization power. 

To begin dealing with CNNs it is necessary to introduce the concept 
of convolution and convolutional layers. Convolution is a linear opera-
tion that allows the extraction of image features. In fact, when consid-
ering Fig. 4, it can be observed the concept of convolution where the 
input image (receptive field) is a crack and its representation in pixels is 
convolved with another matrix called kernel, filter, or mask. The filter is 
shifted in such a way that it maps the input image. The convolution is the 
sum of the product of element-by-element matrices. As a result, the filter 
maps the entire receptive field into the so-called feature map. 

The masks represent the connectivity between successive layers, 

Fig. 4. Representation of convolutional operation of a crack image.  
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where the network weights correspond to the values in the filters. Then, 
each layer can have up to 3 dimensions: base, height, and depth. Where 
the depth refers to the number of channels. One of the problems with 
convolutional layers is that they can cause the image to shrink too much. 
In addition, corner and edge pixel information will be under-represented 
in the feature map. For this, the concept of padding is introduced, which 
aims to make the input and output image have the same dimensions. In 
other words, it is a matter of extending the input image by interpolating 
nearby pixels. For example, although the image has dimensions (n,n) 
and padding (p): p = 1 is applied, the image is magnified to dimensions 
(n + 2,n + 2). Another important hyperparameter to configure is the 
stride which is just the size of the filter movement step along the 
receptive field mapping. Also, there are other types of layers that reduce 
the dimensionality of feature maps, max-pooling and average pooling, 
which reduce a region of the image to the maximum or average value, 
respectively. Analogous to traditional neural networks, activation 
functions are also applied between the convolutional layers. 

Finally, while the compendium of convolutional layers handles 
feature extraction, the question is how the classificatory task is per-
formed to detect crack types (Fig. 5). To do this, what is done is to flatten 
the last convolutional layer, recovering the structure of the traditional 
neural networks to perform the classification task (flatten or global 
average layer pooling). Fig. 6 

When the state-of-the-art regarding pavement crack classification is 
shown, different studies propose different architectures and give a name 
to their proposal. Therefore, proposing an architecture is just indicating 
hyperparameters (kernel size, padding, stride, number of layers, types of 
layers, etc.), topology (connection mode between layers) and optimi-
zation algorithms (gradient descent methods). 

In order to homogenize the different models presented above, 
Table 2 shows the algorithms, their advantages and disadvantages, and 
the types of data (imaging, GPR, laser and fiber optic) on which they are 
found or on which they could be optimally used. In addition, it will help 
the research community to choose study models based on the charac-
teristics of their datasets. 

3. Test pavement performance 

3.1. Pavement condition indicators 

Pavement condition assessment includes the technical characteriza-
tion of the pavement, considering its physical characteristics (e.g., 
roughness, friction, distress type, etc.). Eventually, several indexes have 
been developed where some of the most applied are: Pavement Condi-
tion Index (PCI), Pavement Serviceability Index (PSI), Pavement Quality 

Index (PQI) and IRI [33]. 
In the next section, we will show the different data collection 

methods and how ML algorithms can solve a problem. Thus, when 
dealing with image related studies, ML metrics will be used to see how 
well the algorithm detects or classifies but no pavement condition in-
dicators will be calculated. In fact, it is considered that this should be 
one of the next steps or efforts in future research (e.g., if there is an 
image problem, to determine the type of deterioration as well as its 
extent and frequency of occurrence, in order to build a new dataset that 
allows to extract a new standardized index). 

However, in other studies, from field data or using databases such as 
those discussed later, ML metrics will show how well the model 
(regression problem) predicts the numerical value of the indicator 
(usually IRI or PCI). Therefore, the following is a brief description of 
pavement quality indicators and the various ML metrics for evaluation. 

3.1.1. Pavement performance indicators 
The IRI is most commonly obtained from measured longitudinal road 

profiles; i.e., vertical deviations or irregularities of the pavement surface 
from planar plane [34]. It is calculated using a quarter-car vehicle math 
model, whose response is accumulated to yield a roughness index with 
units of slope [35]. The IRI index can be estimated after performing 
profilometric measurements carried out on road pavements using spe-
cific laser devices. 

The PCI, presented by the US Army's engineering department [36], is 
a numerical indicator that rates pavement condition according to a 
rating scale from 0 to 100. The mainly influencing factor for PCI 
calculation is surface distress and it depends on: distress type, level of 
severity and density of distress. Consequently, it would be a suitable 
index to extrapolate imaging problems to the calculation of the PCI. 

The PSI estimates the serviceability rating from measurements of 
several physical parameters from surface distresses such as cracking, rut 
depth and roughness. It ranges from 0 (worst condition) to 5 (best 
condition). 

The PQI computes the overall pavement condition combining 
pavement roughness and distress magnitudes. There are different for-
mulations of the indicators, where the Minnesota Department of 
Transportation is the most widely applied. 

3.1.2. ML metrics 
To assess how optimal the developed model is, different metrics are 

used that relate the observed data to the predicted data. The most widely 
used metrics for classification and regression problems in ML algorithms 
as pavement performance evaluation techniques are shown below. 

The classification problems related to pavement assessment are 

Fig. 5. Structural representation of a convolutional layered architecture with image classification capability.  
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mainly related to crack categories detection such as crack, non-crack, 
rutting, non-rutting, ravelling, etc. Also, depending on the study, other 
pavement indicators can be characterized in categories such as road 
friction estimates (RFE) or road surface condition (RSC). Since cracking 
can accelerate the deterioration process, crack evaluation is a 
demanding assignment to ensure public safety [37]. The most common 
classification metrics are shown below (Table 3): 

Accuracy measures the ratio of correct predictions over the total 
number of instances, Sensitivity quantifies the fraction of positive 

Table 2 
Brief description of the ML algorithms with benefits, drawbacks and association 
with data type.  

Algorithm Pros Cons Data 
Type 

CART [8] Easy to interpret and 
explain the interaction 
between features; they 
can handle numeric, 
nominal and textual data; 
normalization or scaling 
not needed; irrelevant 
features won't affect. 

It hardly handles high 
dimensional data (high 
computational 
requirement-data 
fragmentation problem); 
overfitting issue in case of 
correct pruning lack; 
sensitive to data changes. 

FO, LS 

SVM [9] It usually provides high 
accuracy; it prevents 
theoretical guarantees 
regarding overfitting; 
accuracy and 
performance are 
independent of size; it 
deals correctly with high 
dimensional data and 
good generalization 
ability; outliers have less 
impact; it suits extremely 
well for binary 
classification and 
separable classes. 

Accuracy dependent on 
the number of training 
cycles; slow processing for 
large datasets; poor 
performance with 
overlapped classes; 
dependent of the 
appropriate 
hyperparameters and 
kernel function. 

ALL 

k-NN [10] Simple to understand and 
implement; there are no 
assumptions about data 
(e.g., dependency of 
variables); well suited for 
multi-modal classes; well 
evolving model to new 
data points. 

Lower efficiency for large 
datasets (curse of 
dimensionality); 
performance dependent 
on selecting good value of 
“k” (cross validation but it 
is computationally 
expensive); performance 
varies according size of 
data (scaling is 
compulsory); it doesn't 
work well on imbalanced 
data. 

FO, LS 

Naïve Bayes 
[11] 

Assuming independence 
correlations (class 
conditional 
independence), 
converges fast (useful for 
real-time predictions); 
lower computation 
training time; scalable 
with large datasets; 
insensitive to irrelevant 
features; adequate 
performance with high 
dimensional data. 

Bad estimator; it assumes 
that all predictors are 
independent, rarely 
happening in real 
problems; inaccurate 
representation of data; it 
assigns zero probability to 
a categorical variable 
whose category in the test 
data set wasn't available 
in the training dataset 
(zero-frequency problem). 

FO, LS 

RF [12] Fast; scalable; robust to 
noisy data; they do not 
over fit; easy to interpret; 
reduced prediction error; 
good performance on 
imbalanced datasets; it 
handles well high 
amounts of data and 
missing information; it 
suffers low impact of the 
outliers. 

Slow for real-time 
prediction as the number 
of trees (estimators) 
increases; predictions 
need to be uncorrelated; it 
is difficult to understand 
the different parameters; 
they are found to be 
biased with categorical 
values; not suitable for 
linear methods with 
sparse features. 

ALL 

Logistic 
regression 
[13] 

Nice probabilistic 
interpretation; easy to 
update with new data; 
small assumptions on the 
distributions of 
independent variables; 
simple to implement; 
feature scaling and 
hyperparameter tuning 
not needed. 

It requires large sample 
size to achieve stable 
results; poor results of 
non-linear data and/or 
irrelevant, highly 
correlated features and/or 
when the number of 
observations is lesser than 
the number of features. 

FO, LS 

ALL  

Table 2 (continued ) 

Algorithm Pros Cons Data 
Type 

Hierarchical 
Clustering 
[14] 

No apriori information 
about the number of 
clusters required; easy to 
implement and to 
understand because the 
output dendrogram 
provides visual 
information. 

The algorithm can never 
undo what was done 
previously; time 
complexity of at least o(n2 

log n) is required, where 
“n” is the number of data 
points; sensitive to noise 
and outliers; it hardly 
handles several sized 
clusters and convex 
shapes. 

k-means [15] Relatively simple to 
implement; it scales to 
large datasets; it 
commonly guarantees 
convergence; easy 
adaptation to new 
instances; it generalizes 
to several shapes and 
sizes of clusters (e.g., 
elliptical). 

Dependent of choosing the 
“k” value; it has troubles 
where clusters are of 
varying sizes and density; 
centroids can be dragged 
by outliers; it suffers with 
high number of 
dimensions. 

ALL 

k-medoids 
[16] 

Simple to comprehend 
and easy to implement; it 
fast and converges in a 
fixed number of steps; it 
is less sensitive to outliers 
than other partitioning 
algorithms. 

Not suitable for clustering 
non-spherical (arbitrary 
shaped) groups of objects; 
it may obtain different 
results for different runs 
on the same dataset 
because the first k 
medoids are chosen 
randomly. 

ALL 

ANN [17] They are quite robust to 
noise in the training data, 
because the training 
examples may contain 
errors, which do not 
affect the final output; 
they can bear long 
training times depending 
on factors such as the 
number of weights in the 
network, the number of 
training examples 
considered, and the 
settings of various 
learning algorithm 
parameters. 

They require processors 
with parallel processing 
power (hardware); it 
makes it very difficult for 
ANN to understand the 
problem statement; the 
ANN solution to the 
problem statements that 
we really don't know on 
what basis it will give the 
solution. 

IM, LS 

CNN [18] CNN-based models 
achieve state-of-the-art 
results in classification, 
localisation, semantic 
segmentation and action 
recognition tasks; they 
minimize computation 
compared to regular ANN 
(convolutional 
operation); they are great 
at handling image 
classification and 
recognition and use the 
same knowledge across 
all image locations. 

Classification of images 
with different positions 
(different angles, 
backgrounds or lighting 
conditions); they 
recognize similar images 
with different noise levels 
as the very same picture; 
CNNs do not have 
coordinate frames which 
are a basic component of 
human vision; GPUs are 
generally required. 

IM, 
GPR, 
LS 

IM = images, GPR = ground penetrating radar, LS = laser and FO = fiber optics, 
ALL = applicable for the 4 types of data. 
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patterns that are correctly classified, Specificity represents the fraction 
of negative patterns that are correctly categorized, Precision measures 
the number of correct positive results divided by the number of positive 
results predicted, Recall estimates the ratio of correct positives over all 
samples that should have been identified as positive and f1-score is the 
harmonic mean between Recall and Precision [38]. 

For the evaluation problems with the objective of predicting 
continuous values such as IRI or PCI, regression metrics are utilized 
(Table 4) [39]. 

MSE measures the average of the squares of the errors (error means 
difference between observed and predicted value), RMSE is the square 
root of MSE, MAE provides the average of the absolute difference be-
tween the observed and predicted continuous variables and R2 indicates 
the square of the correlation coefficient R which determines the strength 
of association between predicted and observed magnitudes [60]. 

3.2. Open pavement performance datasets using ML algorithms 

The main purpose of this section is to mention some of the most 
relevant data sets used in the state of the art for pavement evaluation 
using ML algorithms. Such information banks enable the advancement 
of scientific progress according to FAIR principles [61]. Therefore, they 
will be mentioned below together with a brief description of their con-
tents, as well as a link to their location on the web. 

LTTP database: LTTP is a program that has the aim of collecting 
pavement performance data as one of the major research areas of the 
Strategic Highway Research Program (SHRP) in the US. The LTTP pro-
gram includes two classes, General Pavement Study (GPS) and the 
Specific Pavement Studies (SPS). LTTP Information Management System 
contains datasets of data collected under the LTTP program (over 2500 
tests). For example, Fathi[62] utilized historical LTTP data and made 
use of different MLAs in order to predict alligator deterioration index 
(ADI) using features like air voids (VA), voids in mineral aggregate 
(VMA) or voids filled with asphalt (VFA). Zeiada et al. [39] studied 
multiple ML techniques (CART, SVM, ensemble trees, GPR and ANN) to 
model asphalt pavement performance (IRI was adopted as the pavement 
performance indicator) from LTTP database of warm climate regions. 
Younos et al. [63] carried out a research on the impact of climatic 
conditions and traffic loading characteristics on pavement performance 
to predict PCI by applying ANNs to LTTP data. 

RDD2020: It is a large-scale heterogeneous road damage dataset 
comprising 26,620 images of different pavement distresses from India, 
Japan and the Czech Republic. Actually, a part of RDD2020 was utilized 
for Global Road Detection Challenge 2020. Road images were captured 
using a smartphone running a publicly available image-capturing 
application developed by Sekimoto Lab [64]. 

There are other popular datasets such as: SDNET2018, CrackTree, 
GeoPortale Lamma, RTK, KittiSeg, etc. 

3.3. ML frameworks for pavement performance evaluation 

All algorithms associated with pavement distress detection (PDD) 
and classification problems (frames with pavement deterioration) and 
pavement indicators prediction are programmed with code. For this 
purpose, the programming languages most commonly used in the state- 
of-the-art are Python, R and MATLAB. The most commonly used CV li-
brary for image processing (applying filters, resizing, normalizing, etc.) 
is OpenCV, and also Scikit-Image. The most widely applied open source 
ML frameworks are PyTorch, TensorFlow, Fastai and Caret. In addition, 
there are open repositories on platforms such as Github where you can 
find characteristic pre-trained models (interesting to apply transfer 
learning and alleviate the computational cost) that lately are being 
included in the articles through links as the research community is 
progressing towards open data. 

4. Application of ML algorithms for different data extraction 
methodologies 

In this section, the different ML algorithms used for different data 
extraction or data collection techniques will be presented. In terms of 
the structure, each section will contain a brief introduction and subse-
quently, each investigation will address if possible 4 concepts (see Ta-
bles 5-8): methodology (pre-processing techniques and ML models), 
type of problem (classification, regression), metadata (dataset and 
computational resources) and finally, the most interesting section, the 
discussion (results, difficulties and future investigations). 

Table 3 
Most popular classification metrics.  

Metric Formula Metric Formula 

Accuracy TP + TN
TP + TN + FP + FN 

Precision TP
TP + FP 

True Positive Rate - TPR 
(Sensitivity) 

TP
TP + FN 

F1-score 2
1

Precision
+

1
Recall 

True Negative Rate – TNR 
(Specificity) 

TN
FP + TN 

Recall TP
TP + TN 

TP = true positive; TN = true negative; FP = false positive; FN = false negative. 

Table 4 
Regression popular metrics.  

Metric Acronym Formula 

Mean Square Error MSE 1
N

∑N
i=1

(
yi − ŷi

)2 

Root Mean Square Error RMSE ̅̅̅̅̅̅̅̅̅̅
MSE

√

Mean Absolute Error MAE 1
N

∑N
i=1

∣yi − ŷi∣ 

R-Squared R2 ( σy,̂y

σyσ ŷ

)2 

yi = observed value; ̂yi = predicted value; σ = variance of a given variable; σy,̂y =

covariance of predicted and observed variables.  

Table 5 
Summary table of image-based analyses.  

ID Reference MLA Data source Amount Pixels 
resolution 

A [40] SVM Middle East 
Technical 
University campus 
rigid pavement 
images 

109 4000 ×
3000 

B [41] Deep 
residual 
network 

CrackForest 118 480 × 320 

C [25] SqueezeNet YouTube 5300 640 ×
360–1280 
× 720 

D [42] DeepCrack CrackTree260, 
CRKWH100, 
CrackLS315, 
Stone331 

1006 512 × 512 

E [43] FBI-LSSVC- 
FS 

Da Nang city field 
trip imagery 
collection 

2000 32 × 32 

F [44] VGG16 SDNET2018 5200 256 × 256 
G [45] Mask R-CNN – 45 5184 ×

3456 
H (G. [46]) PvmtTPNet PaveVision3D 

imagery system 
21,000 4096 ×

2048 
I [47] GoogleNet – 2250 900 × 1000 
J [48] LightGBM – 98 5184 ×

3456 

MLA = Machine Learning algorithm, data source is the name of the dataset or the 
data collection system and amount is the number of images. 
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4.1. Image-based techniques 

4.1.1. Fundamentals of image-based approaches 
Image-processing techniques to determine road conditions are 

considered as an encouraging non-destructive testing (NDT) method to 
quantify pavement distresses by evaluating pavement surface images 
[65]. Computer vision (CV) modules are becoming an integral compo-
nent of contemporary Structural Health Monitoring (SHM) frameworks. 
In this respect, the present section explains the state-of-the-art CV 
methodologies, which are used to automate the process of defect and 
damage detection [66]. Thus, active safety systems and self-driving 
vehicles can unquestionably benefit from real-time prediction of driv-
able surface conditions. 

Effective pavement rehabilitation polices can only be established 
with reliable prediction of future pavement cracking rates based on 
quantitative assessment of past and present pavement conditions. 
Image-based crack-recognition techniques have been employed to pro-
vide necessary quantitative measures of cracks in pavement surface 
images. In CV, crack can be defined as a group of low-intensity pixels 
compared to neighboring pixels. In fact, to deal with multi-level topo-
logical shapes of crack images, different image processing levels need to 

be employed for computer-aided crack recognition: crack extraction 
(non-crack background removal of input images), crack grouping (group 
fragmented crack pixels extracted in crack extraction by image seg-
mentation), crack detection (image components) and crack 
classification. 

Formerly, the labeling and quantification of the severity, type, and 
extent of surface cracking, was a challenging area for evaluating the 
asphalt pavements [67]. Image-based crack detection methods have 
been extensively studied due to their cost-effectiveness in terms of data 
acquisition and processing [68]. The most relevant issue is that auto-
mated pavement distress detection and classification has remained one 
of the high-priority research areas of transportation agencies. Image 
classification based on ML models is turning into the main application 
and study tool, in order to avoid preventive road maintenance. Actually, 
image-based models focus primarily on crack detection and classifica-
tion. In addition, the state-of-the-art in recent years focuses on different 
image preprocessing methods and different architectures, where the 
most widely used are CNNs, with resources such as transfer learning. 

Nonetheless, existing crack detection methods still have constraints 
due to their insufficiency to overcome inherent challenges associated 
with pavement images, such as background complexity, inhomogeneity 
of cracks or diversity of surface texture. Hence, regarding the state-of- 
the-art that implements the automated pavement detection by dint of 
ML models, a qualitative and quantitative description of the most recent 
models based on CV are shown below. 

4.1.2. Studies employing ML algorithms from images 
For a better understanding of the sub-section, a chronological and 

indexed descriptive table is shown below, followed by a further expla-
nation of each study whose source of information is digital imagery.  

A. In 2017, an unmanned aerial vehicle (UAV), DJI Inspire 1 
Quadcopter, was developed as a crack identification system for 
monitoring rigid pavements [40]. The process accomplished can 
be divided into 2 stages: crack detection (image resizing, gray-
scale image transformation, thresholding, enhancement via me-
dian filtering and morphological operations) and crack 
identification on the basis of different properties such as extent, 
aspect ratio, eccentricity and circularity ratio. SVM algorithm 
was used as a binary categorization model (i.e., discerning be-
tween crack and non-crack classes, C&nC). The UAV provided 
109 images from Middle East Technical University Campus at 
different altitudes ranging from 0.5 m to 3 m with 1–3 m • s− 1 

speed. It provides encouraging results obtaining 90% specificity 
and 97% accuracy. The proposed methodology serves as an 
alternative cost-effective solution for pavement monitoring but it 
involves some drawbacks. The restricted amount of data limits 
the model performance. Differently, other ingredients that cause 
performance failure are shadowy and low-resolution images.  

B. A new approach was developed in 2018 using deep residual 
neural networks with transfer learning [41], to detect road crack 
at pixel-level. The dataset used, CrackForest, contains 118 images 
of the road surface in Beijing, China. Regarding computational 
resources, GTX 1080 Ti GPU i7–700 has been used. The investi-
gation goal focuses exclusively on the model improvement 

Table 6 
Summary table of GPR analyses.  

ID Reference MLA Data type Data device Samples Resolution 

A [49] OCSSVM 2D B-scan images Finite-Difference Time Domain method and Accelerated (gprMax) Pavement Test 1174 – 
B [50] YOLOv5 3D B-scan images GeoScopeTM Mk IV 1750 320 × 320 
C [51] Faster RCNN 2D B-scan images Finite-Difference Time Domain method and Accelerated (gprMax) 30,000 – 
D [52] SVM 2D B-scan images LTD-2100 (China Electronics Technology Group Corporation) 100 – 
E [53] Faster RCNN 2D B-scan images Unknown GPR data collection device 1683 – 

MLA = Machine Learning algorithm, data device is the name of the data collection system or software program and samples refer to the number of images. 

Table 7 
Summary table of optic fibers analyses.  

ID Reference MLA Data source Data type 
(outcome) 

Vehicles 

A [54] SVM 3-D glass fiber- 
reinforced 
polymer 
packaged fiber 
Bragg grating 
sensors 

Wavelength 
changes (vehicle 
type) 

477 

B [55] SpeedNet Distributed 
fiber-optic 
sensing 

Wavelength 
changes (average 
vehicle speed) 

165,000 

C (T. [56]) CNN +
SVM 

Distributed 
Acoustic 
Sensing 

Wavelength 
changes (sonic 
nap alert 
vibration) 

– 

MLA = Machine Learning algorithm, data source is the name of the data 
collection system, data type (outcome) is the obtained data (and the final 
calculated outcome) and vehicles mean the number of means of transports 
passing through the optic-fiber system. 

Table 8 
Summary table of laser analyses.  

ID Reference MLA Data source Data type Amount 

A [57] ANN LTTP database Numeric 
dataset 

300 
instances 

B [58] Random 
Forest 

Georgia Tech 
Survey Vehicle 

3D pavement 
surface images 

– 

C [59] SVM Geoportale 
Lamma 

2D SAR images 210 
images 

MLA = Machine Learning algorithm, data source is the name of the dataset or the 
data collection system and amount is the number of images or instances in case 
of numeric datasets. 
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referring to previous analysis for crack detection, ergo model 
refinement. It evidences validation metric improvements: preci-
sion (93.57%), recall (84.90%) and f1-score (89.03%). The main 
reasons for the improvement are the use of transfer learning given 
the reduced number of images to train and the use of residual 
convolutional neural networks as a solution to CNNs with 
possible problems such as vanishing gradient.  

C. Also, in 2018 an alternative investigation performs a comparison 
between CNN-based architectures for RSC and RFE determination 
[25]. The experimental part related to RSC classification com-
pares several models: CNN, SqueezeNet [69] and feature-based 
model. Regarding RFE categorization, a rule-base method was 
considered. As pre-processing techniques, normalization was 
implemented in RSC categorization whereas patch segmentation 
and quantization for drivable surface determination was applied 
in RFE cataloguing. It is a 2-stage approach relative to multi- 
categorical classification of RFE and RSC. The RSC hierarchical-
ly detection serves as a previous step for RFE arrangement in 
order to estimate the patchiness in the vehicle's ego-lane. The 
images were collected from YouTube video sequences, ensuring 
variability across 5300 images (70–30% for train-test partition). 
SqueezeNet obtained better results: 97.36% accuracy, 97% pre-
cision and 97% recall and optimum computing speed, 0.69 train- 
hours and 4.0 milliseconds. Regarding the benefits, image resiz-
ing smooths model complexity, also during stage-1, training data 
is augmented to six-times by implementing histogram-based 
image equalization and contrast enhancement to decrease over-
fitting (small dataset) and it improves the state-of-the-art. The 
difficulties are mainly the lack of camera calibration information 
on public data (need of a high quality and calibrated dataset), the 
overfitting risk due to small datasets and misclassifications.  

D. DeepCrack, is a CNN-based model built on the SegNet network 
which contains an encoder-decoder architecture blossomed in 
2019 [42] in order to develop a pavement crack detection model. 
It is a binary classification problem (C&nC problem). A collection 
of 4 datasets have been deployed: CrackTree260 (260 road 
pavement images captured by area-array camera under visible- 
light illumination enlarged to 35,100 images thanks to DA), 
CRKWH100 (100 images with similar requirements and 1 mm of 
distance sampling), CrackLS315 (315 images under laser illumi-
nation) and Stone331 (331 stone images with analogous re-
quirements). CrackTree260 was used for training and the rest, for 
testing procedure. The experiments were tested using GeForce 
GTX TITAN-X GPU. As for DeepCrack details, batch normaliza-
tion accelerates convergence, is capable of detecting tiny cracks 
without producing false positives, runs efficiently due to the lack 
of fully-connected layers, fuses multiscale architecture showing 
metrics improvement, performs inadequate detection dealing 
with noisy crack images and could not detect bright cracks (the 
brightness of the training images was reversed in such a way that 
higher intensity than the background). DeepCrack achieved 0.87 
f1-score on the test datasets in average.  

E. Moreover, in 2019 an innovative model was analyzed, the 
forensic based investigation-least squares support vector 
classification-feature selection (FBI-LSSVC-FS). Initially, pave-
ment texture features are extracted via Gabon filter and discrete 
cosine transform, serving as predictors for LSSVC for image bi-
nary classification (rutting and non-rutting categories) where 
model optimization is implemented by FBI [43]. Through Cannon 
EOS M10, 2000 balanced images were collected and the model 
was deployed via HP Z440 workstation. The suggested model 
achieves optimal results in terms of 0.994 precision, 0.984 recall 
and 0.989 F1-score. On the interpretation of the results, it is 
confirmed that the efficiency of the model decreases in the 
presence of images with strong shadow texture and irregular 
patterns.  

F. Another study contemporary to the previous one for binary 
concrete crack classification (C&nC problem) compares 4 
different CNNs (small CNN with/without DA and large pre- 
trained CNNs with DA and with/without hyperparameter fine- 
tuning [44]. A public labeled dataset was used, SDNET2018 
[37], but just a balanced sample of 5200 images was deployed. 
Dell Inspiron 15 with 64-bit, 32GB RAM, i7 and NVIDIA GeForce 
GTX 1060 Ti GPU was used for experiments. In terms of quanti-
tative comparison, large CNN (VGG16, [70]) with DA and fine- 
tuning obtained greater validation metric results achieving 95% 
and 93% training and validation accuracy. Nevertheless, the 
biggest challenge posed by the simpler model was the overfitting, 
solved with DA inclusion. In order to improve training/validation 
metrics, large CNNs and hyperparameters fine-tuning produced 
superlative results.  

G. In 2020, a model was presented which implements semantic 
segmentation through deep learning for crack detection owing to 
Mask Residual CNN, also applying hyperparameter fine-tuning 
[45]. It is indeed a binary categorization problem (C&nC study) 
but with extra labels, traces of tie-rods and form works, in order 
to avoid misclassification errors (false detections). Firstly, 45 
images were collected, notwithstanding poor accuracy was 
retrieved. Consequently, each image was cut into smaller por-
tions, improving validation metrics. The proposed method re-
duces the influence of false positives considering extra labels and 
it enhances the classification of adverse images with shadows or 
dirt. Furthermore, a quantitative increase is obtained: from 
0.9915 to 0.9921 accuracy, from 0.7881 to 0.7847 sensitivity, 
from 0.9927 to 0.9933 specificity, from 0.3924 to 0.4044 and f1- 
score went from 0.4862 to 0.4994. Detailed object detection leads 
to poor accuracy recognition (shrunk image) but portion cut 
provided learning accuracy improvement due to higher detail 
capacity.  

H. PvmtTPNet is a CNN subvariant to learn feature from pavement 
categories, flourished in 2021 (G. [46]). It automatically recog-
nizes different pavement types: asphalt concrete, jointed plain 
concrete and reinforced concrete. For this purpose, PaveVision3D 
system collected 23,000 images of 1-mm resolution covering 
Oklahoma fields. Development stages used NVIDIA TITAN V GPU 
card services. The proposed methodology deals favorably with 
overfitting and performs training and testing accuracy of 91.27% 
and 96.66%. The model's operability was impaired by the 
misclassification of bridge deck, probably due to the similarity of 
concrete sections of bridge decks and rigid pavement sections and 
they should be included in future related investigations.  

I. SqueezeNet, GoogleNet, Demesne, AlexNet and Inception (pre- 
trained CNN-based architectures) were compared in terms of 
multi-classification (linear, non-linear and surface cracking), 
computational speed, model complexity, feature extraction and 
validation metrics in 2021 [47]. Previously, a step-by-step pre- 
processing techniques compendium was applied: histogram 
equalization for image contrast enhancement, gaussian filter for 
image smoothing, wavelet transform for defects improvement 
and thresholding and morphological filtering for noise removal. 
About computational resources, Intel Core i7-4710HQ running 
GeForce GTX 850 M GPU performed analysis procedure. Squee-
zeNet and GoogleNet have better performance than the other pre- 
trained models in terms of simpler structure, less complexity and 
adequate validation metrics when dealing with a small dataset 
achieving a train-test accuracy of 0.991–0.989, a precision of 
0.986–0.984 and f1-score of 0.986–0.984. What is clear is that the 
use of pre-trained models gives better results for small datasets. It 
also highlights the efficiency of the road detection system thanks 
to the image processing procedure.  

J. Eventually, LightGBM is an efficient gradient boosting decision 
tree developed in 2021 for C&nC classification [48]. Regarding 
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methodology sequential steps: grayscale conversion to reduce 
calculation time through maximum RGB (red-green-blue) value, 
correction of contrast differences resulting from shadows or dirt 
via median filter considering that filter size affects the adequate 
precision, use of the crack target pixel and pixels surrounding as 
features to avoid false detections due to dark appearance through 
gaussian filter and non-square kernels for crack extraction and 
noise removal looking upon geometric characteristics. A total 
amount of 98 images of 5184 × 3456 pixels size were analyzed 
using NVIDIA Quadro RTX 8000, Intel Xeon W-2195 CPU and 
512 GB RAM. The pre-processing techniques lead to higher 
validation values obtaining an accuracy of 0.9935, precision of 
0.4040, sensitivity of 0.7880, specificity of 0.9945 and f-measure 
of 0.1565. Nevertheless, it also involves some obstacles such as 
the wrong recognition of the exact boundaries detecting fine 
cracks, plastic corn and formwork. The addition of geometric 
features is proposed as an achievable solution. In the future, 
including Principal Component Analysis (PCA) for reducing 
calculation time is another improvement. 

4.2. Ground penetrating radar (GPR) 

4.2.1. Fundamentals of GPR approach 
GPR has recently been considered as a pavement quality control and 

quality assurance method. Notwithstanding, GPR has been used for 
asphalt concrete pavement density prediction for the past two decades 
[71]. GPR is a non-destructive, cost and time-effective testing method, 
widely applied for monitoring civil structures. Utterly, GPR data are 
used to predict pavement density and layer thickness, and the detection 
of anomalies underneath pavement surfaces, estimating its remaining 
service life and pavement performance, etc. Among available non- 
destructive test techniques, GPR has contrasting benefits: performing 
potential high-accuracy measurements, a large-coverage area, and 
relatively high-speed surveys. 

GPR is a multidisciplinary non-destructive evaluation technique that 
requires knowledge of EM wave propagation, material properties and 
antenna theory [72]. GPR data interpretation can be provided thanks to 
different ML algorithms, mainly different CNN topologies for feature 
extraction, selection and damage classification. Nonetheless, GPR poses 
some adversities such as the difficult interpretation of the data, since it is 
not physically competent to detect layers unless there is sufficient 
dissimilarity in their dielectric constants [73]. 

The different studies based on ML models from GPR survey data are 
shown below, with analogous structure to the previous section, except 
that in this case the detailed research will be realized in 2021. 

4.2.2. Studies employing ML algorithms from GPR data 
The following is a structured representation of the studies associated 

with the use of pavement GPR data for subsequent analysis using ML 
algorithms. 

A. In order to detect horizontal stratified thin debondings or de-
laminations (inter-layer cracks) from B-scan images focusing on air- 
voids defects from B-scan images, One-class SVM (OCSSVM) was 
applied [49] to classify between 2 classes (debonding and non- 
debonding). Different pre-processing techniques were applied via 
the Sensitive Analysis which is the study of uncertainties between 
input and expected output, studying noise, data size and debonding 
thickness. Training data was generated by an EM simulation software 
based on Finite Time Domain method, GprMax, and testing samples 
from an Accelerated Pavement Test at the University of Gustave 
Eiffel, Nantes. Both datasets were acquired in 2 configurations: 
ground-coupled and air-launched GPR. In terms of results, the 
noiseless learning data is maintained invariant in the feature distri-
bution, thus, the learning data size can be decreased. Regarding 
debonding thickness, a priori knowledge about 2 classes is required 

during the learning step, the imbalance of the dataset produced 
lower performance of the model and some misclassifications 
occurred. However, time resolution increased by increasing fre-
quency, thus providing a better performance (just some false alarms 
were detected probably close to the hyper-sphere boundary). Vali-
dation metrics were not provided. The proposal limitations are the 
debonding data presence in the learning partition leading to false 
detections and the impossibility to apply the model for multiclass 
classification.  

B. Looking upon another contemporary investigation, a CNN 
architecture-based which is a subvariant of YOLO (You Only Look 
Once) model (YOLOv5) was used to scrutinize internal defects from 
GPR images and compares traditional GPR detection via mainte-
nance benefits [50]. Cracking and void are the two categories (set-
tlement excluded due to different actuation scale). The inverse 
discrete Fourier Transform, DA and background removal were used 
for data preprocessing. Regarding data collection, B-scan images 
(1397/179/174 images for training/validation/test of 320 × 320 
pixels) reflect basic internal features through GPR. The labelling 
process of those images was performed manually and with LabelImg 
software. Computational features are AMD Ryzen 52,600× CPU 16 
GB memory. The results demonstrate that maintenance cost is 
reduced by $49.398/km, and the energy consumption and carbon 
emissions are reduced by 16.94% and 16.91%, respectively. Also, 
relevant metrics are obtained with 0.76 of precision, recall of 0.94 
and 0.82 of f1-score.  

C. Referring to another approach, a Faster Residual CNN (Faster RCNN) 
was optimized using GPR B-scan images in which the characteristic 
visual patterns of defeat can be leveraged for detection using visual 
descriptors [51]. It is a typical two-stage detection neural network 
(series proposal region and classification). It is a solution for auto-
matic detection of roadbed subgrade defect by Faster RCNN. The aim 
was predicting just one class, defect, which includes all the different 
subgrade defects types. 30,000 roadbed defect GPR B-scan data have 
been simulated by the simulation software gprMax (also applying 
DA), which are labeled automatically in terms of 4 magnitudes: 
maximum/minimum values in x/y direction. Faster RCNN (pre- 
trained model on Imagenet database) is a compromise between ac-
curacy and ease of comparison, achieving an average precision of 
0.8067. Future investigations will concern the addition of detecting 
more labels (pixel level) to develop more complex classifications.  

D. With regard to the study of automatic detection of road hazards 
(cracking, hollowing and subsidence) based on GPR imaging, LTD- 
2100 system, a novel analysis was carried out using a modified 
SVM [52]. Firstly, the original images (100 images) suffered from 
environmental issues such as reflection and clutter types. Therefore, 
to extract those shortcomings, an image pre-processing based on the 
following sequential methods was matured: image filtering (gaussian 
filter to minimize noise effects and interference), image segmenta-
tion (Canny operator for foreground object detection), feature 
extraction (to satisfy several requirements like translation, rotation 
and scale-transformation insensitivity) and feature selection (appli-
cation of K-L algorithm under MSE criterion). SVM was the classifier 
but three hyperparameter optimization methods were addressed: (1) 
grid search (time-consuming and discrete combinations of hyper-
parameters), (2) Particle Swarm Optimization (PSO) algorithm 
(good convergence exhibition and optimization performance but 
local minimal drawback was detected) and (3) modified PSO 
(introducing mutations into PSO, the convergence problem was 
solved). Consequently, SVM produced different results in terms of 
hyperparameter optimization approach: (1) accuracy of 88.33% and 
image recognition time (IRT) of 0.630 s, (2) 86.667% of accuracy and 
similar IRT and (3) accuracy of 91.667% and IRT of 0.615 s. Then, 
time computation consumption and accuracy were highest using 
SVM with variance PSO improvement. Notwithstanding, some 
defect-related information was detected in spite of hyperparameter 
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optimization and imaging procedure; it could be solved using zero- 
distortion image processing. Another enhancement is the inclusion 
of more road features.  

E. GPR images combined with deep learning techniques effectuate a 
solution to time consumptions dealing with GPR data processing and 
manual judgement. Accordingly, a Faster RCNN was proposed to 
capture 2 road defects: underground pipelines and uneven settle-
ment [53]. The dataset combines simulated and real pre-processed 
images (DA mainly and redundancy and noise removal). In order 
to examine detection performance, a mean accuracy of 0.8595 was 
obtained. It is only noted that the inclusion of depth of feature se-
lection provides better accuracy results. 

4.3. Fiber optics 

4.3.1. Fundamentals of fiber optics approach 
Optical fiber is a transmission medium commonly used in data net-

works; a very thin wire of transparent material, glass, or plastic mate-
rials, through which light pulses representing the data to be transmitted 
are sent (H.-N. [74]). The light beam is completely confined and prop-
agates inside the fiber with a reflection angle above the limit angle of 
total reflection, according to Snell's law. 

Fiber optics is a current case of study that offers certain advantages 
over other conventional sensors, such as low electromagnetic (EM) 
interference or easy maintenance. In addition, it allows coupling sensors 
such as stress-strain, pressure, piezoelectric, temperature, displacement 
and humidity sensors. Thus, it is applied to pavement structure health 
and traffic information monitoring. The most used ML classification 
techniques are SVMs, ANNs and RF. 

Fiber optics can be used to measure magnitudes such as light in-
tensity, phase, polarization state or light frequency, when external vi-
bration is applied. As a matter of fact, the measurement and monitoring 
of vibration is essential for the detection of abnormal events and pre- 
warning of infrastructure damage. Moreover, there are different 
distributed fiber-optic vibration sensing-technologies, such as interfer-
ometric, back-scattering based, phase-sensitive optical time domain 
reflectometer (Φ-OTDR), Brillouin optical time domain analysis 
(BOTDA) and Brillouin optical correlation domain analysis (BOCDA), 
etc. [75]. Nevertheless, various traditional vibration sensors are avail-
able, but they suffer from electromagnetic interference, short moni-
toring distance and high maintenance cost. For that reason, optic fibers 
have attracted research attention due to their capabilities: light weight, 
flexible length, high accuracy, signal transmission security, easy instal-
lation, cost-effective, immunity to electromagnetic interference and 
corrosion resistance. In the past decades, distributed fiber-optics vibra-
tion sensors have found a wide range of applications such as perimeter 
security protection or borehole seismic implementation [76]. Following, 
the different Machine Learning techniques will be shown from data 
produced by fiber optics with the objective of monitoring roads 
(vehicular traffic monitoring) and evaluating pavement performance 
(infrastructure health monitoring) [77]. 

Regarding the state-of-the-art on the study of pavement performance 
by means of fiber optics applying ML techniques, this is a new field. 
Nevertheless, it has been applied in other engineering fields, such as 
monitoring track slab deformation using fiber optic sensing technology 
and identifying track slab deformation using RF model [78,79]. 

Another application is highway monitoring system based on 
distributed fiber-optic sensor sensing (DFOS) like in [55] where DFOS 
measures the vibration amplitude of passing vehicles every 250 m/s and 
uses the deep neural network based on VGG-16 to predict average speed. 
There are other approaches for vehicle classification to improve pave-
ment management and maintenance. The following are ML-based ap-
plications based on this novel methodology according to 2 different 
approaches: traffic and structural monitoring. 

4.3.2. Studies employing ML algorithms from fiber optics data  

A. In 2018, some embedded 3D glass fiber-reinforced polymer packaged 
fiber Bragg grating sensors (3D GFRP-FBG system) provided speed of 
passing vehicles in order to estimate wheelbase and classify cars 
according to Federal Highway Administration (FHWA) standard via 
One-Against-One SVM (OAO SVM) into 3 categories [54]. The clas-
sification of vehicles is relevant for surveillance, access control, 
traffic demand planning, traffic congestion prevention and accidents 
avoidance. The occurrence of wavelength changes (individual peaks) 
of the 3D GFRP-FBG system identifies the occurrence of a passing 
vehicle. To derive wheelbase, it is important to measure vehicle 
speed (Eq. (9)) from distance between two sensors (D) and time in-
terval between strain peaks (t). Once the vehicle speed is calculated, 
the vehicle's wheelbase can be estimated (Eq. (10)) A posteriori, 
multi-categorical SVM classifies vehicles according to FHWA re-
quirements. By means of 477 samples (passing vehicles), an accuracy 
above 0.94 was obtained by using OAO SVM (a video camera was 
used as reference to validate the proposed optic fiber system). Future 
investigations will focus on vehicle classification label extension and 
the inclusion of more physical parameters to gain categorization 
accuracy. 

v =

D
t1
+ D

t2

2
(9)  

wb =
v • t1 + v • t2

2
(10)   

B. Maintaining the dynamics of traffic monitoring ML-based ap-
proaches based on fiber optic, a distributed fiber-optic sensing 
(DFOS) system was analyzed to gather vibrations of passing vehicles 
[55] to predict average traffic speeds. Firstly, a pre-processing stage 
was applied: normalization (to solve intensity gains with distance 
from the sensing system and the type of roads) and localization 
(inability to assign traffic due to additional fiber segments and 
junctions of roadway). Then a neural network was trained, SpeedNet, 
with labeled data generated synthetically to ensure uniformly 
distributed information (e.g., traffic congestion). Congregating 
150,000 and 15,000 synthetic samples for training and validation 
stage, and accuracy of 97% and 935 respectively. Finally, SpeedNet 
was compared with already installed loop detectors (90% of accu-
racy). Intel 4 Core i5 processor with a 16GB was used. DFOS is 
proposed as a wide-area cost-effective system to improve camera 
system which suffers from weather conditions or loop detector 
difficult installations. Future investigations will concern SpeedNet 
refinement, the correlation study between vibration intensity and 
thickness and the vehicle weight and length, to diagnose over-weight 
and zone-restricted means of transport.  

C. Finally, another similar approach using DFOS for traffic monitoring 
considers vehicle run-off-road events detection using ML algorithms 
(T. [56]). The fiber sensing system, Distributed Acoustic Sensing 
(DAS) measures Rayleigh scattering modifications through interfer-
ometric phase beating in fiber considering factors such as ground 
type, weather conditions, vehicle types and sensing distance. 
Considering spatiotemporal sensing signals as images to classify 
whether it is Sonic Nap Alert Pattern (SNAP) or normal vibration, a 
CNN determines if the vibration patterns are caused by the same 
event and SVM identifies the previous verified images (DA was also 
deployed during learning stage). The following validation metrics 
were obtained for a reduced dataset: accuracy of 96.9%, Area under 
ROC (Receiver Operating Characteristic) Curve (AUC) of 97.7% and 
95.3% for Area Under Precision-Recall Curve (AUPRC) for sunny 
weather and accuracy of 96.4%, AUC of 98.2% and AUPRC of 96.4% 
for rainy situation. Some drawbacks were observed like high 
damping coefficient considering under grass (ground type) with long 
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sensing distance which can degrade CNN-SVM performance. This 
study is just the starting point for future field deployment with a ML 
approach and it should be engaged to existing management system of 
transports to relieve traffic congestions and accidents. 

4.4. Laser systems 

4.4.1. Fundamentals of laser approach 
The deviation of a pavement surface from a true planar surface is 

known as the texture. The texture is a component that can be subject to 
different scales of investigation, where the discriminant is represented 
by the wavelength (minimum distance between periodical repeated 
parts of the curves). Subsequently, laser scanning techniques are 
commonly used to describe asphalt texture characterization. In contrast, 
laser systems constitute expensive equipment [80]. 

Vehicle-mounted laser profilers constitute practical systems to sense 
pavement profile data. Road Surface Profilers (RSP) consist of laser 
sensors, odometer, and accelerometer, and operate at high speeds, 
detecting and analysing long wavelengths and providing pavement 
profile. 

The advancement of 3D laser technology with line-laser imaging and 
triangulation range computation has become a mainstream technology 
to collect high-resolution, 3D pavement surface data. Thus, 2D imaging 
systems are combined with 3D laser systems for collecting 3D pavement 
surface data. 

Laser systems are NDT methods which are the fundamental supply of 
Pavement Management Systems (PMS). As a matter of fact, many cur-
rent studies assess NDT-based techniques to develop predictive models, 
decreasing road surveys to enhance public safety. The following are the 
most current papers related to laser-based methodology using ML 
algorithms. 

4.4.2. Studies employing ML algorithms from laser data 
A table summarizing the studies subsequently developed with the 

main characteristics will be implemented. 

A. An ANN architecture was used for IRI prediction for flexible pave-
ments based from only climate and traffic data (LTTP database). 
Some of the dataset features were: average daily traffic, humidity, 
freezing index, annual average temperature or daily truck traffic 
[57]; from different years and climatic regions. A back-propagation 
ANN was designed and optimized providing a testing RMSE of 0.01 
and consisting of: tansig activation function, 7–9–9-1 architecture (e. 
g., 4 layers of 7,9,9,1 neurons). The main limitation of the study was 
the lack of available data for flexible pavements. To overcome this 
issue, a synthetic dataset was created based on statistical distribution 
of the current climatic data. Future research will focus on developing 
an ANN model that could be trained more frequently and adapta-
tively tuned using available data online, then, IRI could be predicted 
more accurately using a massive online database as a state network 
level.  

B. In 2020, the Georgia Tech Survey Vehicle, equipped with 2D imaging 
system and 3D line laser imaging system for gathering 3D pavement 
surface images and an Inertial Measurement Unit and Differential 
Global Positioning System (GPS) for location references was unveiled 
[58]. First, a series of pre-processing techniques were claimed to 3D 
data: invalid depth points removal, pavement marking needs 
removal due to reflectivity and range data rectification to supress the 
curvature of pavement which can lead to false detections via high- 
pass filtering. The objective is to detect ravelling distresses and 
categorize ravelling severity levels according to Georgia Department 
of Transportation. AdaBoost with decision trees, SVM and RF were 
analyzed to classify ravelling severity level. RF performed best re-
sults achieving a mean precision value of 86.6% and a recall of 
91.55%. Actually, the analyzed system has been deployed into 
Georgia's highway. Future investigations consider the sophistication 

of different distresses impact, the refinement of ML algorithms and 
the development of a quantitative ravelling index. 

C. A novel analysis also proposed in 2021, studied the correlation be-
tween multitemporal Synthetic Aperture Radar (SAR) interferometry 
or Persistent Scatter Interferometric SAR (PS-InSAR) and profilo-
metric measurements of road roughness by laser profiler [59]. 
Especially, PS-InSAR will provide ML algorithms (MLAs) input fea-
tures to predict the average velocity of each PS (in terms of mm/ 
year); contrarily, a profilometric survey will compute IRI. Therefore, 
to compare both quantities in order to find out a correlation because 
MLAs units are mm/year and IRI's units are mm/m, a normalized 
weighted sum of the absolute value of ML predictions was computed. 
In relation to MLAs, a backward wrapper was added to extract the 
most relevant features and also, a Bayesian Optimization algorithm 
for hyperparameter tuning. CART, RF, SVM and Boosted Regression 
Trees were developed and SVM obtained the highest performance in 
terms of Taylor diagram and lowest difference between standard 
deviation (2.05 mm/year). The objective is to automate pavement 
performance surveys by replacing time-consuming and expensive 
laser profilometer surveys with MLAs from PS-InSAR (free SAR open 
data from Sentinel-1, Geoportale Lamma). Regarding correlation in-
terpretations, when road regularity is driven by natural occurrences 
(external or exogenous factors), IRI and normalized MLA output are 
similar. In contrast, if the samples are governed by endogenous or 
local factors, the IRI and MLA output are weakly correlated. Then, 
future investigations will dissert the calibration of MLAs including 
endogenous magnitudes to develop non-destructive surveys by 
MLAs. 

4.5. Devices to enhance PMS components 

This section aims to manifest the incorporation of IoT devices to the 
previous methodologies for real-time data collection and the combina-
tion of some of those previous technologies in hybrid systems. Previ-
ously, in order to build a global idea of the 4 methods for monitoring 
pavement performance using ML algorithms, the following figure is 
shown, with the objective, valuable points, limitations and future 
research lines (see Fig. 6). 

4.5.1. IoT monitoring system 
Internet of Things (IoT) is an open and comprehensive network of 

intelligent objects that have the capacity to auto-organize; share infor-
mation, data, and resources; as well as reacting and acting in face of 
situations and changes in the environment [81]. Hence, to improve 
durability and efficiency of the road-embedded monitoring system, IoT 
provides a connection of real-time monitoring and acquisition data be-
tween physical sensors and databases via Internet. As for its advantages, 
it is important to highlight low cost, low energy, ease to install and 
suitable compatibility and scalability. 

IoT technology is not a technique for obtaining information about the 
state of the pavement, but an extra tool that allows linking physical 
devices capable of extracting information (e.g., accelerometers) and 
connecting them to an environment or database via Internet. The crucial 
objective is to receive data in real time and perform the appropriate 
analysis based on MLAs. ML techniques and IoT applications are the 
main axes for establishing the so-called Intelligent Transportation Sys-
tems. Accordingly, smart transportation challenges are divided into six 
categories in [82]: route optimization-navigation, parking, lights, acci-
dent detection, road anomalies and infrastructure. Based on the proposal 
of the current review, only aspects related to road anomalies that mix 
IoT devices with applications using machine learning techniques are 
discussed. To give some examples, [83] proposed the Pothole Detection 
System (PDS). This system uses accelerometer sensors of Android 
smartphones for the detection of potholes through ANN and GPS for 
plotting the location of potholes on Google Maps. In 2021, a real-time 
traffic information via pavement vibration IoT Monitoring Systems 
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was proposed by [84]. The pavement vibration IoT monitoring system 
consists of multi-acceleration sensing nodes, a gateway, and a cloud 
platform. The acceleration sensing node is used to collect pavement 
vibration induced by the moving vehicle load; the gateway makes 
possible the communication between the sensor network and the remote 
server (4G communication module); and the cloud platform, stores data. 
This study can be viewed in a web platform, and it can be analyzed: 
speed and wheelbase, number of axles and vehicle type, location of 
vehicle load, driving direction and traffic volume. 

Consequently, the incorporation of IoT devices would enable auto-
mated surveys where data collection would be predicted in the cloud 
regardless of methodology. For example, it would be interesting to 
manage the state of aging and road condition through data received in 
real time combined with fiber optics, increasing maintenance costs. 

4.5.2. Hybrid systems 
A hybrid system is a compendium of the previously mentioned 

methodologies that allows linking the information provided by different 
sensors (GPR, laser profilometers, cameras or fiber optics). By obtaining 
data via NDT methods, an efficient and low-cost data acquisition is 
achieved for further processing-based MLAs. To provide some context by 
exemplifying some hybrid systems, a couple of recent projects are shown 
below. 

Asfault is a low-cost system to monitor road pavement real-time 
conditions using smartphone sensors and MLAs [80]. An Android mo-
bile app is developed which gathers accelerometer and geolocation data 
while driving. Moreover, using signal processing techniques, SVM per-
forms a real-time evaluation of road sections classifying asphalt labels. 
Future works intend to include a model refinement including co-
efficients such as IRI. 

Landmark project [85] is monitored with a low-cost inertial mea-
surement unit (IMU) and a GPS, connected to a Raspberry and the 
comparison between the comfort index is obtained with accelerations on 
the 2 different sensors and correlated this index with pavement in-
dicators, IRI and ride number (RN). The correlation studies were 
developed via linear regression models obtaining R2 = 0.98 with the 2 
devices, R2 = 0.83 for IRI and R2 = 0.90 for RN. 

5. Conclusions 

The main purpose of this article is to detail the different approaches 
based on ML algorithms for monitoring pavement condition assessment. 
To this end, an introduction of the problematic and the need for research 
have been provided. Next, the models used for pavement evaluation in 
state-of-the-art studies have been theoretically traced, where their per-
formance, benefits, drawbacks and metrics have been explained. Also, 
the open-source datasets useful for the ML algorithms for pavement 
evaluation and the different programming frameworks have been 
mentioned. Then, for the various data collection methods highlighted 
–Digital Images, Ground Penetrating Radar (GPR), Fiber Optics and 
Laser– the most recent up-to-date articles characterizing pavement 
condition using ML models have been analyzed, presenting the meth-
odology, characteristics (data source, data acquisition devices, data 
volume, computational resources), discussion (solutions, evaluation 
metrics and drawbacks) and future research directions. 

Image-based investigations primarily apply CNN-based architectures 
for pavement distress detections (mainly cracks and potholes) and future 
research should focus on solving the current limitations, which are: pre- 
processing strategies to deal with shadowy and shrink images, 
improvement of camera calibration and resolution, lack of large image 
datasets and overfitting. GPR studies, from the B-scan images, focus on 
detecting interlayer defects via CNN topologies where future in-
vestigations should scrutinize the inclusion of more internal road fea-
tures and the lack of presence of defects to detect more labels with 
complex algorithms. Fiber optics' target is traffic monitoring through 
vibrations from CNN or SVM models, thus obtaining parameters such as 
vehicle categories. The main problems of this technique are the inclu-
sion of more physical features and that no attempt has been made to link 
the surface condition of the pavement by means of fiber optics. Laser 
scanner studies result in high-resolution 3D images to predict IRI and 
detect pavement distress. Unfortunately, beyond its possible improve-
ments such as lack of available data or quantitative pavement indicator 
development, its main disadvantage is the cost of the data collection 
system and surveys. Finally, IoT and hybrid data collection systems are 
explained for a better comprehension of devices to enhance pavement 
data collection. In conclusion, monitoring or characterizing the pave-
ment condition has a beneficial impact for road administrations, road 

Fig. 6. General description of objective (OBJ), valuable points (VP), limitations (L) and future research (FR).  
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users and the environment. Consequently, the research community 
should focus on data collection techniques and ML algorithms to develop 
services that allow to accomplish an acceptable pavement condition, 
thus promoting an optimal road infrastructure. 
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