
MNRAS 509, 4291–4307 (2022) https://doi.org/10.1093/mnras/stab3242 
Advance Access publication 2021 No v ember 1 

A deep radio view of the evolution of the cosmic star formation rate 

density from a stellar-mass-selected sample in VLA-COSMOS 

Eliab D. Malefahlo , 1 ‹ Matt J. Jarvis , 1 , 2 Mario G. Santos , 1 , 3 Sarah V. White , 4 Nathan J. Adams 2 

and Rebecca A. A. Bowler 2 

1 Department of Physics and Astronomy, University of the Western Cape, Private Bag X17, Bellville, Cape Town 7535, South Africa 
2 Astrophysics, University of Oxford, Keble Road, Oxford OX1 3RH, UK 

3 South African Radio Astronomy Observatory (SARAO), 2 Fir Street, Observatory, Cape Town 7925, South Africa 
4 Department of Physics and Electronics, Rhodes University, PO Box 94, Makhanda 6140, South Africa 

Accepted 2021 October 31. Received 2021 October 28; in original form 2020 December 21 

A B S T R A C T 

We present the 1.4 GHz radio luminosity functions (RLFs) of galaxies in the Cosmic Evolution Surv e y (COSMOS) field, 
measured abo v e and below the 5 σ detection threshold, using a Bayesian model-fitting technique. The radio flux densities from 

Very Large Array (VLA)-COSMOS 3-GHz data are extracted at the position of stellar-mass-selected galaxies. We fit a local 
RLF model, which is a combination of active galactic nuclei and star-forming galaxies (SFGs), in 10 redshift bins with a pure 
luminosity evolution model. Our RLF exceeds previous determinations at low radio luminosities at z < 1.6 with the same radio 

data, due to our ability to directly constrain the knee and faint-end slope of the RLF. Beyond z ∼ 2, we find that the SFG part 
of the RLF exhibits a ne gativ e evolution ( L 

∗ mo v es to lower luminosities) due to the decrease in low stellar-mass galaxies in 

our sample at high redshifts. From the RLF for SFGs, we determine the evolution in the cosmic star formation rate density 

(SFRD), which we find to be consistent with the established behaviour up to z ∼ 1 using far-infrared data, but exceeds that from 

the previous radio-based work for the reasons highlighted abo v e. Be yond z ∼ 1.5 the cosmic SFRD declines. We note that the 
relation between radio luminosity and star formation rate is crucial in measuring the cosmic SFRD from radio data at z > 1.5. 
We investigate the effects of stellar mass on the total RLF by splitting our sample into low (10 

8.5 ≤ M /M � ≤ 10 

10 ) and high 

( M > 10 

10 M �) stellar-mass subsets. We find that the SFRD is dominated by sources in the high stellar masses bin, at all redshifts. 

Key words: methods: data analysis – galaxies: evolution – galaxies: luminosity function, mass function – radio continuum: 
galaxies – galaxies: star formationion. 
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 I N T RO D U C T I O N  

nderstanding the evolution of star formation (SF) in galaxies o v er
he history of the Universe is a key aspect of galaxy formation
tudies. It has the potential to tell us how, when and where, SF
appened from the onset of the first galaxies within the epoch of
eionization, through to the present day. Measuring the star formation 
ate (SFR) in galaxies can be done at a variety of wavelengths (see
.g. Kennicutt 1998 ). The most sensitive tracer of young massive 
tars within star-forming regions of galaxies comes from rest-frame 
ltraviolet (UV) observations, where the depth that can be reached 
ith current telescopes means that very low SFRs can potentially be 

eached to the highest redshifts (e.g. McLure et al. 2013 ; Bouwens
t al. 2015 ; Adams et al. 2020 ; Bowler et al. 2020 ). 

Ho we ver, the rest-frame UV is readily absorbed by dust, both
ithin and along the line of sight to distant galaxies, resulting in the
FR measurements made at these wavelengths being lower limits. 
he dust that absorbs this UV radiation is heated and reradiates the
nergy at far-infrared (FIR) wavelengths with a spectrum close to 
 blackbody. The combination of UV through to FIR emission can 
herefore provide measurements of the total SFR in galaxies, both 
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nobscured and obscured (e.g. Burgarella, Buat & Iglesias-P ́aramo 
005 ; da Cunha, Charlot & Elbaz 2008 ; Berta et al. 2013 ; Smith &
ayward 2018 ). 
Unfortunately, FIR observations are generally limited in their 

patial resolution. For example, the Herschel Space Observatory 
as a resolution of 18 arcsec at 250 μm, leading to imaging surv e ys
hat are generally limited by source confusion (e.g. Oliver et al.
012 ). Atacama Large Millimeter/submillimeter Array (ALMA) can 
etect this dust emission at much higher angular resolution, but these
urv e ys are limited in area (e.g. Dunlop et al. 2017 ; Dudzevi ̌ci ̄ut ̇e et al.
020 ; Franco et al. 2020 ; Gruppioni et al. 2020 ; Yamaguchi et al.
020 ), or rely on pointed observations of pre-selected samples (e.g.
oogaard et al. 2019 ; Zavala et al. 2019 ; Simpson et al. 2020 ). Thus,

t is unsurprising that o v er the past few years, alternative tracers of
FRs of galaxies have been considered at other wavelengths (e.g. 
uchi et al. 2010 ; Drake et al. 2013 ; Schober, Schleicher & Klessen
015 ; Aird, Coil & Georgakakis 2017 ). Possibly the most promising
ne is using deep radio continuum observations. 
The radio SFR estimate relies on the FIR SFR through the

ar-infrared–radio correlation (FIRC). This is a tight correlation 
etween the radio luminosity and the total infrared (IR) luminosity 
f galaxies (e.g. van der Kruit 1971 ; de Jong et al. 1985 ; Condon,
nderson & Helou 1991 ; Jarvis et al. 2010 ; Delhaize et al. 2017 ).
he correlation spans o v er fiv e orders of magnitude and its e xistence
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as been attributed to young massive stars. After their short life
pan, of a few Myr, the massive stars reach a catastrophic end in
 supernova explosion, which accelerates electrons that then emit
ynchrotron radiation observed in the radio. During their short
ifetimes these same massive stars emit optical and UV radiation that
s then absorbed and reradiated into the IR by surrounding dust. Thus
esulting in a correlation between the radio synchrotron emission and
he dust continuum emission. In recent years, it has become apparent
hat the form of the FIRC may also depend on other properties of the
alaxy (e.g. Moln ́ar et al. 2018 ; Read et al. 2018 ; Delvecchio et al.
021 ; Smith et al. 2021 ). Departures from the FIRC could be due to
xcess radio emission due to active galactic nuclei (AGN) activity,
r that the FIR emission is not fully accounting for the total SFR in
ome galaxies. Indeed, using a total SFR from full spectral energy
istribution (SED) modelling or by combining UV and FIR emission
ay alleviate some of these concerns, or possibly complicate them

urther for certain types of galaxy (e.g. G ̈urkan et al. 2018 ). 
The most reliable estimates for the SFR based on radio emission

re those where the contribution from a central accreting black hole
s thought to be negligible. One way to do this is to select galaxies
ased on their optical properties, rather than use a radio selected
ample. This mitig ates ag ainst the inevitably bias for ‘normal’
alaxies with lo w-le vel AGN-related radio emission to be boosted
bo v e the flux-density limit of the radio surv e y. Whereas those
alaxies with the same SFR but no AGN-related emission fall below
he same flux limit. 

Therefore, in this work we measure the radio luminosity function
RLF) of near-infrared (NIR)-selected galaxies below the nominal
ux limit by applying the technique developed by Zwart, Santos &
arvis ( 2015 ), extended upon in Malefahlo et al. ( 2020 ), and used in
 similar way to measure the H I mass function (Pan et al. 2020 ). 

We use a set of [star-forming galaxy (SFG) and AGN] models to
t the RLF directly to the radio data using a full Bayesian approach.
ased on these RLFs we derive the evolution of the cosmic star

ormation rate density (SFRD) for the complete mass-limited sample
nd also for samples splits into a high and low stellar-mass bin,
llowing us to understand the contribution from galaxies of different
ass to the SFRD as a function of redshift. In Section 2, we describe

he radio, optical, and NIR surv e y data we use, along with the
hotometric redshifts and the derived stellar masses. In Section 3,
e provide a description of the Bayesian methodology we use to
odel the RLF below the nominal detection threshold as a function of

edshift. In Section 4, we present the results of the various RLF model
orms, and in Section 5, we use the most appropriate RLF models to
alculate the evolution of the cosmic SFRD, and compare this with
ther studies in the literature. Section 6 summarizes our conclusions.
Throughout the paper we use the following � cold dark matter

 � CDM) cosmology, with H 0 = 70 km 

−1 Mpc −1 , �� 

= 0 . 7, and
M 

= 0.3. All quoted optical and NIR magnitudes are in the AB
ystem (Oke & Gunn 1983 ). We assume a spectral index, defined
s α ≡ log ( S / S 0 )/log ( ν/ ν0 ), with α = −0.7, when converting flux
ensity to luminosity and one reference frequency to another. 

 DATA  

.1 Near-infrared data 

n order to select the galaxies for this study, we use the near-infrared
NIR) imaging in Y , J , H , and K s bands taken with the VISTA
nfraRed CAMera (VIRCAM; Emerson & Sutherland 2010 ) as
art of the ultradeep surv e y on the Visible and Infrared Surv e y
elescope for Astronomy (VIST A), UltraVIST A (McCracken et al.
NRAS 509, 4291–4307 (2022) 
012 ), and the deep optical data from Canada–France–Hawaii
elescope Le gac y Surv e y (CFHTLS) and the HyperSuprimeCam
HSC) Strategic Survey Programme (Aihara et al. 2018a , b ) o v er the
osmic Evolution Surv e y (COSMOS; Sco ville et al. 2007 ) field.
dditionally, we use mid-infrared data from Spitzer /Infrared Array
amera (IRAC; Sanders et al. 2007 ; Steinhardt et al. 2014 ; Ashby
t al. 2018 ). In the fourth data release (DR4) the surv e y co v ers a total
rea of ∼1.9 deg 2 that is reduced to an ef fecti ve area of ∼1.8 deg 2 

hen masked regions (saturated by stars, regions of high noise) are
 xcluded. 1 The o v erlapping ef fecti ve area between DR4, IRAC, and
FHTLS or HSC is ∼1.45 de g 2 . The flux densities were e xtracted

rom a 2-arcsec-diameter aperture in each band using the K s band as
he detection image (a rough proxy for stellar mass o v er the redshift
ange we are interested), and extracting the flux at these positions
cross the other NIR and optical data (following Adams et al. 2020 ;
owler et al. 2020 ). The catalogue has a minimum 5 σ detection

hreshold of K s = 24.5. 

.1.1 Photometric redshifts and stellar masses 

he photometric redshifts are the same as those used by Adams et al.
 2021 ) and are measured by fitting the multiband data available in
he COSMOS field to a synthetic library of galaxy templates using
EPHARE (Arnouts et al. 2002 ; Ilbert et al. 2009 ). In summary they

ollow Ilbert et al. ( 2013 ) using several synthetic galaxy multiband
emplates from Bruzual & Charlot ( 2003 ) and Polletta et al. ( 2007 )
generated using the stellar population synthesis model of Bruzual &
harlot ( 2003 ) assuming a Chabrier ( 2003 ) initial mass function

IMF)] to compare with the observed photometry. 
Comparing the photometric redshifts to the spectroscopic redshifts

vailable in the literature (Lilly et al. 2009 ; Coil et al. 2011 ; Cool et al.
013 ; Le F ̀evre et al. 2013 ; Alam et al. 2015 ; Hasinger et al. 2018 ),
dams et al. ( 2021 ) report an outlier rate of 828/19 752 (4.2 per cent)

nd a normalized mean absolute deviation (NMAD) of 0.0312. 
The stellar masses are determined again by using LEPHARE to fit

he multiband data with templates but with the redshift fixed at the
est-fitting photometric redshift. χ2 minimization is used to find the
est-fitting template from the Bruzual & Charlot ( 2003 ) models on
he total flux measurements in each filter. 

.1.2 Sample 

ur goal in this paper is to measure the evolution of the RLF and thus
he cosmic SFRD using SFGs, which means removing contamination
rom stars and emission from AGN. Sources are classified as a star
f (1) the best-fitting star template has higher probability than the
est-fitting galaxy template, and (2) the source does not meet the
zK colour–colour selection criteria from Daddi et al. ( 2004 ), which
ombines the B and z optical bands with NIR K band to identify stars.
 assiv e galaxies (predominantly AGN) are traditionally identified
sing colour–colour plots with ( U − V ) versus ( V − J ), usually
eferred to as UVJ (e.g. Wuyts et al. 2007 ; Williams et al. 2009 ).
o we ver, se veral studies have shown that ∼10–20 per cent of passive

ources have significant SF in the host galaxy (e.g. Belli et al. 2017 ;
erlin et al. 2018 ; Leja, Tacchella & Conroy 2019 ). 
Therefore, we choose not to separate the galaxies in our sample

nto quiescent and SF, and instead aim to detect radio emission from
F for all galaxies that lie abo v e our flux/mass limit. 

http://ultravista.org/release4/dr4_release.pdf
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Table 1. The redshift bins along with the median redshift of the data in each bin. log 10 [ L det /(W Hz −1 )] is the 
minimum 1.4 GHz luminosity in each bin corresponding to the detection threshold (5 σ ). N Tot is the total number 
of galaxies in each bin. We show the stellar-mass completeness limit that contains 90 per cent of the galaxies stellar 
mass completeness. We also present the number of galaxies with stellar mass abo v e the stellar-mass completeness 
limit ( N , our sample) and the number of sources in our sample that have VLA-COSMOS 3-GHz counterparts 
( N VLA ). 

Redshift bin z M 

log 10 [ L det /(W Hz −1 )] N Tot log 10 ( M lim 

/M �) N N VLA 

0.1 < z < 0.4 0.32 22.12 27 890 8.0 17 759 485 
0.4 < z < 0.6 0.53 22.62 21 738 8.5 15 943 584 
0.6 < z < 0.8 0.7 22.90 32 649 8.7 22 481 675 
0.8 < z < 1.0 0.9 23.16 36 510 8.9 26 461 764 
1.0 < z < 1.3 1.12 23.38 43 971 9.1 26 593 872 
1.3 < z < 1.6 1.45 23.64 29 912 9.3 15 848 622 
1.6 < z < 2.0 1.74 23.82 33 868 9.5 14 057 778 
2.0 < z < 2.5 2.24 24.06 15 167 9.7 5344 349 
2.5 < z < 3.2 2.82 24.28 20 353 9.7 6398 257 
3.2 < z < 4.0 3.42 24.47 9108 9.8 2878 45 

Figure 1. The stellar mass of the galaxies in the UltraVISTA DR4 sample 
as a function of photometric redshifts. The red circles connected by lines 
represent the stellar mass completeness limit. 
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.1.3 Completeness 

n a magnitude-limited surv e y, the stellar mass completeness is a
unction of the mass-to-light ratio (which depends on a galaxy 
emplate) and redshift. In light of this we divide the data into 10
edshift bins (from z = 0.1 to z = 4, ensuring that the redshift bins
re large enough to not be compromised by photometric redshift 
ncertainties, i.e. the photometric redshift uncertainty � redshift bin 
idth) and estimate a conserv ati ve stellar-mass completeness limit 

 M lim 

) at each redshift. To estimate this stellar-mass completeness 
imit we follow Ilbert et al. ( 2013 ). We start by computing the stellar-

ass limit ( M min ) for each galaxy, and the limit is the stellar mass
hat a galaxy at a certain redshift with stellar mass ( M ) would have
f it was observed at the 5 σ flux limit ( K s = 24.5), 

log ( M min ) = log ( M) + 0 . 4( K s − 24 . 5) . (1) 

he completeness limit is then given by the stellar mass that is abo v e
0 per cent of the stellar-mass limits in the redshift bin (see Table 1
nd Fig. 1 ). This stellar-mass completeness limit takes into account 
he different galaxy templates (and their corresponding mass-to-light 
atio) that then ensures that not more than 10 per cent of the low-
ass galaxies are missing in our sample. Applying the stellar-mass 
ut results in a total galaxy sample size of 171 621, o v er the redshift
ange 0.1 < z < 4. 

.2 Radio data 

e use radio data from the Very Large Array (VLA)-COSMOS 3-
Hz surv e y (Smol ̌ci ́c et al. 2017a ). The surv e y co v ers 2.6 de g 2 with
 resolution of 0.75 arcsec and an rms sensitivity with a median
alue of 2.3 μJy. 10 830 detected sources were extracted in the
entral 2 deg 2 using BLOBCAT (Hales et al. 2012 ) with 67 found
o be multicomponent. The multicomponent sources are visually 
onfirmed and most of them are galaxies with resolved structures 
uch as jet/lobe/core. A small portion of the multicomponent sources 
re SFGs with disc-like structures (Smol ̌ci ́c et al. 2017a ). 

.3 Flux-density extraction 

or detected sources, flux densities are usually extracted by running 
 source finder that identifies a source lying significantly abo v e the
oise. The second step is then to quantify the integrated flux density
f the sources, either using the fitting of multiple Gaussians (e.g.
YBDSF ; Mohan & Rafferty 2015 ) or by flood filling to a certain

ev el abo v e the background noise [e.g. BLOBCAT (Hales et al. 2012 )
nd PROFOUND (Robotham et al. 2018 ; Hale et al. 2019 )]. 

The challenge here is that most of the stellar-mass selected sources
o not have a radio counterpart abo v e the detection threshold. The
implest approach would be to use an aperture centred at the NIR
osition and measure total flux density by summing the individual 
ux densities per pixel, accounting for the beam area. The size of

he aperture plays an important role because if it is too big compared
o the projected size of the galaxy, then there will be increased
ontribution from noise, and there is a greater probability that the
easured flux will also include a contribution from nearby objects 

that can potentially introduce a bias to our results, as our technique,
escribed in Section 3.2, assumes that only one galaxy is contained in
he aperture). If the size is too small, then the flux density of the galaxy

ight be underestimated. The extraction aperture should therefore be 
s close as possible to the expected size of the galaxies. In this paper,
e use a square with size of 9 × 9 pixels (1.8 × 1.8 arcsec 2 ), which

s large enough to fully contain galaxies o v er the redshift range of
nterest ( z > 0.5), based on several studies of radio continuum sizes
f μJy radio sources (e.g. Guidetti et al. 2017 ; Murphy et al. 2017 ;
MNRAS 509, 4291–4307 (2022) 

art/stab3242_f1.eps
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Figure 2. Comparison between the VLA-COSMOS 3-GHz flux densities extracted around the position of the stellar-mass-selected galaxy sample and those 
from Smol ̌ci ́c et al. ( 2017b ), for sources that are formally detected. The solid lines denote the one-to-one relation. 
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ondi et al. 2018 ; Cotton et al. 2018 ; Jim ́enez-Andrade et al. 2019 ),
nd small enough to a v oid contamination from background sources.

In Fig. 2 , we compare our extracted flux densities at the positions
f our stellar-mass-selected galaxy sample with the detected VLA-
OSMOS 3-GHz (Smol ̌ci ́c et al. 2017a ) sources. Our measured flux
ensities scatter uniformly (in log-scale) around the one-to-one line
t faint flux densities (i.e. S 3 GHz < 30 μJy). Abo v e S 3 GHz ∼ 40 μJy
ur extracted flux densities are in good agreement with the VLA-
OSMOS 3-GHz flux densities with a few outliers. The outliers
re resolved sources that are larger than our aperture (predominantly
arge low-redshift SFGs and more distant extended AGN). We obtain
 better estimate of the flux density at S 3 GHz > 40 μJy when we use a
arger extraction box, ho we ver, we then overestimate the flux density
or sources below S 3 GHz ∼ 20 μJy, which are the main focus of this
aper. 

Since our focus in this paper is on sources below the nominal
etection threshold we use the 9 × 9 pixels box, and for sources
bo v e 0.5 mJy we use the flux densities measured by Smol ̌ci ́c
t al. ( 2017a ). Fig. 3 shows the extracted flux densities for all of
he stellar-mass-selected sources in each redshift bin. We also show
he reconstructed flux-density distribution obtained using Model B
the best-fitting model in Section 4.2 and shown in Fig. 4 ). We note
hat the 3-GHz flux densities follow a Gaussian distribution with an
ffset from zero and a tail to brighter flux densities, as one would
 s

NRAS 509, 4291–4307 (2022) 
xpect. Malefahlo et al. ( 2020 ) showed that the lower the noise
s relative to the average flux density then the larger the offset is
etween the noisy flux densities and the intrinsic Gaussian noise. In
ur stellar-mass-selected sample, the offset is smaller at the lower
edshifts and increases with redshift. This increase in the offset with
edshift suggests that the average flux density of undetected sources
s increasing. 

To measure noise of the image in our chosen aperture, we extract
he flux densities from 9 × 9 pixels boxes centred 50 arcsec from
he NIR positions of the galaxies and then fit a Gaussian to the flux-
ensity histogram, which as expected is centred at 0 μJy. We find that
he width of the best-fitting Gaussian is σ 3 GHz = 5.08 ± 0.07 μJy
equi v alent to noise at 1.4 GHz of σ 1.4 GHz = 8.66 μJy). 

 BAY ESIA N  F R A M E WO R K  F O R  MEASURING  

H E  R L F  

e use a ‘stacking’ analysis to probe the RLF below the 3-GHz
LA-COSMOS nominal detection threshold. In this analysis we

tart with a model for the RLF as a function of redshift, which is then
onverted into a sources-count model that is directly compared/fitted
o the binned flux densities (Malefahlo et al. 2020 ). Below is a
ummary of the technique. 

art/stab3242_f2.eps
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Figure 3. The histograms of the VLA-COSMOS 3 GHz integrated flux density extracted from boxes (9 × 9 pixels) centred at the NIR positions. The black 
dashed curve centred at zero is a Gaussian fit to the flux densities extracted from boxes centred 50 arcsec from the NIR positions in each redshift bin. The 
Gaussians have mean σ = 5.08 ± 0.07 μJy (8.66 ± 0.21 μJy at 1.4 GHz) o v er all the redshift bins. The red crosses represent the reconstruction of the flux-density 
distribution using Model B. The green vertical line in each panel represents the 5 σ = 25.4 μJy (43.3 μJy at 1.4 GHz) limit of our extracted flux densities. 

3

T
f
H
b

P

w  

p
r

3

T  

t  

t  

d  

m  

F  

c  

σ  

w  

l  

t  

d

L

w  

d

I

H  

t  

w  

s
o  

2 This assumption is only valid in the central 2 deg 2 of the COSMOS field 
where the noise of the VLA-COSMOS 3-GHz is relatively homogeneous 
(Smol ̌ci ́c et al. 2017a ). 
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.1 Bayesian analysis 

he stacking technique is set in a full Bayesian framework (hence- 
orth, we will call the Bayesian stacking technique BAYESTACK ). 
ence, we start off with Bayes’ theorem, which states the relationship 
etween parameters ( θ ), the model ( M ), and data ( D), 

 ( θ | D, M ) = 

P ( D| θ, M ) P ( 
 | M ) 

P ( D| M ) 
= P = 

L � 

Z 

, (2) 

here P , L , � , and Z represent the posterior distribution of the
arameters, the likelihood, the prior, and the Bayesian evidence, 
espectively. 

.2 The likelihood function 

he first term in the numerator of equation (2) means that we need
he likelihood for the data given a model, where the data we have are
he binned extracted flux densities (e.g. Fig. 3 ). These extracted flux
ensities ( S E ) are the sum of the true flux density ( S ) of the stellar-
ass-selected galaxy and the associated noise ( n ) in the radio image.
or this analysis, we assume that n follows a Gaussian distribution,
entred at 0 μJy with a constant variance σ 2 

n , which we found to be
n = 5.08 μJy for our data set 2 (Section 2.3). Since we are working
ith binned data, we consider a Poisson distribution to be our

ikelihood function. As such, the likelihood of getting k i galaxies in
he i th measured flux-density bin [ S E i , S E i + �S E ] follows a Poisson
istribution: 

 i ( k i | 
 


 
 ) = 

I 
k i 
i e −I i 

k i ! 
, (3) 

here I i is the expected number of sources in the i th measured flux-
ensity bin, and is given by (Mitchell-Wynne et al. 2014 ) 

 i = 

∫ S max 

S min 

d S 
d N ( S) 

d S 

∫ S E i + �S E i 

S E i 

d S E 
1 

σn 

√ 

2 π
e 
− ( S−S E ) 

2 

2 σ2 
n . (4) 

ere S and S E are the intrinsic and extracted flux densities, respec-
ively, S min and S max are the minimum and maximum flux density
herein the model is valid, d N /d S is the model for the number of

ources per flux-density bin (source-count model), and σ 2 
n is variance 

f the noise. Assuming that the likelihood in each bin is independent,
MNRAS 509, 4291–4307 (2022) 
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Figure 4. The rest-frame 1.4-GHz RLF for both AGN and SFGs in the COSMOS field. The blue dash–dotted is the SF RLF reconstructed using maximum 

a posteriori (MAP) parameters from the lognormal power-law (Model B) fit to each redshift bin. The grey region is the 95 per cent confidence interval of 
the distribution of reconstructions of models in the posterior. The blue hexagons represent 1/ V max estimates for our detected sources. The red squares are 
radio-selected RLF data points from Novak et al. ( 2018 ), with the curved black dashed line showing a pure luminosity evolution (PLE) fit to them. The cyan 
triangles represent the total RLF from McAlpine et al. ( 2013 ). The red dots show a PLE fit to SFGs from Novak et al. ( 2017 ). The vertical green dashed 
lines correspond to the detection threshold (5 σ ). The vertical green solid lines represent the 5 σ/ 

√ 

N , which is an indicator of the luminosity below which the 
95 per cent region is expected to be larger than shown. Both 5 σ and 5 σ/ 

√ 

N are calculated using the median redshift for each redshift bin. 
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he combined likelihood for the all N bins is then 

 ( k | 
 


 
 ) = 

N ∏ 

i= 1 

L i ( k i | θθθ) . (5) 

.3 Radio luminosity function models 

he radio luminosity functions (RLFs) in this paper are all presented
t 1.4 GHz for ease of comparison to the literature. The luminosity of
 radio source, L 1.4 GHz , is related to the observed 3 GHz flux density
NRAS 509, 4291–4307 (2022) 
hrough 

 1 . 4 GHz = 4 πD L 
2 (1 + z) −α−1 (1 . 4 / 3 . 0) αS 3 . 0 GHz , (6) 

here α is the spectral index of the source (assumed to be α = −0.7,
hich is typical of SFGs), D L is the luminosity distance, and z is

he (photometric) redshift of the galaxy. The parametric models for
he RLF we use all consist of two functions, one for AGN (depicted
y subscript 1) and the second for SFGs (depicted by subscript 2).
he RLF of AGN is well kno wn to follo w a double po wer law

e.g. Willott et al. 2001 ; Mauch & Sadler 2007 ; Prescott et al. 2016 )
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Table 2. Assumed priors. L 5 σ is the luminosity corresponding to the 5 σ n 

flux-density cut for a given redshift. 

Parameter Prior 

α2 , β2 , δ Uniform ∈ [ −5, 5] 
α1 , β1 Uniform ∈ [ −5, 5] 
σLF Gaussian ∼ ( μ = 0.6, σ = 0.1) 
log 10 [ L min { 1 , 2 } / ( W Hz −1 )] Uniform ∈ [16, 23] 
log 10 [ L max { 1 , 2 } / ( W Hz −1 )] Uniform ∈ [25, 30] 
log 10 [ φ

∗
{ 1 , 2 } / ( Mpc −3 mag −1 )] Uniform ∈ [ −12, −2] 

log 10 [ L 

∗
1 / ( W Hz −1 )] Uniform ∈ [23.5, 30] 

log 10 [ L 

∗
2 / ( W Hz −1 )] Uniform ∈ [18, 24] 
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nd we therefore parametrize it as such. We consider two models 
o describe the RLF of SFG: a double power law and a modified
chechter function (lognormal power law). 
Model A: the parametric function for this model consists of a 

ouble power law for both the AGN and SFG, 

 ( L ) A = 


 

∗
1 (

L/L 

∗
1 

)α1 + 

(
L/L 

∗
1 

)β1 
+ 


 

∗
2 (

L/L 

∗
2 

)α2 + 

(
L/L 

∗
2 

)β2 
. (7) 

odel B: the parametric form for this model consists of a lognormal
ower law for the SFG (e.g. Tammann, Yahil & Sandage 1979 ) and
 double power law for the AGN, 

 ( L ) B = 


 

∗
1 (

L/L 

∗
1 

)α1 + ( L/L 1 ∗) β1 

+ 
 

∗
2 

(
L 

L 

∗
2 

)1 −δ

exp 

[
− 1 

2 σ 2 
LF 

log 2 10 

(
1 + 

L 

L 

∗
2 

)]
. (8) 

Models A and B are both fit to the individual redshift bins, rather
han assuming a fixed shape and adopting an evolution term to 
t the same parametric model across all redshift bins. In order to
xplore a model of fixed functional form that evolves with redshift,
nd to facilitate comparison with previous work (e.g. McAlpine, 
arvis & Bonfield 2013 ; Novak et al. 2017 , 2018 ), we also adopt
n additional model, ‘Model C’. Model C has a total RLF of fixed
hape, defined by combining the local SFG and AGN RLFs, but 
llo wed to e volve with redshift. We use the local AGN RLF model
 
 

AGN 
0 ) and parameters from Mauch & Sadler ( 2007 ), where they

onstrain both the bright and faint ends of the AGN population. 
hey fit their RLF with a double power law (first function of
quation 8), with best-fitting parameters, φ∗

1 = 10 −5 . 5 Mpc −3 mag −1 , 
 

∗
1 = 10 24 . 59 W Hz −1 , α1 = 1.27, and β1 = 0.49. For the SFGs

n Model C, we use the local SFG RLF ( 
 

SF 
0 ) from Novak et al.

 2017 ) obtained by fitting a lognormal power law to combined data
rom Condon, Cotton & Broderick ( 2002 ), Best et al. ( 2005 ), and

auch & Sadler ( 2007 ), which contain low-resolution and deep 
igh-resolution information to constrain both the faint and bright 
nds of the SFG RLF. Using an analytical function in the form of
 lognormal power law (second function of equation 8) their best-
tting parameters are 
 

∗
2 = 1 . 42 × 10 −3 Mpc −3 mag −1 (scaled to our

inning), L 

∗
2 = 1 . 85 × 10 21 W Hz −1 , δ = 1.22, and σ LF = 0.63. 

The most common ways to quantify evolution in the RLF are 
hrough density or luminosity evolution, although we note that the 
rue evolution is probably a mixture of the two (e.g. Yuan et al. 2016 ).
ensity evolution causes a vertical shift in the RLF with redshift, and

uminosity evolution causes a horizontal shift with redshift. The SFGs 
nd AGN are known to evolve differently, hence we evolve these 
wo populations separately. The combined density- and luminosity- 
volution fit is known to have large degeneracies when the knee of
he RLF for SFGs is not well constrained, and pure density evolution
PDE) can o v erestimate sources at low luminosities (e.g. Novak et al.
017 , 2018 ). Therefore, we only consider a pure luminosity evolution
PLE) of the form 

 ( L, z) = 
 

SF 
0 

[
L 

(1 + z) α
SF 
L + zβSF 

L 

]

+ 
 

AGN 
0 

[
L 

(1 + z) α
AGN 
L + zβAGN 

L 

]
, (9) 

here αSF , AGN 
L and βSF , AGN 

L are the evolution parameters. 
As the likelihood (equation 4) is computed in flux-density space, 

e need to convert models describing the RLF, 
 ( L , z), to the source-
ounts models (d N /d S ): 

d N 

d S 
= 

d N 

d L 

d L 

d S 
= ρ( L ) V M 

4 πD 

2 
L (1 + z M 

) −α−1 

= 


 ( L ) V M 

L ln (10 0 . 4 ) 
4 πD 

2 
L (1 + z M 

) −α−1 , (10) 

here z M 

is the median (photometric) redshift of the redshift bin
Table 1 ), D L is the comoving distance corresponding to z M 

, and V M 

s the comoving volume of the survey in the redshift bin. We use
he median values because we are working with binned data and the
ndividual source information is lost (in the binning process). This 
hen introduces a small error in the (1 + z) −α − 1 factor and in D L .
s a consequence, this approach works well with small redshift bins

nd large samples. 

.4 Priors 

e assign a uniform prior to the power-law slopes α1, 2 , β1, 2 ,
nd δ. The parameter σ LF is assigned a Gaussian prior. We a v oid
egeneracies in the slopes for the double power law, by imposing α1, 2 

β1, 2 . The parameters L 

∗
1 , 2 , L min 1 , 2 , L max 1 , 2 , and φ∗

1 , 2 all have uniform
riors in log-space. We impose an additional prior on the AGN break
 L 

∗
1 ), in that it must never be less than log 10 [ L 

∗
1 / ( W Hz −1 )] ∼ 23.

e adopt this ‘tight’ prior because the bright end of our RLF is
ot al w ays well constrained by our data. Furthermore, the prior is
ustified because the AGN RLF is well explored in the literature
nd the break is found at luminosities well abo v e the luminosity
orresponding to 5 σ at all redshifts considered (e.g. Smol ̌ci ́c et al.
017c ; Ceraj et al. 2018 ). The priors are shown in Table 2 . 

.5 Sampling and Bayesian evidence 

ampling is generally computationally e xpensiv e, especially when 
he evidence is calculated to enable model selection. We use nested
ampling (Skilling 2004 ) to compute the posterior distribution, which 
ignificantly reduces sampling computational time. 

Additionally, nested sampling produces the Bayesian evidence 
s a by-product. The Bayesian evidence is useful in quantifying 
hich model between A and B better fits the data. This is done
sing the Bayes factor, which is the difference of their log-evidence, 
n ( Z B ) − ln ( Z A ). The Bayes factor allows one to say that Model
 is (i) ‘not significantly’ when � ln Z < 1, (ii) ‘significantly’
hen 1 < � ln Z < 2 . 5, (iii) ‘strongly’ (2 . 5 < � ln Z < 5), and

i v) ‘decisi vely’ ( � ln Z > 5) better than Model B (Jeffreys 1961 ).
e adopt this convention when comparing the different models 
LFs. We run BAYESTACK through a PYTHON implementation of 
YMULTINEST (Buchner et al. 2014 ). 
MNRAS 509, 4291–4307 (2022) 
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Table 3. The relati ve e vidence for the different models (Section 3.3) in each redshift bin of the NIR-selected radio data. In each 
redshift bin the reference evidence is from the model with the lowest log-evidence and the winning model is in bold. For Model C, 
we provide the evidence for the fits to the individual redshift bins. 

Model � log 10 Z � log 10 Z � log 10 Z � log 10 Z � log 10 Z 

0.10 < z < 0.40 0.40 < z < 0.60 0.60 < z < 0.80 0.80 < z < 1.00 1.00 < z < 1.30 

A 45.5 ± 0.27 41.1 ± 0.27 65 . 5 ± 0 . 28 60.9 ± 0.25 29.8 ± 0.28 
B 47 . 7 ± 0 . 26 44 . 3 ± 0 . 27 62.8 ± 0.28 62 . 2 ± 0 . 27 32 . 4 ± 0 . 28 
C 0.0 ± 0.00 0.0 ± 0.00 0.0 ± 0.00 0.0 ± 0.00 0.0 ± 0.00 

1.30 < z < 1.60 1.60 < z < 2.00 2.00 < z < 2.50 2.50 < z < 3.20 3.20 < z < 4.00 

A 50.9 ± 0.27 129 . 1 ± 0 . 27 100.8 ± 0.26 95 . 1 ± 0 . 27 15.3 ± 0.24 
B 61 . 3 ± 0 . 27 128.9 ± 0.27 102 . 6 ± 0 . 26 94.0 ± 0.26 17 . 3 ± 0 . 23 
C 0.0 ± 0.00 0.0 ± 0.00 0.0 ± 0.00 0.0 ± 0.00 0.0 ± 0.00 
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 RESU LTS  

n this section, we provide a binned RLF for the radio-detected
ources in our mass-selected sample, based on the 1/ V max statistic,
nd then present the results of our RLF modelling described in
ection 3.3. 

.1 The binned RLF 

he RLF for sources with high signal-to-noise ratio (described as
detected’) can be calculated by converting flux density to luminosity
using equation 6) and binning the sources in luminosity. We use the
/ V max method (Schmidt 1968 ), 

 ( L ν) = 

1 

�m 

N ∑ 

i= 1 

(
1 

V max 

)
i 

, (11) 

ith an uncertainty 

( 
 ) = 

1 

�m 

[ 

N ∑ 

i= 1 

(
1 

V max 

)2 

i 

] 1 / 2 

, (12) 

here V max is the maximum comoving volume at which the source
an be detected given the depth of the data. We assume that the radio
ources have a detection in the NIR data, a photometric redshift,
nd that the value of V max is determined either by the upper limit
f the particular redshift bin or by the radio luminosity of the 
ource. 

Fig. 4 includes the 1/ V max measurements for our stellar-mass-
elected sources abo v e the nominal 5 σ detection threshold. Because
f our stellar-mass selection our RLFs are not expected to be
xactly the same as the RLF determined using a purely radio-
elected sample. Ho we ver, we note that the VLA-COSMOS 3-
Hz sources all have optical/NIR counterparts up to z ∼ 1.5, and
95 per cent completeness at z ∼ 4 (Smol ̌ci ́c et al. 2017b ). Given

hat the main goal of this paper is to measure the RLF for the fainter
opulation of SFGs and how they evolve, this does not affect our 
esults. 

Our 1/ V max data points (dark-blue data points in Fig. 4 ) are in
ood agreement with McAlpine et al. ( 2013 ) and Novak et al. ( 2018 )
easurements for z < 2. At z > 2 our 1/ V max points lie below

he comoving volume density found in these studies at the inter-
ediate luminosities in the range 24 < log 10 [ L 1 . 4 / W Hz −1 ] < 26,
here AGN begin to dominate the RLF. This is mainly due to our
ass selection, rather than using the full optical/NIR data and the

ssociated photometric redshifts. Ho we ver, as we note abo v e, this
as little effect on our main results. 
NRAS 509, 4291–4307 (2022) 
.2 The free RLF models 

e use BAYESTACK to determine the best-fitting parameters for the
LF of our mass-selected sample using Models A and B (Section 3.3)

n each redshift bin. For each redshift bin we record the Bayesian
vidence, posterior distributions for each parameter (supplementary
aterial) along with the median, maximum likelihood, and maxi-
um a posteriori (MAP) values for each parameter (shown in the

upplementary material). The Bayes factors for each redshift bin are
hown in Table 3 , where the reference evidence is for the model with
he lo west e vidence and the model with the highest evidence is in
old text. We find that the data mostly prefer Model B, the model
ith a lognormal power law describing the faint sources (dominated
y SFGs) and a double power law describing the bright-end sources.
In Fig. 4 , we show the stellar-mass-selected RLF, reconstructed

sing the MAP parameters from Model B along with the 95 per cent
onfidence interval. The 95 per cent region is calculated by recon-
tructing the RLF at all luminosities using all the models in the
osterior, and determining the 95 per cent limits at each luminosity
ndependently. The MAP reconstruction follows the 1/ V max data
oints very well above 5 σ . 
Ho we ver, the MAP reconstruction lies above the Novak et al.

 2017 , 2018 ) extrapolated evolution fits around and below the
etection threshold (faint end), with a maximum difference of
.5 Mpc −3 mag −1 , at z � 1.6. This is likely due to the fact that
he Novak et al. ( 2017 , 2018 ) RLFs are extrapolated to these low
uminosities and not a direct measurement. Conversely, if our mass-
elected sample is complete to SFGs at these luminosities, our
easurement will be more accurate. We are complete to a stellar
ass limit of M ∼ 10 9.5 M � to z ∼ 1.6 (see Fig. 1 ), which is
ell below the knee in the stellar mass function (e.g. Adams et al.
021 ). Using the star-forming main sequence (Johnston et al. 2015 )
his corresponds to a SFR � 10 M � yr −1 , or a radio luminosity
f L 1 . 4 GHz ≈ 3 × 10 22 W Hz −1 using the relation from Delhaize
t al. ( 2017 ), which is indeed below the luminosities sampled by
ovak et al. ( 2018 ) and where we observe an excess in the RLF

n comparison to this previous work. We also note that BAYESTACK

aturally accounts for Eddington bias, where the more numerous
ow-luminosity sources are boosted to higher luminosities due to the
oise in the image. To model this accurately, one needs to know
he shape of the luminosity function below the detection threshold
o account for the number of sources that are boosted abo v e the
ux-density limit. BAYESTACK on the other hand fits the luminosity
unction while fully accounting for the noise, and as such Eddington
ias is fully accounted for in the modelling. This could also cause
he observ ed discrepanc y between our RLF and that of No vak et al.
 2017 ). 
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At higher redshifts ( z > 1.6) the faint end of the reconstructed RLF
ies below the extrapolated evolution fit from Novak et al. ( 2017 ,
018 ). This is due to Novak et al. ( 2017 , 2018 ) adopting a fixed
aint-end slope that extends below their detection threshold (and is 
ssentially fixed by the low-redshift data). Instead, we are using a 
ass-selected sample with the aim of probing this regime, and so in
odels A and B, we allow the faint-end slope of the SFG RLF to vary

reely. Thus, as our mass-selected sample becomes less complete to 
alaxies at or below the knee in the stellar mass function, and hence
t or below the knee in the RLF through the relation between stellar
ass and SFR, we observe a downturn in our reconstructed RLF.
e emphasize that this is not due to a real downturn in the RLF, but

ue to the stellar-mass selection of our sample; a deeper NIR surv e y,
robing to lower stellar masses would not produce such a downturn. 
We also see that the reconstructed RLF, at much lower luminosities

two or more orders of magnitude below the detection threshold, 
oticeably abo v e z ∼ 0.4), also drops off steeply. This is due to the
ass selection, in that we are approaching the point in the RLF where

here are not any galaxies at low stellar mass to populate this part
f the RLF, due to the relationship between galaxy mass and SFR
Daddi et al. 2007 ; Noeske et al. 2007 ; Whitaker et al. 2014 ; Johnston
t al. 2015 ). We have checked this by including all NIR-detected
ources (rather than using the mass-limited sample) and find that the 
uminosity where the drop-off occurs mo v es to lower luminosities, as
xpected. This shows that it is not a feature of the RLF, but a feature
f the parent sample, due to the lack of low-stellar-mass sources
n our sample, and this stellar-mass limit obviously increases with 
edshift due to the flux limit of the NIR data. 

We also note that some of the difference at these higher redshifts
ould be due to high-mass galaxies that are missing from our 
bservations. Recent studies have found that ∼10 –30 per cent of
uminous and dusty galaxies (sub-mm galaxies, SMG), which peak 
n the redshift range 1.8 < z < 3.4 (Chapman et al. 2005 ; Simpson
t al. 2014 , 2020 ; Dudzevi ̌ci ̄ut ̇e et al. 2020 ), are missing from deep
IR surv e ys (Simpson et al. 2014 ; Brisbin et al. 2017 ; Cowie et al.
018 ; Dudze vi ̌ci ̄ut ̇e et al. 2020 ), e v en though the y are mainly high
tellar mass galaxies that primarily reside at the bright end of the
FG RLFs (see Fig. 8 ). These galaxies may also therefore play a role

n our underestimation of 
 at higher redshifts. 
If one were to conduct a simple mean-stacking experiment, we 

ould expect to obtain constraints on the mean flux down to ∼σ/ 
√ 

N .
e are fitting a parametric form, and as such, the specific depth for
hich we are able to obtain good constraints on the RLF is less well
efined. This is the principal reason we fit for L min . Ho we ver, we
ote that there is a limit imposed by our chosen parametric forms
nd priors. Once the faint-end slope is set by the large number of
ources just below the knee in the RLF, then it is limited in how
uch it can vary by the total number of sources in the parent sample

modulo Poisson uncertainties), and by the lower luminosity limit 
hat the model is allowed to fit to (i.e. the prior on L min ). We checked
he former by introducing a third parametric function in our model to
nsure that given enough flexibility the model would produce larger 
onfidence regions at these faint luminosities, we found that it did 
nd that the luminosity below which the confidence region expands 
ignificantly is around ∼σ/ 

√ 

N , as one would expect. In Fig. 4 ,
e therefore show a line that denotes the L ∼ L [ S = 5 σ/ 

√ 

N , z]
imit in each redshift bin to inform the reader of the luminosity
ange abo v e which the model is robust. We note that we found that
etting the lower limit on the prior range at L min = 0 W Hz −1 

ed to a prohibitive increase in the run time to sample the posteriors
essentially expanding the prior range by 16 dex in luminosity), thus
e retained our original priors but note this limitation. 
(  
.3 The fixed RLF model 

ur main goal is to measure the RLF to low radio luminosities
o obtain a measurement of the cosmic SFRD from a stellar-mass-
elected sample. Through the BAYESTACK technique we are able to 
onstrain the RLF to luminosities below the nominal 5 σ threshold. 
o we ver, as sho wn in Section 4.2, our mass selection causes the

ree-fitting models to drop off towards lower radio luminosities. This 
s not an underlying feature of the SFG RLF, and will therefore affect
he cosmic SFRD estimation. To address this we follow the work of

cAlpine et al. ( 2013 ) and Novak et al. ( 2017 , 2018 ) in fixing the
hape of the RLF to that of the local RLF (Section 3.3). 

We start by modelling the individual redshift bins using the 
xed model (Model C), with βSF , AGN 

LF = 0 (i.e. only allowing a
enormalization of the RLF in each redshift bin, with a single
uminosity evolution term). The resulting posterior plots are provided 
n the supplementary material and the RLF is shown in Fig. 5 . Table 3
hows that Model C is (almost) al w ays the least preferred model
having the lo west log-e vidence). This is because Model C forces a
x ed faint-end slope. F or our mass-selected sample the fall-off in the
umber of sources at the low-mass end, and therefore at low radio
uminosity, means that this fixed slope will struggle to produce a fit
s good as the models with more freedom, as it assumes that the
ower mass galaxies are in the sample. Thus, formally it is the worst
tting model, even though it may accurately represent the underlying 
LF. 
We also run BAYESTACK simultaneously o v er all of the redshift

ins using the PLE model. The PLE for our AGN and SFG galaxies
s given by the following MAP values and 95 per cent confidence
imits, 

 AGN ∝ (1 + z) 2 . 03 ±0 . 15 −(0 . 35 ±0 . 08) z 

nd 

 SFG ∝ (1 + z) 4 . 57 ±0 . 04 −(1 . 19 ±0 . 02) z . 

In Fig. 5 , we show the RLF fits and 95 per cent confidence intervals
or the individual redshift bins, alongside the PLE RLF model fits,
oth with the fixed RLF shape. The PLE RLF model agrees with the
/ V max data points across all redshifts up to z ∼ 2. At the highest
edshifts ( z > 2) we find some differences between our model
plus our binned data) and models of Novak et al. ( 2017 , 2018 ).
t the high radio luminosities, small number statistics, coupled with 

light differences in the photometric redshifts used by us and Novak
t al. ( 2017 ), offers some explanation as to why our RLF lies below
heirs. Furthermore, we note that we are also becoming increasingly 
ncomplete at these redshifts, and sources that are relatively bright 
t radio wavelengths could have lower mass/faint host galaxies (e.g. 
arvis et al. 2009 ; Norris et al. 2011 ; Collier et al. 2014 ). Ho we ver,
ore rele v ant to the focus of this work are the differences in the

volution of the lower luminosity component of the RLF, which we
ssume to be dominated by SFGs. 

The SFG component of our RLF model evolves with a similar
trength to that of Novak et al. ( 2017 ) up to z ∼ 1.6, with the
e generac y between αSF 

L and βSF 
L across this redshift range explaining 

he apparent difference in the evolutionary parameters (Table 4 ). 
o we v er, be yond z ∼ 2, the Novak et al. ( 2017 ) RLF continues to

volve, whereas we find that the SFG RLF from our model reaches
 steady state and then begins to decline (for the Novak et al. 2017
LE model, this decline does not take effect until z > 3.5). 
We note that this decline coincides with the decrease in low

tellar-mass sources in our stellar-mass-limited sample at these 
edshifts. Ho we ver, it is also worth mentioning that the total RLF
AGN + SFGs) does continue to be a reasonable fit to the binned
MNRAS 509, 4291–4307 (2022) 
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Figure 5. The rest-frame RLF of both AGN and SFGs in the COSMOS field. The blue hexagons represent 1/ V max estimations for the UltraVISTA sources with 
VLA-COSMOS 3-GHz detected sources. The dark grey and blue regions represent the 95 per cent confidence interval of the distribution of reconstructions for 
Model C pure luminosity evolution (PLE) fit and Model C individual fit to each redshift bin, respectively. The green and blue dashed–dotted lines represent the 
SFG components of the total RLF of the Model C PLE fit and Model C individual fit to each redshift bin, respectiv ely. The curv ed, black dashed line representing 
the PLE fit to the radio-selected RLF from Novak et al. ( 2018 ). The red dots are a PLE fit to the SFGs from Novak et al. ( 2017 ). The vertical, green dashed lines 
correspond to the detection threshold (5 σ ) computed using the median redshift for each redshift bin. The vertical green solid lines represent the 5 σ/ 

√ 

N , which 
is an indicator of the luminosity below which the 95 per cent region is expected to be larger than shown. Both 5 σ and 5 σ/ 

√ 

N are calculated using the median 
redshift for each redshift bin. 

Table 4. Comparison with determinations in the literature of the pure luminosity evolution (PLE) of the radio luminosity function. 

Reference Description αSF 
L βSF 

L αAGN 
L βAGN 

L 

This work Total RLF fit 4.57 ± 0.04 −1.19 ± 0.02 2.03 ± 0.15 −0.35 ± 0.08 

Novak et al. ( 2018 ) Total RLF fit 2.95 ± 0.04 −0.29 ± 0.02 2.86 ± 0.16 −0.70 ± 0.06 

Novak et al. ( 2017 ) and Smol ̌ci ́c et al. ( 2017c ) Individual SF and AGN fit 3.16 ± 0.04 −0.32 ± 0.02 2.88 ± 0.17 −0.84 ± 0.07 

McAlpine et al. ( 2013 ) Total RLF fit 2.47 ± 0.12 a 1.18 ± 0.21 a 

a McAlpine et al. ( 2013 ) fit only one evolutionary term each for the SF and AGN. 
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Figure 6. The cosmic star formation rate density (SFRD). The blue hexagons are generated from the SFG MAP values for the Model B fit to each individual 
redshift bin. The blue shading corresponds to the 95 per cent confidence region of the SFG component of the Model C fit to each redshift bin (individually). 
The magenta shading corresponds to the 95 per cent confidence region of the SFG component of the Model C PLE fit to the combined redshift bins. The green 
stars are the combined uncorrected IR and UV data from Liu et al. ( 2018 ) and the red squares are from the SFG RLF of Novak et al. ( 2017 ), using a PLE fit. 
The black dashed line is from Koprowski et al. ( 2017 ) and the connected c yan curv e represents a fit by Madau & Dickinson ( 2014 ) to various cosmic SFRD 

measurements in the literature. The grey shaded region is the cosmic SFRD generated from the IR LF of Gruppioni et al. ( 2013 ). 

1  

t
f
A

5

T
p

S

w  

a
(  

S

w  

c  

i

w  

a

q

W  

2  

t  

(  

w  

D  

i  

W  

t  

F  

t  

n  

d  

s  

L
 

B  

i  

s  

t
S

 

t  

h  

3 The 95 per cent region is calculated using the 95 per cent confidence interval 
from the RLF. The conversion error associated with the q value (Novak et al. 
2017 ) has not being accounted for in this calculation. 

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/509/3/4291/6424961 by U
niversity of the W

estern C
ape user on 24 February 2022
/ V max points of Novak et al. ( 2018 ) out to z ∼ 2.5, suggesting
hat some of the deficit in the low-luminosity RLF is compensated 
or by the evolving high-luminosity RLF that we associate with 
GN. 

 COSMIC  HISTORY  O F  STAR  F O R M AT I O N  

he RLFs for SFGs derived from our stellar-mass-selected sample 
rovide a means to obtain the SFRD by integrating under them, i.e. 

FRD = 

∫ L max 

L min 

SFR ( L 1 . 4 ) 
 ( L 1 . 4 ) d L, (13) 

here 
 ( L 1.4 ) is our RLF for SFGs and SFR( L 1.4 ) is the SFR
ssociated with 1.4-GHz radio luminosities. Using the Kennicutt 
 1998 ) calibration, the total IR luminosity ( L TIR ) is related to the
FR by 

SFR 

M � yr −1 
= 4 . 5 × 10 −37 L TIR 

W 

, (14) 

here L TIR is the total IR luminosity. The radio luminosity can be
onverted into the total IR luminosity and linked to SFR using the
nfrared–radio correlation (IRRC; e.g. Delhaize et al. 2017 ), 

SFR 

M � yr −1 
= f IMF × 10 q TIR −24 L 1 . 4 GHz 

W Hz −1 
, (15) 

here f IMF is the IMF (equal to 1 for a Chabrier IMF; Chabrier 2003 )
nd q TIR is a parameter that quantifies the IRRC given by 

 TIR = log 

(
L TIR 

3 . 75 × 10 12 W 

)
− log 

(
L 1 . 4 GHz 

W Hz −1 

)
. (16) 
e adopt a q TIR value that evolves with redshift, given by q TIR ( z) =
.78 ± 0.02(1 + z) −0.14 ± 0.01 (Novak et al. 2017 ). Although we note
hat the evolution may be due to a mass dependence of the IRRC
e.g. G ̈urkan et al. 2018 ; Delvecchio et al. 2021 ; Smith et al. 2021 ),
e note that for the purposes of our study, adopting the relation of
elhaize et al. ( 2017 ) ef fecti vely accounts for the mass dependence

n our sample, as that evolving FIRC was derived using similar data.
e then obtain the SFRD by numerically integrating the product of

he RLF and the SFR o v er 1.4-GHz radio luminosities (equation 13).
or this, the integral should cover all radio luminosities and not just

he range dictated by our fitted values of L min and L max . Although we
ote that this makes little difference in the derived cosmic SFRD,
ue to the shallowness of the faint-end slope for low SFRs, and the
teep exponential decline at high SFRs. With this in mind we use
 min = 10 21 W Hz −1 in all redshift bins and the SFG RLF models. 
In Fig. 6 , we present the cosmic SFRDs obtained using Model
 (blue data points) and Model C (blue shading), both from fitting

ndividual redshift bins, and for the PLE fit to Model C (magenta
hading). 3 As would be expected, the different models used in fitting
he RLF result in slightly different determinations of the cosmic 
FRD. 
In all our models, the SFRD steadily increases with redshift out

o z ∼ 1.2, flattens to z ∼ 1.7, and then steadily decreases towards
igher redshifts. This shape is due to the fact that the stellar-mass
MNRAS 509, 4291–4307 (2022) 
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election still enables the knee in the SFG RLF to be well constrained
o z ∼ 1.5. 

At z > 2.5 the stellar-mass limit starts imposing on our ability to
onstrain the position of the knee in the SFG RLF for all models, and
he best-fitting evolutionary terms force the position of the knee to
ower radio luminosities in order to fit the incomplete parent sample.
ll our SFRDs estimates start to steadily decline in the range 1.5 < z

 2 because of the rising stellar-mass limit with redshift. The SFRD
ased on the Model C PLE RLF behaves similar to Model B and the
ndividual Model C RLFs but drops off more quickly at the highest
edshifts ( z > 2.5). This is due to the restricted form of the evolution
odel, once the downturn sets in at z ∼ 1.7, then the PLE model

nsures that the strength of the downturn continues to high redshift. 

.1 Comparison to the literature 

n this subsection, we compare our determination of the cosmic
FRD, based on stellar-mass-selected galaxies (constrained below

he nominal detection threshold using the BAYESTACK technique), to
iterature measurements of the cosmic SFRD using a variety of SFR
racers. 

.1.1 Comparison with the radio-selected cosmic SFRD 

e first compare our cosmic SFRDs to the cosmic SFRD determined
y Novak et al. ( 2017 ), which is based on COSMOS2015 photometry
nd SED fits (Laigle et al. 2016 ; Delvecchio et al. 2017 ) and VLA-
OSMOS 3-GHz data. Our results for the SFRD generally lie abo v e

he Novak et al. ( 2017 ) at z < 1.2. This deviation is directly due
o our RLFs having a higher 
 towards and below the detection
hreshold in these redshift range compared to those from Novak
t al. ( 2017 ). As highlighted in Section 4.2, this is because we are
ble to better constrain the RLF using sources that lie below 5 σ in the
adio data. This also results in our uncertainties being much tighter
n this regime. 

At z < 1.6 our determination of the SFRD lies below that found
y Novak et al. ( 2017 ). This is due to the fact that our RLF lies
bo v e that of the RLF derived by Novak et al. ( 2017 ) due to the
easoning provided in Section 4.2. This suggests that even with the
eepest available radio continuum data o v er ∼de gree-scale fields,
ur ability to measure the knee and the faint-end slope of the RLF is
everely limited. This clearly demonstrates some of the advantages
f using BAYESTACK , where we are able to better constrain these key
arameters that describe the RLF to much higher redshift, and are
ore limited by the depth of the optical and NIR data. 
Our SFRDs also deviate from Novak et al. ( 2017 ) at z > 1.6 as

 result of our stellar-mass selection, along with the possibility of
issing SMGs in our sample. The impact of this is most apparent in
ig. 5 , where the discrepancy between the SF component(s) of our
Model C’ RLF(s) and that of the Novak et al. ( 2017 ) RLF increases
ith redshift. Ho we ver, although not sho wn in Fig. 6 , at z > 1.6 our

esults are in broad agreement with other radio-based estimates of the
osmic SFRD in the literature (e.g. Smol ̌ci ́c et al. 2009 ; Karim et al.
011 ; Ocran et al. 2020 ; Lesile et al. 2020 ). Thus, our results should
e considered as complementary to those that use radio selection
o measure the RLF. In our case, the incompleteness arises from
he stellar-mass selection only, but we are able to directly constrain
he faint-end slope to higher redshifts than the pure radio selection.

hereas completeness corrections for radio-selected samples are
equired for both the radio data (e.g. Eddington and Malmquist bias)
nd in terms of the ability to identify a host galaxy and measure a
NRAS 509, 4291–4307 (2022) 
edshift (which is less of a problem for fields with excellent ancillary
ata, such as COSMOS). 

.1.2 Comparison to other studies 

ext, we compare our cosmic SFRDs to the dust-obscured cosmic
FRD from Gruppioni et al. ( 2013 ). For this they use a total IR LF
ased on deep Herschel data, from the PACS Evolutionary Probe
PEP; Lutz et al. 2011 ) and the complementary Herschel Multi-
iered Extragalactic Surv e y (HerMES; Oliv er et al. 2012 ), out to z

4. We convert their L TIR density (where the L TIR is obtained from
n integral over the whole thermal IR spectrum) to the SFRD using
quation (14). In Fig. 6 , we also plot the IR-based cosmic SFRD
rom Koprowski et al. ( 2017 ), who used Herschel FIR flux densities
or their LFs, extracted at the positions of sub-mm sources identified
sing the James Clerk Maxwell Telescope’s SCUBA-2 Cosmology
e gac y Surv e y (S2CLS; Geach et al. 2017 ) and the ALMA (Dunlop
t al. 2017 ) in the COSMOS and UKIRT Infrared Deep Sky Survey
UKIDSS)-UltraDeep Surv e y (UDS) fields. Our results are in good
greement with Gruppioni et al. ( 2013 ) below z ∼ 1, but then deviate
t higher redshifts where the IR SFRD continues to increase (before
attening and then falling around z ∼ 3). It should be noted that there
re a lot of uncertainties in measuring L TIR from a few data points.
here are also k -correction effects, since, as one goes to higher

edshifts we mo v e a way from the peak of the thermal emission at
100 μm in the rest frame. At these high redshifts the L TIR becomes

ominated by hotter dust systems, which are more likely to have
GN contributions. This implies that converting from L TIR to SFRD

or these systems may lead to an o v erestimate of the cosmic SFRD.
he SFRD by Koprowski et al. ( 2017 ) is higher than both of our
FRD determinations at most redshifts, except around z ∼ 1 where
ur results o v erlap. We note that Gruppioni & Pozzi ( 2019 ) attributed
he discrepancies between the two IR SFRD functions (Gruppioni
t al. 2013 ; Koprowski et al. 2017 ) to selection bias, incompleteness
ffects, and the choice of SED in the SCUBA-selected data from
oprowski et al. ( 2017 ), which reinforces some of the issues we
ention abo v e. 
We also compare our results with the cosmic SFRD from Liu et al.

 2018 ), which is derived using a combination of the dust-obscured
nd unobscured cosmic SFRD measurements. Specifically, Liu et al.
 2018 ) determined their SFRD using superdeblended FIR to sub-
m Herschel photometry from confused galaxies in the northern
eld of the Great Observatories Origins Deep Surv e y (GOODS).
he FIR/sub-mm photometry is extracted based on fitting SEDs

o sources selected from deep Spitzer Space Telescope Multiband
maging Photometer (MIPS; Rieke et al. 2004 ) and 1.4-GHz VLA
Morrison et al. 2010 ; Owen 2018 ) data. The derived SFRD from Liu
t al. ( 2018 ) is in good agreement with our results up to z ∼ 3 with
inor deviations. They agree with our decline above z ∼ 1.6, this is
ost likely because their sample is also limited by stellar mass, due

o their optical/NIR selection. 
We also show the Madau & Dickinson ( 2014 ) cosmic SFRD,

hich is a fit to various cosmic SFRDs in the literature. Our results
re again slightly abo v e the Madau & Dickinson ( 2014 ) below z ∼ 1.
ur results further deviate at z > 1, which is certainly influenced by
ur stellar-mass selection. Ho we ver, it should also be noted that we
ave assumed the IRRC form that evolves negatively with increasing
edshift, meaning that for a given radio luminosity, the SFR would
e lower at high redshift than at low redshift. This could obviously
esult in a false decrease in the SFRD if the real IRRC did not
volve with redshift, which other studies have suggested, depending
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Figure 7. The contribution to the total rest-frame 1.4-GHz RLF from sources with different stellar masses in the COSMOS field. Low stellar mass (10 8.5 < 

M /M � < 10 10 ) is represented by the purple and orange shaded regions, corresponding to the 95 per cent confidence interval of the distribution of reconstructions 
of models in the posteriors. The contribution from sources with high stellar mass ( M > 10 10 M �) is represented by the 95 per cent region. The total RLFs based 
on Model C fit to each redshift bin are represented by the grey shading that corresponds to the 95 per cent region. The blue hexagons represent 1/ V max estimations 
for our detected sources. The vertical green dotted lines correspond to the detection threshold (5 σ ) computed using the median redshift for each redshift bin. 
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n how the galaxies have been selected (e.g. Moln ́ar et al. 2018 ). For
xample, one aspect of this is that G ̈urkan et al. ( 2018 ), Delvecchio
t al. ( 2021 ), and Smith et al. ( 2021 ) all find that the IRRC has
 dependence on the stellar mass of the galaxy, and this may be
esponsible for the observed evolution of the IRRC, as higher redshift
amples are inevitably dominated by more massive galaxies due to 
he nature of flux-limited samples. Ho we ver, mass is unlikely to be
he only extra parameter that needs to be considered when using the
RRC to convert a radio luminosity to SFR, with Smith et al. ( 2014 )
nd Read et al. ( 2018 ) showing that dust temperature, and how you
nclude sensible k -corrections for a range of dust temperatures at 
ifferent redshifts, can be crucial to measure the SFR. 
Furthermore, as we mo v e be yond z ∼ 1, inv erse Compton

cattering of the cosmic microwave background (CMB) photons 
ay reduce the level of radio emission from SFGs observed at a

i ven (relati vely high) frequency (e.g. Murphy 2009 ). All of these
ssues result in our understanding of any evolution in q TIR being
ncertain. 

.2 Contribution from different stellar mass populations 

s noted previously, the stellar-mass selection we have applied to 
ur sample (Section 2.1.3) means that we miss low stellar-mass ( M
 10 9 M �) sources at high redshift ( z � 1.5). 
To further investigate the effects of stellar mass on the total RLF

e divide our sources into low (10 8.5 ≤ M ≤ 10 10 M �) and high
 M > 10 10 M �) stellar-mass galaxies, shown in Fig. 7 for Models B
nd C. It should be noted that we are splitting at a stellar mass
f M = 10 10 M � due to the fact that our sample is complete
o M ∼ 10 10 M � in our highest redshift bin (Fig. 1 ). Galaxies
ith high stellar mass typically have high radio luminosities, as 

xpected, and host a large proportion of the detected radio sources.
MNRAS 509, 4291–4307 (2022) 
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Figure 8. Contribution from different stellar-mass populations to the cosmic star formation rate density (SFRD). The blue shading represents 95 per cent 
confidence region associated with the total cosmic SFRD from Model C fit to each redshift bin (individually). The orange and purple shading are the 95 per cent 
confidence region from sources with low stellar masses (10 8.5 ≤ M ≤ 10 10 M �) from Model C and Model B, respectively. The red shading is the 95 per cent 
confidence region from sources with high stellar masses ( M > 10 10 M �). The red dashed and purple dashed–dotted line are the high (10 10 ≤ M ≤ 10 12 M �) 
and low ( M < 10 10 M �) stellar mass contributions from Gruppioni et al. ( 2013 ). 
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he low stellar-mass galaxies typically have low radio luminosities
nd dominate the RLF below the 5 σ detection threshold, for z <
.5. Abo v e z > 1.5, the contribution from the low stellar-mass
ources decreases due to our stellar-mass completeness limit (see
ig. 1 ). It is clear that the bulk of the RLF that we are able to
easure at z > 0.4 is dominated by galaxies with stellar mass
 > 10 10 M �. 
In Fig. 8 , we show the contribution from the low (10 8.5 ≤ M /M � ≤

0 10 ) and high ( M > 10 10 M �) stellar-mass sources to the total cosmic
FRD. The RLF for low stellar-mass sources (orange and purple
hades in Fig. 7 ) shows that they are not the dominant population
ontributing to the SFRD at any redshift. Ho we ver, they are important
o include as they are crucial to determine the position of the knee
n the RLF ( L 

∗), where the bulk of the SFRD is concentrated, and
he steepness of the faint-end slope (with a steep slope resulting in a
igher contribution to the SFRD from these faint sources). The fact
hat they are missing in our sample at high redshifts, means that this
an affect our cosmic SFRD estimate. 

The contribution to the SFRD from low stellar-mass galaxies
ncreases with redshift up to z ∼ 1 (for Model B and z ∼ 1.5
or Model C) where it peaks and drops towards higher redshifts (due
o the NIR flux-density limit). The shape of the SFRD derived from
ust the low stellar-mass galaxies is similar to the total SFRD below
 ∼ 1. Ho we ver, it is the contribution from high stellar-mass galaxies
hat dominates the total SFRD at all redshifts, and hence has a shape
lmost identical to the total (with minor differences). 

We compare our results to the cosmic SFRDs from Gruppioni
t al. ( 2013 ), who divided their sources into three stellar mass
low, mid, and high) bins. Their low stellar mass contribution, M
 10 10 M �, shows larger error bars but are fully in agreement with

ur results. We compare our high stellar mass contribution with the
 n  

NRAS 509, 4291–4307 (2022) 
ombination of their mid (10 10 ≤ M /M � ≤ 10 11 ) and high stellar
ass (10 11 ≤ M /M � ≤ 10 12 ), which are largely in agreement below
 ∼ 2. Abo v e z ∼ 2 the Gruppioni et al. ( 2013 ) (high stellar mass)
ources result in a higher SFRD, with an increasing contribution
rom starburst galaxies and possibly AGN. This might imply that
e are missing these sources in our stellar-mass selection, or it

s possible that they instead contribute to the total RLF through
he high-luminosity part that we do not use to determine the
FRD. 

 C O N C L U S I O N S  

n this paper, we measure the RLF down to very low radio luminosi-
ies and obtain a measurement of the cosmic SFRD from our stellar-

ass-limited sample. Using BAYESTACK we probe the stellar-mass-
elected RLF orders of magnitude below the nominal 5 σ detection
hreshold by fitting parametric models to the RLF for both SFGs (low-
uminosity radio sources) and AGN (high-luminosity radio sources).
he reconstructed RLFs follow the 1/ V max points very well above

he detection limit. Ho we ver, we find that our fitted models for the
LF lie abo v e the No vak et al. ( 2018 ) e xtrapolated PLE around and
elow the detection threshold, up to z ∼ 1.6. This is most likely
ue to the fact that we are able to directly measure the RLF at these
ow luminosities with our stacking technique, whereas their model
s based on detected radio sources only, which means that their RLF
elow the break is based on an extrapolation using very limited data.
We see that in our best-fitting model (Model B – the unconstrained
odel), the faint-end slope of our SFG RLF falls-of f to wards lo w

adio luminosities (below the detection threshold), particularly at the
igher redshifts ( z > 1.5). Ho we ver, this fall-of f is most probably
ot an underlying feature of the RLF of SFGs but instead the result
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f a lack of fainter radio sources in our parent stellar-mass-selected
ample. This is due to the known relation between stellar mass and
FRs (e.g. Daddi et al. 2007 ; Noeske et al. 2007 ; Johnston et al. 2015 ),
here our stellar-mass-selected sample imposes a natural limit on 

he level of SF in galaxies we are able to probe. As our stellar-mass
imit increases with redshift, due to the flux limit of the optical/NIR
ata, this means we do not probe as deeply the radio-faint SFGs in
ur sample. 
We try to address this effect from the stellar-mass limit by fixing

he shape of the RLF to that of the local RLF and allow it to evolve
ith redshift, since the local sample should not be affected by this

tellar-mass limit. In order to use this local RLF shape, we start by
btaining the RLF in each individual redshift bin, by fitting for the
nee in both the SFG and AGN RLFs. We next use a PLE fit (with
wo luminosity evolution terms) to fit the RLF with the prescribed 
unctional form o v er all the redshift bins. We find that the best-fitting
LE model gives L AGN ∝ (1 + z) 2.03 ± 0.15 − (0.35 ± 0.08) z and L SFG ∝ (1
 z) 4.57 ± 0.04 − (1.19 ± 0.02) z . As expected, this model does not fit the 

ata as well since it does not take into account the drop at low radio
uminosities due to the possible stellar-mass cut-off discussed abo v e. 
o we v er, this is e xactly what we want to a v oid the spurious effect
f such mass limitation. The evolution strength is similar to that of
ovak et al. ( 2017 ) up to z ∼ 1.6. Ho we v er, be yond z ∼ 2, the Novak

t al. ( 2017 ) RLF continues to evolve, whereas we find that the RLF
oes not evolve as strongly. The lack of strong evolution coincides 
ith the decrease of low stellar-mass sources in our stellar-mass- 

imited sample at these redshifts. This results in the position of the
nee in the RLF moving to lower luminosities for the SFG population,
t z > 2.5. Another plausible reason our results deviate from Novak
t al. ( 2017 ) is that we are missing heavily obscured SFRs from our
tellar-mass-selected sample that still emit a significant amount of 
adio emission due to ongoing SF. 

We then use our RLF models (the ‘free’ one and the ‘fixed shape’
ne) to determine the radio-derived SFRD by numerically integrating 
he product of the 1.4 GHz RLF of SFGs and the SFR associated
ith the 1.4 GHz luminosity based on the IRRC. For both models,
e found that our SFRD is consistent with the established behaviour 
sing FIR data at z < 1, where it increases strongly with redshift
e.g. Gruppioni et al. 2013 ; Madau & Dickinson 2014 ; Koprowski
t al. 2017 ). Ho we v er, it lies abo v e the previous determination from
ovak et al. ( 2017 ) based on the same radio data set but using only
irect detections. This is because using only those galaxies abo v e the
ominal detection threshold precludes a robust determination of the 
osition of the break and the steepness of the faint-end slope in the
LF, even at z < 1.5. Whereas, our study is only limited by the depth
f the optical and NIR data, thereby providing complementary and 
ore complete information at and below the knee in the RLF at z <

.5. This suggests that assuming a fixed functional form and fitting 
 v er all redshifts leads to an underprediction in the SFRD, due to
he fact that the position of the knee in the RLF cannot be accurately
etermined at these higher redshifts. 
We investigate the effects of stellar mass on the total RLF by

plitting our sample into low (10 8.5 ≤ M /M � ≤ 10 10 ) and high ( M
 10 10 M �) stellar mass. We find that the low stellar-mass sources

ominate the faint end of the RLF and the high stellar-mass sources
re generally associated with the radio-detected sources, as expected 
iven the relationship between stellar mass and SFR. We find that the
FRD is dominated by sources with high stellar masses ( > 10 10 M �)
t all redshifts. 

Clearly, there is much more work to be done to understand the
volution of the SFRD, with various wavelengths suffering from 

ifferent selection effects. Here, we have used a new method to 
etermine the evolution of the RLF based on the radio emission
rom a stellar-mass-selected sample in the COSMOS field. We have 
hown that it is complementary to those studies that are based purely
n radio selection, particular at z < 1.5 where the depth of the optical
nd NIR data ensure more robust constraints on the faint-end slope
f the RLF. As such, future works could unite the two methods and
rovide a much more complete view of the complete RLF and the
volution of the SFRD to high redshifts. 

Extending this study to other radio frequency would also be 
eneficial in o v ercoming some of the issues of using radio data
o determine the SFRD at high redshifts. For example, the level of
nverse Compton scattering of CMB photons and the contribution 
rom free–free emission from H II regions will impact on the higher
requency emission more than at low frequenc y. This ob viously is
ore of an issue at high redshifts, where the rest-frame frequency is
 9 GHz for sources at z > 2 in the 3 GHz data we use here. Thus,

ndertaking a similar study as we have done here over the deep
elds observed by the LOw-Frequency ARray (LOFAR; Tasse et al. 
021 ; Sabater et al. 2021 ) at an observ ed frequenc y of 150 MHz, and
he MeerKAT International GHz Tiered Extragalactic Exploration 
MIGHTEE; Jarvis et al. 2018 ; Heywood et al. 2021 ) surv e y at
requencies co v ering 544–1088 MHz, 856–1712 MHz, and 1750–
500 MHz, will provide crucial information necessary to advance 
ur understanding of the cosmic SFRD further. 
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Supplementary data are available at MNRAS online. 

Figure S1 . The triangle plot of Model C pure luminosity evolution 
to all the redshift bins. 
Figure S2 . The triangle plots for model B fit to the individual redshift 
bins. 
Figure S3 . The triangle plots for model C fit to the individual redshift 
bins. 

Table S1 . The MAP posterior parameters of Models A, B, and C for 
the NIR-selected RLF, in each of the redshift bins and their σ . The 
units of the parameters are as shown in Table 2 . 
Table S2 . The MAP posterior parameters of the low (using Model B 

and Model C) and high (using Model B) stellar mass contribution to 
NIR-selected RLF, in each of the redshift bins and their σ . The units 
of the parameters are as shown in Table 2 . 
Please note: Oxford University Press is not responsible for the content 
or functionality of any supporting materials supplied by the authors. 
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