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Abstract

The use of phased arrays have become prevalent in radar systems for military

and weather applications due to their planar configuration and ability of electronic

steering. However, mutual coupling between surrounding antenna elements causes

degradation in performance at wide scan angles and broad bandwidth. This mutual

coupling creates impedance mismatches at the element-level. A matching network

can be used to correct this, but broadband matching networks that consider scan

angle have not been explored.

This work introduces a novel optimization method for designing matching net-

works. This method seeks to improve performance for wide-scanning broadband

phased arrays, especially NASA’s Ecological Synthetic Aperture Radar (EcoSAR).

The fabricated static matching network achieves a 78% reduction in the optimizer

objective function and provides a 10 dB match for the majority of the scanning

range of -40° to 40° at a fractional bandwidth of 28.7%. This method is also used

to design a tunable matching network that achieves a measured 99.95% reduction

in the optimizer objective function and provides a 15 dB match across frequency

and scanning range for the EcoSAR array using frequency bins. This novel design

method shows great promise for improving performance for future wide-scanning

broadband phased array systems.
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Chapter 1

Introduction

1.1 Motivation

Radar systems are vital for both the defense and meteorology sectors and have

seen vast improvements over the past decades. One such improvement is the phased

array radar, which allows for electronic beam-steering and a planar antenna geom-

etry. These advantages allow them to be easily outfitted on any vehicle and do not

consume as much space as conventional radar systems. While providing many ben-

efits, the phased array suffers degraded performance when scanning off-broadside.

This limitation hinders a wide scanning range for many systems and arises from the

mutual coupling of surrounding antenna elements causing changes in the electro-

magnetic fields of each element [1], [2]. These changes correlate to an impedance

mismatch, which does not allow for maximum power transfer from the antenna to

the radar electronics. To correct impedance mismatches, a matching network is re-

quired. The impedance mismatch resulting from the increasing scan angle of the

phased array varies tremendously. Impedance matching to a single impedance is

simple, but designing a network to match to a range of impedances adds great com-

plexity.
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Figure 1.1: Visualization of the EcoSAR system characterizing the terrain of
different environments, from [3]

NASA’s Ecological Synthetic Aperture Radar (EcoSAR), depicted in Fig. 1.1,

is an instrument being developed by NASA to take various measurements of an

ecosystem to characterize them and monitor disturbances. The system is capable

of measuring canopy height, woody biomass, ice sheet thickness, and permafrost

depth, as well as mapping forest and polar ecosystems [3]–[6]. These measurements

are important in determining an ecosystem’s health as impacted by climate change

or deforestation and evaluating other environmental processes. The EcoSAR uses

two wide-band antenna arrays operating at a center frequency of 435 MHz with

125 MHz bandwidth. As it uses a phased array configuration, the EcoSAR array

suffers from impedance mismatches resulting from scanning off-broadside, as dis-

cussed earlier. Fig. 1.2 shows the variation in the performance of the first antenna

element of the array. Each trace of the plot represents the return loss of the element

2



at each scan angle from -40° to 40°, resulting in 81 traces. This element experi-

enced the worst performance as it can be seen that the return loss in the passband

goes lower than 5 dB at certain scan angles and frequencies. This limits the usable

scanning range. To increase the performance of the antennas, a matching network

can be added, such as in Fig. 1.3.

Figure 1.2: Performance variation of a single element within the EcoSAR array,
each trace represents a scan angle, data courtesy of NASA Goddard

Figure 1.3: Impedance matching of an antenna to a source, adapted from [7]

3



1.2 Tunable Matching Networks

The concept of tunable filters and matching networks is not new. They can be

found in many applications including filter banks in mobile phones. Many research

groups have looked into tunable matching networks [8]–[12]. One paper presented

a tunable matching network to match the input and output impedance of an RF

power amplifier [8]. The tunable configuration used four switches to strategically

connect various capacitors and a varactor for additional fine-tuning, seen in Fig. 1.4.

This provides high tunability for impedance matching between the 16 switch states

and the varactor’s tuning range.

Figure 1.4: Tunable matching network for RF power amplifier, from [8]

Another tunable matching network can be seen in a proceeding from a research

group at Baylor University [9]. Instead of switching between discrete capacitors,

switching is done between radial stubs of varying sizes, seen in Fig. 1.5. This lends

itself towards high-frequency designs, as lumped components may self-resonate

well before the operating frequency of higher frequency systems. This design oper-

ates at 3.55 GHz and uses six switches and thus has 64 switch states, an impressive

4



range of tunability. A distributed network design can be more easily fabricated and

suffer less from tolerances associated with fabrication as a lumped element design.

Figure 1.5: Reconfigurable matching network for phased array, from [9]

The previous two designs used switches to select between several impedances

for matching. Fig. 1.6 shows a matching network that uses three varactors and an

inductor to tune to a wide range of impedances for a 1.3 GHz system [10]. This

design allows for much finer tuning as varactors allow for continuous tuning, rather

than digital tuning from switches. Instead of having a finite number of switch states,

the varactor network has an almost infinite number of tuning states.

Figure 1.6: Tunable-varactor matching network, adapted from [10]

5



1.3 Research Objectives

Tunable matching networks for phased array systems have been explored, how-

ever, using a static matching network to optimally impedance match the a range of

impedances associated with the scan angles of a phased array has not, to the author’s

knowledge. Thus, a novel design method for designing a static matching network

is presented. This design method is then extended to a tunable varactor network to

optimally tune a phased array system and achieve better performance over the static

network. Through implementing optimization algorithms, a broadband matching

network can be designed to improve wide-scanning phased array systems.

1.4 Thesis Outline

Chapter 2 reviews the theory of matching networks. The need for matching

networks, followed by considerations for impedance matching, is discussed. The

limitations of matching networks and their filtering properties are considered.

Chapter 3 provides an introduction to optimization. It explores the necessity of

mathematical programming for complex problems and how these problems are set

up for computer algorithms to solve. The incorporation of optimization functions

in popular RF circuit and structure simulators is reviewed.

Chapter 4 applies the ideas presented in the previous two chapters toward a

novel design process for a static matching network using optimization. A step-

by-step method is outlined for designing a matching network for NASA’s EcoSAR

array. The designed static network is simulated and fabricated to verify the overall

design process.

6



Chapter 5 extends the design method of the previous chapter to a tunable match-

ing network configuration. The tunable method is outlined in a similar fashion. A

simulated and fabricated network is presented to verify the design process.

Chapter 6 concludes this thesis by providing a summary of the research pre-

sented in this work. It then discusses possible future routes to continue this work.

7



Chapter 2

Theory of Matching Networks

2.1 Introduction

Impedance matching is a concept ubiquitous in the field of microwave engineer-

ing. For AC circuits operating in the kilohertz range, impedance matching is not

often discussed, since losses at these frequencies are less exaggerated than those

at RF. As the operating frequencies of systems increase to attain larger bandwidths

and faster clock speeds, the assumptions made in conventional circuit theory, which

lead to simplified circuit models, degrade critically. The use of Maxwell’s equations

to evaluate RF circuits becomes necessary and losses arising from the non-idealities

of realizable components must be considered. Many applications at higher frequen-

cies handle small signals, such as is the case for receivers, thus the utmost care must

be taken to minimize losses [13]. The practice of impedance matching is used to

maximize power transfer and prevent further losses. While impedance matching to

a single load has been well defined in many texts [13]–[15], matching to several

loads with a single circuit is a newer concept. In this text, optimization algorithms

are introduced into the design process to tackle this problem. Before delving into

the inner workings of optimization, the theory surrounding matching networks will

be explored.
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2.2 Impedance Mismatches

Before considering impedance mismatches, it is prudent to introduce the con-

cept of the reflection coefficient, as it will be used as a metric for performance

throughout this text. The reflection coefficient (Γ) describes the ratio of voltages of

an incident wave (V +
o ) and its reflection (V −

o ). In the ideal case of power transfer,

there will be no reflection and Γ will be equal to zero. However, when an impedance

mismatch is introduced, a reflection is created and Γ takes on a value between zero

and one, in a passive circuit, seen in Fig. 2.1. The reflection coefficient is mathe-

matically defined as

Γ =
V −
o

V +
o

=
ZL − Z0

ZL + Z0

, (2.1)

where ZL represents the load impedance and Z0 represents the source impedance.

As can be seen from (2.1), reflection is at a minimum when the source and load

impedances are equal. The further away these values become, the large the ampli-

tude of the reflected voltage wave becomes.

Impedance mismatches in a system are unavoidable. Reactive components are

intentionally used for many applications, for example, RF chokes and bypass ca-

Figure 2.1: Impedance Mismatch and Reflection, adapted from [14]
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pacitors are used commonly in biasing networks to separate RF and DC signals.

At RF frequencies, reactive elements can arise unintentionally, as well; the leads

of a component package exhibit an inherently inductive quality. The presence of

reactive and resistive elements throughout a system causes impedance mismatches

and requires correction by the use of matching networks.

2.3 Impedance Matching

The best way to visualize impedances and reflection coefficients is on the Smith

chart, depicted in Fig. 2.2. The center of the chart corresponds to the system

impedance, usually 50 Ω. There are constant resistance and reactance circles through-

out the chart. For impedance matching, these are quite useful; for example, when

Figure 2.2: The Smith Chart, from [16]

10



adding a series reactive component, say an inductor, the impedance will travel

clockwise along the constant resistance circle. In this way, it is easy to see how

a certain impedance can be manipulated by adding circuit elements. On the chart,

Γ is determined by how far away an impedance is from the center of the chart. The

center of the chart corresponds to a Γ of 0 and the edge of the chart corresponds to

a Γ of 1.

For example, Fig. 2.3(a) shows a matching network circuit that matches a load

impedance of 75−j150 Ω to 50 Ω at 1 GHz. Fig. 2.3(b) shows the matching path on

the Smith chart. From the load, the shunt inductor travels along a constant conduc-

tance circle to Z1 of 50.0168 + j127.4936 Ω and the series capacitor travels along

a constant resistance circle to 50 Ω. Fig. 2.3(c) shows the bandwidth of the match,

about 200 MHz of 10 dB match. Note that S11 corresponds to Γ on the logarithmic

scale. The circuit in this example uses an L-network, however there exist different

topologies of matching networks with each having its own characteristics.

11



(a) L-Topology Circuit

(b) Matching Path on Smith Chart

(c) Impedance Match over Frequency

Figure 2.3: Matching Network Example

12



2.4 Topologies of Matching Networks

There are many circuit topologies of matching networks and reasons to use one

over another. The three topologies that will be discussed are:

1. L-network

2. Π-network

3. T-network

The simplest topology is the L-network, found in Fig. 2.4(a)-(b), which was

used in the example of the previous section. Analytical solutions for the required

impedance and admittance of this network can be found in [14]. While the L-

network uses the least number of components, the downside is that the quality-

factor (Q) cannot be set by the designer, since the two components do not provide

enough degrees of freedom [15].

The Π- and T-networks, found in Fig. 2.4(c)-(d), can be thought of as a cascade

of two L-networks, where the middle two elements are combined either in series or

parallel, respectively. Why do this in the first place if we can match with just an

L-network? Dr. Thomas Lee answers,

“Now, it may feel suspiciously like a government-works project to use

one L-section to go down [the Smith chart] and then another to go back

up. However, we have gained an important additional degree of free-

dom... this allows us to achieve much higher Q than is generally avail-

able from an L-match [15].”

This is an important property of using a network with more than two components;

a higher quality match can be attained, however at the expense of bandwidth.

13



(a) L-network for zL inside 50+jx circle

(b) L-network for zL outside 1+jx circle

(c) Π-network

(d) T-network

Figure 2.4: Lumped Element Matching Network Topologies, adapted from [14]

14



Only networks composed of up to three components are shown in this chapter, but

more components can always be used. For matching to a single impedance, this is

unnecessary, but for complex matching, higher-order networks will later show to

provide better performance, albeit with diminishing returns [17].

While the topologies in Fig. 2.4 only include generic impedances and admit-

tances, they can be implemented in any number of ways. When using lumped com-

ponents, inductors and capacitors can be populated in any position of the network.

This has filtering implications which will be discussed later. Additionally, at higher

frequencies, the values required to use lumped components become non-realizable

while wavelengths become practical lengths, thus, using distributed components,

such as stubs and lines, become common practice.

2.5 Bode-Fano Limit

It must be stated that there is a limit to the quality of an impedance match over

a given bandwidth. Hendrik Bode first explored the limitation of a match for an RC

load in his text Network Analysis and Feedback Amplifier Design [18]. He derived

that limitation to be ∫ ω2

ω1

ln
∣∣∣∣ 1Γ

∣∣∣∣dω ≤ π

RC
. (2.2)

Given the case that Γ is at a constant Γmax value in the given bandwidth and

unity outside then (2.2) simplifies to

ln
∣∣∣∣ 1

Γmax

∣∣∣∣ ≤ π

(ω2 − ω1)RC
. (2.3)

This relationship shows that the quality of the match depends on the bandwidth

and the particular resistance and capacitor values being matched, but only for an

15



Figure 2.5: Illustrated Relationship Between Bandwidth and Quality of Impedance
Match, from [17]

RC load. Robert Fano took Bode’s work a step further and showed this relationship

to be true for any arbitrary impedance [19]. The relationship between bandwidth

and the quality of impedance match is highlighted in Fig. 2.5. Fano also outlined a

method for designing a broadband matching network in [19]. However, this method

requires that the load be characterized as a finite number of linear passive elements

and becomes mathematically complex as the number of elements increases.

There has been research in recent years focused on breaking the Bode-Fano

limit. These efforts center around using non-Foster elements, circuits that realize

negative capacitance or inductance values, which do not adhere to Foster’s reac-

tance theorem [20], [21]. This allows for broadband matching by canceling out

the reactive components of the load, rather than creating a resonance which is of-

ten narrow-band, illustrated in Fig. 2.6. While this method has its merits, there

are serious drawbacks, depending on the application. Non-Foster circuits require

transistors to implement which “results in very sensitive stability issues, ... gen-

erate noise which can degrade performance in certain small signal applications, ...

and also have nonlinearity issues, which become evident in high power applica-

tions” [21]. This makes them less appealing for use in high-power radar applica-
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tions. Thus, non-Foster matching will not be explored in this research as the end

goal is a matching network for use in a radar system.

Figure 2.6: Non-Foster Impedance Matching, from [20]

2.6 Filters and Matching Networks

When designing matching networks, the decision between choosing an inductor

or capacitor can be an important one. Oftentimes, matching networks will serve

dual purposes. Intrinsically, inductors and capacitors exhibit filtering qualities. This

can be used to the advantage of the designer. Impedance matching to the input and

output of an RF amplifier requires caution as the amplifier requires both RF and

DC signals to operate. The matching network can be used to keep the RF and DC

signals separate, but it must not filter out the RF signal from the input and outputs

of the amplifier. Thus, RF designers must be careful when selecting the topology

of the matching network.
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2.7 Summary

Matching networks are required in RF systems to prevent impedance mismatches

that may cause significant losses. Impedance matching on the Smith chart provides

a convenient way of visualizing an impedance and its associated reflection. Dif-

ferent configurations of matching networks allow for different quality-factors and

filtering properties. The Bode-Fano limit defines the trade-off between the quality

and bandwidth of an impedance match. With the theory of matching networks re-

viewed, the basics of optimization will next be discussed with the intention of later

applying it to the design of a matching network.
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Chapter 3

Introduction to Optimization

Later chapters will introduce a method for designing matching networks that

revolves around the use of optimization to determine circuit values. To better un-

derstand the process, a brief introduction to optimization is provided in this chapter.

The history of optimization is discussed. Linear problems are considered, followed

by nonlinear problems – the nature of the matching network problem. A discussion

of optimizers used in electromagnetic and circuit solvers then follows.

3.1 History of Optimization

Finding a minimum to a function is rudimentary by today’s standards, however,

this was one of the first steps made in the field of optimization several centuries ago.

In the 17th century, Pierre de Fermat proposed finding the local minimum or max-

imum of a function by setting the derivative of the function to zero [22]. However,

finding the minimum of a constrained multi-variable problem is more involved and

required the introduction of linear programming to solve. In 1947, George Dantzig

released his book, Linear Programming, which paved the way for mathematical

programming [23]. In his text, Dantzig outlined the simplex method, the most

common linear programming algorithm today. According to Dantzig, computer
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technology was partially pursued by the Pentagon to implement his linear program.

Linear programming proved to be a powerful tool in optimization, but many of the

world’s problems are not of a linear nature.

Nonlinear programming was the natural next step in mathematical program-

ming. It first appeared in a paper by H.W. Kuhn and A.W. Tucker, that built upon

the work of William Karush [24]. This paper introduced the Karush-Kuhn-Tucker

conditions that allowed for inequality constraints, in addition to the equality con-

straints of linear programming. From there, according to the History of Optimiza-

tion, G. Zoutendijk, J.B. Rosen, P. Wolfe, M.J.D. Powell, and others defined further

algorithms for nonlinear programming [25]. These algorithms are the foundation

of nonlinear programming as it is today. With the history of optimization explored,

an overview of linear and nonlinear programming follows.

3.2 Linear Programming

Linear algebra provides a framework to solve linear problems. Systems of lin-

ear equations are best solved using matrices and performing various operations on

that matrix to arrive at a solution [26]. Adding constraints to linear problems adds

complexity which can make the problem difficult to solve by hand. Thus, linear pro-

gramming is used to solve complex linear problems. A linear problem is defined by

any objective function, f(x), linear inequality constraints, A and b, linear equality

constraints, Aeq and beq, and lower and upper variable bounds, lb and ub [27].
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The problem takes the form

min
x

f(x) such that


A · x ≤ b

Aeq · x = beq

lb ≤ x ≤ ub .

With this framework defined, the program then uses an algorithm, such as the sim-

plex method, to determine the optimal solution to the linear problem, if one is fea-

sible.

3.3 Nonlinear Programming

Nonlinear problems are defined in a similar way as linear problems, with the ex-

ception that the objective function takes a nonlinear form and the problem may have

nonlinear constraints in addition to linear constraints. However, while it is clear

whether a linear problem has an optimal solution, it is not for nonlinear problems.

A nonlinear program may optimize the solution until it meets a certain stopping

criterion. The algorithms used between linear and nonlinear programs may also

differ. As stated before, one of the most common linear algorithms is the simplex

method, which is an iterative process that improves the solution for a finite num-

ber of iterations [28]. The most common nonlinear algorithm is the interior point

method, outlined in [29]. This method does not require a gradient to be provided,

unlike other algorithms, making it less complicated to implement.
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3.4 Optimization in Simulators

Optimization can be a useful tool for RF design. It can aid a designer in increas-

ing performance of a circuit or structure to meet specific requirements. Keysights’s

Advanced Design System (ADS) is a software program that simulates high fre-

quency circuits and has optimization capabilities. It has a dozen built-in optimizers

from which to choose [30]. Ansys’ High Frequency Structure Simulator (HFSS)

is a popular electromagnetic full-wave simulator that allows for optimization to be

integrated into a simulation [31]. Both of these simulators allow the user to define

multiple, custom objective functions which would require nonlinear programming.

The incorporation of optimization in at least two popular RF design programs shows

optimization can be an important part of the design process.

Figure 3.1: The optimization cockpit within Keysight’s ADS program, from [30]

22



3.5 Summary

Optimization is a powerful tool for solving the complicated problems of today.

It has its roots several centuries ago and has since proliferated with the advent of

computers. Linear programming was the first step in using computers to solve

problems. Nonlinear programming soon followed, allowing for the solving of more

constrained and complex problem structures. Optimization has been incorporated

into many popular RF design programs as a way to fine-tune designs to meet certain

specifications. In the next chapter, it will be applied to the design process of a

matching network for phased array systems.
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Chapter 4

Static Matching Network

4.1 Introduction

With ample background of matching networks from Chapter 2 and optimization

from Chapter 3, these concepts will now be applied to the generation of a static

matching network. This network is designed to correct impedance mismatches re-

sulting from the mutual coupling of phased arrays scanning off broadside. In this

chapter, a prototype matching network is designed. The performance of this net-

work is assessed and tuned to create a single optimal network that improves per-

formance for all scan angles. This is achieved by importing a data file containing

the S-parameters of a phased array antenna element for each frequency in the band

of operation and each scan angle and optimizing a matching network using this

data. The proposed approach is outlined in Fig. 4.1. The model is implemented in

MATLAB, the resulting network simulated in Keysight’s Advanced Design System

(ADS), and then fabricated to verify the entire process.
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Figure 4.1: Proposed approach to generate optimized static matching network

4.2 Design of Static Network

For high-frequency applications, it is important to consider the filtering prop-

erties of any circuit. In the case of a matching network, it should not impede the

frequency of operation. Thus, a filter prototype will be used for the initial iteration

of the matching network circuit. A bandpass or bandstop filter utilizes more compo-

nents, per filter order, providing more degrees of freedom for impedance matching.

A bandpass filter is selected, as no DC signals will propagate through the network

and the operating frequency band can be included in the passband of the filter, mak-

ing it suitable for a radar system. The topology of this network is shown in Fig. 4.2.

The order of the filter is set by the user. A Butterworth prototype filter is recom-

mended as the optimizer converges faster for a Butterworth filter over a Chebyshev.
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Figure 4.2: Bandpass filter prototype

The initial component values of the network can be calculated, from [14], as

For odd components: Ln =
gnZ0

ω0∆
(4.1)

Cn =
∆

ω0gnZ0

(4.2)

For even components: Ln =
∆Z0

ω0gn
(4.3)

Cn =
gn

ω0∆Z0

, (4.4)

where gn is found in Table 8.5 of [14], ∆ = ω2−ω1

ω0
, ω0 is the center frequency, ω1

is the lower cutoff frequency, ω2 is the upper cutoff frequency, and Z0 is the system

impedance.

4.3 Optimization Model

In this section, the optimization model for the static matching network will be

described in detail. The decision variables, objective function, model constraints,

and parameters for this problem follow. With the entire model outlined, it can be

readily implemented using any programming language.
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4.3.1 Decision Variables and Objective Function

The optimization of this matching network can be set up as a nonlinear pro-

gramming problem [28]. The network is composed of an N number of inductors

and capacitors, labeled by n = 1, . . . , N. The inductors and capacitors make up a

set that will be denoted as L and C, respectively. The decision variables are Λn,

corresponding to the inductance of inductor n in L, and ςn, corresponding to the

capacitance of capacitor n in C. The frequency range of interest has K number of

frequencies, indexed by F = 1, . . . , K, where each index of F has a corresponding

frequency. The user imports M number of data files corresponding to each scan

angle, indexed by D = 1, . . . , M . The filter response of the matching network is

cascaded with the return loss from the imported data, resulting in the overall return

loss of the system, |ΓDF |, which is unique for each frequency index, F , and data

index, D. The user sets a targeted return loss, G. Note that both |ΓDF | and G

are expressed in dB. The objective of the optimizer is to minimize the mean differ-

ence squared between G and |ΓDF | for every |ΓDF | < G. This is mathematically

expressed as

minimize :

M∑
D=1

K∑
F=1

(|ΓDF | −G)2

KM
, (4.5)

for every |ΓDF | < G.

27



4.3.2 Model Constraints and Parameters

Not every arbitrary value of inductance and capacitance is realizable. As such,

the model must have the following constraints:

Λmin ≤ Λn ≤ Λmax (4.6)

ςmin ≤ ςn ≤ ςmax (4.7)

where Λmin, Λmax, ςmin, and ςmax are set by the user.

The optimization program includes many parameters discussed throughout the

course of this chapter. Table 4.1 lists each parameter and its associated value used

in the program.

Table 4.1: Static Program Parameters

Parameter Value
fc 435 MHz

BW for filter 200 MHz
BW of interest 125 MHz

G 10 dB
Λmin 1.65 nH
Λmax 47 nH
ςmin 1 pF
ςmax 40 pF

4.4 Implementation in MATLAB

MATLAB was selected as the program of choice because it contains native func-

tionality for both RF circuits and optimization. The Optimization and Global Op-

timization Toolboxes provide access to many optimizers and algorithms. For non-

linear programming, 'fminsearch' is an appropriate function to minimize an uncon-
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strained multi-variable objective function. However, to specify certain constraints,

'fmincon' is used. Additionally, to optimize between specified values, the 'genetic

algorithm' can be used. These two optimizers and their applications to the design

of matching networks will be discussed in this section.

4.4.1 'Fmincon' optimizer

The optimization model outlined in Sec. 4.3 can be implemented using 'fmin-

con' quite readily. From [32], the 'fmincon' function is set up to

min
x

f(x) such that



c(x) ≤ 0

ceq(x) = 0

A · x ≤ b

Aeq · x = beq

lb ≤ x ≤ ub .

Let f(x) be the objective function from (4.5). c(x) and ceq(x) are non-linear con-

straints that will not be used. A, Aeq, b, and beq are linear constraints that will,

likewise, not be used. lb and ub define the bounds of the variables which will take

the min and max values of Λ and ς from Table 4.1. In the options of 'fmincon', the

step tolerance is set to be 1× 10−3 so that the optimizer will not concern itself with

optimizing to an excessive number of decimal places. With this setup, the matching

network design is ready to be optimized.
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4.4.2 'Genetic algorithm' optimizer

There is a drawback to using 'fmincon'; there is no guarantee that the inductance

and capacitance values that the solver converges to are realizable. To guarantee that,

the 'genetic algorithm' must be used. This function provides the option to require

decision variables to take only integer values. A matrix of realizable values can be

specified, and then, the optimizer can optimize the indices of this matrix.

The 'genetic algorithm' operates by creating mutations from an initial popula-

tion to find a global minimum of the objective function [33]. To speed up conver-

gence, an initial population can be set by the user. The values determined from

the 'fmincon' function are interpolated to the nearest values defined in the matrix of

realizable values. Populations are then created from values above and below those

of the solution founded by 'fmincon'. The result from the genetic algorithm is an

optimized matching network with values that the user has readily available.

4.5 Application to EcoSAR

To demonstrate the impact of the design method, a matching network is de-

signed and simulated using data from NASA’s Ecological Synthetic Aperture Radar

(EcoSAR) [3], [4]. Fig. 4.3 shows a graphical representation of an array of match-

ing networks for each active element in the 10 × 2 EcoSAR antenna array, where

eight of the columns will be connected to a matching network for both the hori-

zontal and vertical polarizations, resulting in sixteen matching networks. A good

impedance match is desired for a bandwidth of 125 MHz and a scanning range of

-40° to 40°.
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Figure 4.3: Incorporation of a matching network array for the EcoSAR system

4.5.1 Simulated Network

A matching network was designed and simulated to improve the performance of

an antenna element from the EcoSAR. Looking at the data from one such element,

Fig. 4.4(a) shows that the return loss at the edges of the scanning range gets lower

than 5 dB. This is unacceptable for most radar applications, if those scan angles

wish to be used. The optimizer program evaluates an average objective function

value from (4.5) of 1.4282 for the initial EcoSAR data, displayed in Fig. 4.4(b).

A matching network that achieves 10 dB across all scan angles and 125 MHz of

bandwidth is desired. Table 4.2 shows the values calculated at every stage of the

program. The values from this table correspond to those of the third-order filter

shown in Fig. 4.2. The second solver uses inductor values from Coilcraft’s air-core

series, while the capacitor values are from a range of 0.1 pF to 40 pF at 0.1 pF incre-

ments. Table 4.3 shows the average objective function as a function of filter order,

illustrating diminishing returns past a third-order. Interestingly, the fourth-order

does not perform better than the third-order. This could be because the optimizer

reaches a local minimum that does not correspond to the global minimum.
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(a)

(b)

Figure 4.4: Performance evaluation of EcoSAR data (a) S11 (b) optimizer
objective function evaluation
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Table 4.2: Simulated Component Values

Values Prototype 'Fmincon' 'Genetic'
Λ1 (nH) 39.789 35.138 36.0
Λ2 (nH) 4.440 6.219 6.0
Λ3 (nH) 39.789 2.136 1.65
ς1 (pF) 3.552 3.799 3.7
ς2 (pF) 31.831 20.679 21.4
ς3 (pF) 3.552 14.741 15.2

Table 4.3: Effect of Filter Order on Performance

Filter Order Average Objective
(N) Function Value
1 1.0434
2 0.4823
3 0.3407
4 0.3727
5 0.2953
6 0.2657
7 0.2593

The matching network computed by the program was cascaded with the EcoSAR

array data. Fig 4.5(a) shows the performance of this network. Return loss is much

improved, with a 10 dB match being achieved for a majority of frequencies. With

the simulated network, the average objective function value drops to 0.34029, seen

in Fig. 4.5(b), a 76.1% decrease from the initial EcoSAR data. This is a great

improvement; however, the objective function could not reach zero. This is not

a result of the optimizer being unable to generate the most effective matching net-

work, but rather shows the limitations of impedance matching due to the Bode-Fano

limit [19], discussed in Sec. 2.5. Additionally, the load across frequency and scan

angle varies drastically, and therefore a static matching network will inherently be

limited in performance. Regardless of this inherent limitation, the optimized match-

ing network shows great improvement compared to the original EcoSAR data.
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(a)

(b)

Figure 4.5: Performance evaluation of simulated network (a) S11 (b) optimizer
objective function evaluation
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4.5.2 Fabricated Network

The network from the previous subsection was fabricated on Rogers 4350

(ϵr = 3.48, tan(δ) = 0.0031) with 1.524 mm thickness. The board was milled us-

ing the LPKF ProtoMat S104 and electroplated. Coilcraft’s air-core inductors and

Murata’s GJM capacitors were used. The matching network was simulated in ADS

using S2P files provided by the manufacturers. Many component values required

tuning to account for non-idealities of components and additional reactance of lines.

These values are shown in Table 4.4. The fabricated matching network is shown in

Fig. 4.6. Details of the fabrication process can be found in Appendix B.

The filter response of the fabricated network shows agreement with the ADS

simulation, seen in Fig 4.7. The insertion loss of the fabricated matching network

is below 0.5 dB for most of the 125 MHz bandwidth, indicating minimal losses.

When cascaded with the antenna data of EcoSAR, the fabricated matching net-

work achieves similarly improved return loss as the simulated network, as seen in

Fig. 4.8(a). The average objective function value resulting from the fabricated net-

work is 0.31131, seen in Fig. 4.8(b), a 78.2% decrease from the initial EcoSAR

data. The fabricated network outperformed the simulated network, a possible ef-

fect of the additional resistance from the transmission lines and components and

fabrication tolerances which was not simulated by the optimizer.

Table 4.4: Fabricated Component Values

Values Simulated Fabricated
Λ1 (nH) 36 33
Λ2 (nH) 6 5.5
Λ3 (nH) 1.65 1.65
ς1 (pF) 3.7 3.7
ς2 (pF) 21.4 16.3
ς3 (pF) 15.2 15
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Figure 4.6: Photograph of the fabricated static matching network

Figure 4.7: Filter responses of the simulated matching network and fabricated
matching network, showing similar performance.
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(a)

(b)

Figure 4.8: Performance evaluation of fabricated network (a) S11 (b) optimizer
objective function evaluation
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The matching network sufficiently matches to a 28.7% fractional bandwidth, show-

ing impressive broadband matching capabilities. There is a frequency shift be-

tween the simulated network and the fabricated network, observed in Fig. 4.7. This

10 MHz shift is to be expected from component tolerances and can impact the per-

formance of the network. However, the improved return loss in Fig. 4.8a verifies

that a 2% shift did not impact the improved performance from this design method.

Phase is an important metric within phased array systems. Thus, additional

phase added by a matching network must be considered. The phase of the match-

ing network can be well characterized by measurements. Fig. 4.9 shows that the

variance of phase shift across five different boards is minimal. Thus, the additional

phase can be accurately accounted for by the radar system.

Figure 4.9: Phase shift measured from five different fabrications runs
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4.6 Effects of Component Tolerances

Allowing an optimization program to design a filter has interesting consequences.

In conventional filter theory, each resonator of a filter resonates at the same fre-

quency to achieve a higher quality-factor. For a broadband matching network, a

high quality-factor is not necessarily desired as it trades off with bandwidth. As

such, there is no requirement for each resonator to resonate at the same frequency.

Considering the fabricated component values from Table 4.4 and the equation for

the resonant frequency of a resonator, fr = 1
2π

√
LC

, it can be seen that the first,

second, and third resonators have resonant frequencies of 455 MHz, 532 MHz,

and 1.01 GHz, respectively. While the first two resonators have similar resonant

frequencies, the third resonator does not. With three different resonant frequencies,

component tolerances for this filter design become more impactful. Fig. 4.10 shows

five different filters, fabricated with the same fabrication process and components.

Note that the overall shape of the filter responses is similar with slight shifts in

magnitude and frequency between the different boards. For filtering, this 1% fre-

quency shift is within tolerance but for broadband matching, this can cause slight

performance degradation. The objective function evaluation of these boards differs

by 0.2 from best to worst. Despite the sensitivity to fabrication tolerances, all of the

fabricated boards improved the impedance match for the EcoSAR antenna element.
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(a)

(b)

(c)

Figure 4.10: S-parameters of five different fabricated boards using the same
fabrication process and components (a) S11, (b) S22, (c) S21
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4.7 Summary

This optimization design method is shown to greatly improve performance and

provides user flexibility in the designing process. A simulated matching network,

designed using measured data from the EcoSAR array, demonstrated a 76% in-

crease in performance based on the optimizer metrics compared to the original

measured data. A fabricated network validates this method, achieving a 78% re-

duction in the optimizer objective and providing a 10 dB match for the majority

of the scanning range of -40° to 40° at a fractional bandwidth of 28.7%. Incorpo-

rating an array of these broadband matching networks would greatly improve the

performance of wide-scanning phased array antennas. However, the limitation of a

static matching network can be seen. A tunable network, while adding additional

complexity, would improve performance. Varactor diodes can be used to tune the

matching network to impedance match to a desired frequency and scan angle. This

approach is presented in the next chapter.
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Chapter 5

Tunable Matching Network

5.1 Introduction

Oftentimes, a radar system may not use the entire operating bandwidth of the

system, but rather a subset. Thus, a matching network that corresponds to that

subset need only be used. A tunable matching network can be implemented cor-

responding to the scan angle and desired bandwidth to achieve higher return loss.

In this way, the matching network does not need to impedance match to the en-

tire scanning range and bandwidth simultaneously, as with the approach from the

previous chapter. A high-quality match can be achieved using a tunable matching

network regardless of scan angle and frequency. The proposed approach is outlined

in Fig. 5.1. In this chapter, the same design steps are taken as in Chapter 4: a

prototype filter is created and then optimized to the data, the resulting network is

simulated using ADS and then fabricated to verify the process.

5.2 Design of Tunable Network

Due to the tunability of varactors, the matching network does not need to utilize

as many components as the network of the previous chapter. Rather the topol-
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Figure 5.1: Proposed approach to generate optimized tunable matching network

ogy from [10], shown in Fig. 5.2, is used due to the ease of implementation and

demonstrated results from that paper. This filter topology is a high-pass filter with

a transmission zero resulting from the resonator in the middle.

Figure 5.2: Tunable filter prototype, adapted from [10]

43



The initial component values of the network can be calculated, from [14], as

For series capacitors: Cn =
1

ω2
0gnZ0

(5.1)

For shunt components: Ln =
Z0

ω0gn∆
(5.2)

Cn =
gn∆

ω0Z0

, (5.3)

where gn is found in Table 8.5 of [14], ∆ = ω2−ω1

ω0
, ω0 is the center frequency, ω1

is the lower cutoff frequency, ω2 is the upper cutoff frequency, and Z0 is the system

impedance.

5.3 Optimization Model

In this section, the optimization model for the tunable matching network will

be outlined in the same fashion as the static network. The main difference between

the optimization model for the tunable matching network compared to the static

network is that the frequency ranges are separated into overlapping bins. The over-

lap ensures good performance at the boundaries of the bins. This is illustrated in

Fig. 5.3 for an example range of 372.5 MHz to 497.5 MHz with a bin bandwidth of

50 MHz, comprising six bins.

Figure 5.3: Overlapping frequency bins with 50 MHz bandwidth
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5.3.1 Decision Variables and Objective Function

The network is composed of a single inductor and three variable capacitors, la-

beled by n = 1 ,2 , 3. The inductor and capacitors make up a set that will be denoted

as L and C, respectively. The decision variables are Λ, corresponding to the induc-

tance of the single inductor, and ςn, corresponding to the capacitance of varactor n

in C. The frequency range is broken up into P number of bins, where each bin is in-

dexed by B = 1, . . . , P . Each frequency bin has K number of frequencies, indexed

by FB = 1, . . . , K, where each index of FB has a corresponding frequency and

varies depending on each bin. The capacitance of each varactor can vary for each

bin, but the inductor keeps a constant value for all bins. The user, then, imports M

number of data files corresponding to each scan angle, indexed by D = 1 , . . . , M .

The filter response of the matching network for each bin is cascaded with the return

loss from the imported data, resulting in the overall return loss for that bin, |ΓDFB
|,

which is unique for each frequency index of the bin, FB, and data index, D. The

user sets a targeted return loss, G. Note that both |ΓDFB
| and G are expressed in dB.

The objective of the optimizer is to minimize the mean difference squared between

G and |ΓDFB
| for every |ΓDFB

| < G. This is mathematically expressed as

minimize :

P∑
B=1

M∑
D=1

K∑
FB=1

(|ΓDFB
|−G)2

K

PM
, (5.4)

for every |ΓDFB
| < G.
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5.3.2 Model Constraints and Parameters

Not every arbitrary value of inductance and capacitance is realizable. As such,

the model must have the following constraints:

Λmin ≤ Λn ≤ Λmax (5.5)

ςmin ≤ ςn ≤ ςmax (5.6)

where Λmin, Λmax, ςmin, and ςmax are set by the user. ςmin and ςmax are set to

correspond to the upper and lower range of the varactors used.

The optimization program includes many parameters discussed throughout the

course of this chapter. Table 5.1 lists each parameter and its associated value used

in the program.

Table 5.1: Tunable Program Parameters

Parameter Value
fc 200 MHz

BW for filter 100 MHz
BW of bins 10/20 MHz

G 15 dB
Λmin 1.65 nH
Λmax 47 nH
ςmin 0.71 pF
ςmax 22.47 pF

5.4 Implementation in MATLAB

The tunable network optimization uses a different approach than that of the pre-

vious chapter. The tunable optimization program uses nested optimizers, compared

to the static optimization program which used two independent optimizers. The
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inner optimizer tunes the values of the varactors for each frequency bin and for

each scan angle. It uses the 'fmincon' optimizer since varactors can achieve pre-

cise values. The outer optimizer tunes the value of the single inductor and uses the

'genetic algorithm' optimizer since the inductors must be discrete values. These two

optimizers will be discussed in this section.

5.4.1 Inner optimizer

The inner optimizer uses the same setup from Sec. 4.4.1. It produces an op-

timized matching network for each frequency bin and scan angle. This simulates

the effect of varactors as the capacitance of the varactors can be changed to match

the tuned capacitance values found by the inner optimizer. The inductance value is

kept constant across each frequency bin and scan angle. For the specific optimizer

settings used, refer to Sec. 4.4.1.

5.4.2 Outer optimizer

The outer optimizer tunes the inductor of the matching network to find the op-

timal value. It takes the resulting objective function value from each frequency bin

and scan angle found by the inner optimizer and determines the best values from

the overlap in the frequency bins. These overlaps in the frequency bins exist to

improve optimizer performance at the edges of the bins. It was found that using a

model that did not include overlaps ran into boundary issues, in which the optimizer

would have trouble impedance matching at the edges of each bin. Thus, overlaps

are included and the outer optimizer selects the capacitor network that performs the

best from the two frequency bins. The outer optimizer uses the 'genetic algorithm'

optimizer, refer to Sec. 4.4.2 for specifics on how this algorithm was used.
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5.5 Application to EcoSAR

Like the static matching network, the end goal of the tunable matching network

is improving the return loss for the EcoSAR antenna array. The tunable match-

ing network would be configured in the radar system the same way as described

in Sec. 4.5 with additional circuitry to control the biasing of each varactor. The

EcoSAR has a programmable bandwidth over a 200 MHz range with the the small-

est operational bandwidth of 6 MHz [4]. The desired performance is at least 15 dB

of return loss across 125 MHz bandwidth, divided into 10-20 MHz bins. The de-

sired return loss was increased from the desired 10 dB of the static matching net-

work due to the improved performance possible from a tunable network.

5.5.1 Simulated Network

A tunable matching network was designed and simulated using data from the

EcoSAR array. Looking at the same data from Sec. 4.5.1, Fig. 5.4(a) shows that

most of the data does not achieve 15 dB of return loss. The optimizer program eval-

uates an average objective function value of 17.4202 for the initial EcoSAR data

relative to 15 dB, displayed in Fig. 5.4(b). This evaluation shows that the element

is not achieving high performance. The tunable optimizer program was run using

this data. The capacitor values are bounded by the minimum and maximum capac-

itance values of Skyworks’ SMV1265-040LF varactor, corresponding to 0.71 pF

and 22.47 pF, respectively. The inductor values are taken from Coilcraft’s air-core

series.
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(a)

(b)

Figure 5.4: Performance evaluation of EcoSAR data (a) S11 (b) optimizer
objective function evaluation
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The frequency bin was initially set to 20 MHz, thus a 10 MHz tunable band-

width is achieved when accounting for the bin overlap. The matching network out-

putted by the program was cascaded with the EcoSAR array data. Fig 5.5(a) shows

the performance of this network. Return loss is improved, with a 15 dB match being

achieved for almost the entirety of the frequencies and scan angles of interest. The

average objective function value with the simulated network drops to 0.27143, seen

in Fig. 5.5(b), a 98.44% decrease from the initial EcoSAR data. This shows that

the tunable matching network can tune to almost the entire frequency and scanning

range. The poorest performance is observed at 500 MHz at a scan angle of 40°.

Since the optimization program is customizable, the frequency bin bandwidth can

be reduced to further improve the impedance match.

The frequency bin is reduced from 20 MHz to 10 MHz to improve performance.

Fig 5.6(a) shows the performance of this network. Return loss is improved fur-

ther. Using a 10 MHz frequency bin, the average objective function value drops to

0.0088786, seen in Fig. 5.6(b), a 99.95% decrease from the initial EcoSAR data.

This shows that the tunable matching network can tune to almost any impedance

for this antenna element. This tunable approach, thus, pushes past the limitations

of the static matching network described in Sec. 4.5.1. Adhering to the Bode-Fano

limit, the bandwidth of interest is reduced to achieve a higher quality match.
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(a)

(b)

Figure 5.5: Performance evaluation of simulated network with frequency bin of
20 MHz (a) S11 (b) optimizer objective function evaluation
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(a)

(b)

Figure 5.6: Performance evaluation of simulated network with frequency bin of
10 MHz (a) S11 (b) optimizer objective function evaluation
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5.5.2 Fabricated Network

The network from the previous subsection was fabricated on Rogers 4350

(ϵr = 3.48, tan(δ) = 0.0031) with 1.524 mm thickness. The board was milled us-

ing the LPKF ProtoMat S104 and electroplated. Coilcraft’s air-core inductors and

Skyworks’ SMV1265-040LF varactors were used. The matching network was sim-

ulated in Keysight ADS using S2P files provided by Coilcraft and a diode model

provided by Skyworks. Fig. 5.7 shows the schematic of the tunable matching net-

work. Bias lines and RF chokes were added to operate the varactors. Tuning was

performed to achieve agreement between the ideal capacitances of the MATLAB

program, the non-ideal ADS simulation of the board, and the fabricated board, seen

in Fig. 5.8. Due to the massive amount of data points required to characterize the

fabricated board, only a selection of impedance-matched data points are shown in

this section.

Figure 5.7: Schematic of the tunable matching network
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Figure 5.8: Photograph of the fabricated tunable matching network

Figure 5.9: Return loss of 5 dB improved to 5 MHz of 20 dB match
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Figure 5.10: Return loss of 6 dB improved to 6 MHz of 20 dB match

Figure 5.11: Return loss of 4 dB improved to over 7 MHz of at least 10 dB match
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Figure 5.12: Return loss of 17 dB improved to 25 dB match

The filter response of the tunable network is tuned and then cascaded with the

EcoSAR data for various points within the frequency and scanning range. The

fabricated tunable matching network performs well, exceeding the simulations at

times, as seen in Figs. 5.9 - 5.12. Note that the dashed lines in these figures repre-

sent the range within the frequency bin for which the program guarantees the best

performance. Fig. 5.9 shows an initial return loss of 5 dB improved to 5 MHz of

20 dB match. Fig. 5.10 shows an initial return loss of 6 dB improved to 6 MHz of

20 dB match. Fig. 5.11 shows an initial return loss of 4 dB improved to over 7 MHz

of at least 10 dB match. Fig. 5.12 shows an already matched initial return loss of

17 dB improved to 25 dB. The worst matched data points from the EcoSAR see

drastic improvements. Additionally, the tunable network is not shown to degrade

performance where the array is already matched well, as seen in Fig. 5.12.
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5.6 Summary

Pairing the optimization design process with a tunable matching network topol-

ogy increases the return loss of the EcoSAR array significantly. An impressive

99.95 % improvement in the objective function shows that an impedance match can

be made despite the mutual coupling resulting from wide-scanning arrays. The tun-

ability of the network allows the user to control the bandwidth of interest and, thus,

the quality of the impedance match as described by the Bode-Fano limit, reviewed

in Sec. 2.5. This configuration does not suffer from the problems associated with

component tolerances, discussed in Sec. 4.6, since these tolerances can be tuned

out. The tunable matching network presented in this work shows great promise in

improving the performance of wide-scanning phased array antennas.
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Chapter 6

Future Work and Conclusion

6.1 Conclusion

As phased array antennas continue to be used for scientific and military ap-

plications, wider scanning and broader band systems will be desired. However,

these systems suffer from impedance mismatch and degraded return loss resulting

from mutual coupling arising from the configuration of the antenna array. While

the performance of these systems may be adequate without alteration, these lim-

itations may hinder pushing the scanning range and bandwidth of future systems.

Thus, a matching network that addresses these issues was introduced in this body of

work by utilizing computer optimization, a powerful tool that can address problems

which conventional theory cannot presently.

An optimized static matching network was designed by importing measured

data from a phased array element. Through this method, great improvement in re-

turn loss was achieved. When this method was implemented for an array element

for NASA’s EcoSAR array, it demonstrated a 78% reduction in the optimizer objec-

tive and provided a 10 dB match for the majority of the scanning range of -40° to

40° at a fractional bandwidth of 28.7%. However, there is an inherent limitation to

the degree that this network can match given a wide scanning range and broad band-

58



width. Thus, a tunable matching network was explored to provide greater matching

performance.

A tunable matching network was designed to impedance match to a subset of

bandwidth to realize higher return loss. This utilizes the Bode-Fano limit, achiev-

ing a higher quality impedance match through reducing the bandwidth of interest.

Since a radar system may not use the entirety of its bandwidth simultaneously, a

tunable network can impedance match the frequency range that the system is using.

This tunable network demonstrated a 99.95% reduction in the optimizer objective

function, providing a 15 dB match for virtually the entire scanning and frequency

range. Implementing an array of these optimized tunable matching networks will

improve the performance of phased array systems and allow for wider scanning

ranges and broader bandwidths for future systems.

6.2 Future Work

The novelty of this research is the design method presented. Thus, multiple

routes may be taken in expanding upon this research: either improving the under-

lying optimization, applying this method to other filter topologies, or providing

automatic tuning functionality. It would be of interest to improve the optimiza-

tion engine presented in this work. MATLAB was used as the program of choice

due to familiarity and impressive RF functions, however, other programs may pro-

vide more efficient and effective optimization capabilities. Alternatively, the design

method used could be applied to other filter topologies. A lumped element filter was

used due to the relatively low operating frequency of the EcoSAR system. How-

ever, for systems built for higher frequencies, the code could be adapted to optimize

tunable distributed filters. In its present stage, the tunable matching network uses
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an open-loop controller. Designing a closed-loop controller to integrate into the

radar system is envisioned for the tunable matching network. It was also found that

bias voltages could be tuned by hand to improve performance beyond that of the

optimized values. It would be of interest to design a feedback loop for the network

to automatically adjust the bias voltages to improve performance beyond that of the

optimizer.
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Appendix A

MATLAB Code

A.1 Static Matching Network Program

1 %% Description
2 % Finds optimized component values for static matching network
3 % Required information:
4 % User variables: outlined in code
5 % S-parameters: this code takes an excel sheet to
6 % extract s-parameter data, format is
7 % shown in Appendix A.3
8 %% Initialization & Variables
9 clc;

10 clear all;
11 close all;
12

13 % User variables
14 fc = 435e6; % Center freq (Hz)
15 BW_design = 200e6; % BW for filter (Hz)
16 BW_interest = 125e6; % BW of interest (Hz)
17 Zs = 50; % Source impedance (ohm)
18 Z0 = 50; % System impedance (ohm)
19 N = 3; % Filter order
20 Goal = -10; % Goal S11 (dB)
21 L_lb = 1.8; % Lower bound of inductance
22 L_ub = 47; % Upper bound of inductance
23 C_lb = 1; % Lower bound of capacitance
24 C_ub = 40; % Upper bound of capacitance
25

26 % Frequency calculations
27 fLower = fc - (BW_design/2);
28 fUpper = fc + (BW_design/2);
29 nfreq = (fUpper-fLower)/0.3125*10ˆ-6+1;
30 freq = linspace(fLower,fUpper,nfreq);
31 w = 2*pi*freq;
32 wU = 2*pi*fUpper;
33 wL = 2*pi*fLower;
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34 w0 = sqrt(wL*wU);
35

36 % Take excel file and extract s-parameters
37 [file,path] = uigetfile('*.xlsx');
38 [freq_data, s11_data] = sweep_excel_to_s1p_func(file);
39

40 % Define optimization freq range
41 freq_lower_interest = fc-0.5*BW_interest;
42 freq_upper_interest = fc+0.5*BW_interest;
43 lower_interest = find(freq_data==freq_lower_interest);
44 upper_interest = find(freq_data==freq_upper_interest);
45 freq_interest = freq_data(lower_interest:upper_interest);
46

47 % Find indexes for optimized freq bounds
48 [rowLower,colLower] = find(freq_data==freq_lower_interest);
49 [rowUpper,colUpper] = find(freq_data==freq_upper_interest);
50

51 % Grab data for optimized freq range
52 for i = 1:81
53 % Select s11 data that is within passband
54 s11_interest{i} = s11_data{i}(rowLower:rowUpper);
55

56 % Load impedance of interest
57 Zl_interest{i} = Z0.*(1+s11_interest{i})./...
58 (1-s11_interest{i});
59

60 % Load impedance of all data
61 Zl_data{i} = Z0.*(1+s11_data{i})./(1-s11_data{i});
62 end
63 %% Calculate LMS of initial network
64 for i = 1:81
65 db_s11_data{i} = db(abs(s11_data{i}));
66 for k = 1:length(db_s11_data{i})
67 if db_s11_data{i}(k) ≤ Goal
68 LMS_initial{i}(k) = 0;
69 else
70 LMS_initial{i}(k) = (abs(db_s11_data{i}(k)...
71 - Goal))ˆ2;
72 end
73 end
74 LMS_initial_interest{i} = LMS_initial{i}...
75 (rowLower:rowUpper);
76 end
77 %% Filter prototype
78 % Filter design
79 % Butterworth coefficients
80 LCproto = butter_g(N);
81

82 % Initialize Lvals and Cvals matrices
83 Lvals = zeros(1,N);
84 Cvals = zeros(1,N);
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85

86 % Series L
87 Lvals(1:2:end) = LCproto(1:2:end).*Zs./(wU-wL);
88 % Series C
89 Cvals(1:2:end) = (wU-wL)./(Zs.*(w0ˆ2).*LCproto(1:2:end))
90 % Shunt L
91 Lvals(2:2:end) = ((wU-wL)*Zs)./((w0ˆ2).*LCproto(2:2:end));
92 % Shunt C
93 Cvals(2:2:end) = LCproto(2:2:end)./((wU-wL).*Zs);
94

95

96 % Create the matching network
97 matchingNW_opt1 = lcladder('bandpasstee',Lvals,Cvals);
98

99 % Save initial values for comparison
100 L_initial = Lvals;
101 C_initial = Cvals;
102 %% Fmincon Optimizer
103 % Set options for optimizer,
104 % number of iterations and tolerance
105 niter = 1000;
106 options = optimoptions(@fmincon,'Display','iter',...
107 'MaxIter',niter,'PlotFcn','optimplotfval',...
108 'StepTolerance', 1e-3);
109

110 % Increase sensitivity of optimizer
111 % by changing order of magnitude
112 L_Optimized_not_nH = Lvals * 10ˆ9;
113 C_Optimized_not_pF = Cvals * 10ˆ12;
114

115 % Define constraints for variables
116 L_lb_opt1 = ones(1,N)*L_lb;
117 L_ub_opt1 = ones(1,N) * L_ub;
118 C_lb_opt1 = ones(1,N)*C_lb;
119 C_ub_opt1 = ones(1,N) * C_ub;
120 lb_opt1 = [L_lb_opt1 C_lb_opt1];
121 ub_opt1 = [L_ub_opt1 C_ub_opt1];
122 LC_scaled = [L_Optimized_not_nH C_Optimized_not_pF];
123

124 % Set constraints to null
125 A = [];
126 b = [];
127 Aeq = [];
128 beq = [];
129 nonlcon = [];
130

131 % Run optimizer
132 [LC_opt1, LMS_opt1_avg] = ...
133 fmincon(@(LC_scaled)Inductor_and_Capacitor_Least_Sq_EF...
134 (matchingNW_opt1,LC_scaled,N,freq_interest,Zl_interest,...
135 Z0,Goal), LC_scaled,A,b,Aeq,beq,lb_opt1,ub_opt1,...
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136 nonlcon,options);
137

138 % Update inductor values
139 matchingNW_opt1.Inductances = LC_opt1(1:N) * 1e-9;
140 matchingNW_opt1.Capacitances = LC_opt1(N+1:2*N) * 1e-12;
141

142 % Simulate optimized network
143 S = sparameters(matchingNW_opt1,freq_data,Z0);
144 %% Genetic algorithm
145 % Create new network for second optimizer
146 matchingNW_opt2 = lcladder('bandpasstee',LC_opt1(1:N)...
147 * 1e-9,LC_opt1(N+1:2*N) * 1e-12);
148

149 % Coilcraft inductors
150 Lvals_0906_1606 = [1.65 2.55 3.85 5.4 5.6 7.15...
151 8.8 9.85 12.55];
152 Lvals_0806SQ_0807SQ_0908SQ = [5.5 6 6.9 8.1 8.9...
153 10.2 11.2 12.1 12.3 13.7 14.7 15.7 16.6 17 19.4...
154 21.5 22 23 25 27.3];
155 Lvals_1111SQ = [27 30 33 36 39 43 47];
156 Possible_Lvals = [Lvals_0906_1606...
157 Lvals_0806SQ_0807SQ_0908SQ Lvals_1111SQ];
158 Possible_Lvals = unique(Possible_Lvals);
159

160 % Possible capacitance values
161 Possible_Cvals = 0.1:0.1:47;
162

163 % Find closest inductor values in list,
164 % convert to index of list
165 L_opt2 = interp1(Possible_Lvals,Possible_Lvals,...
166 LC_opt1(1:N), 'nearest');
167 for i = 1:length(L_Optimized_not_nH)
168 L_opt2(i) = find(Possible_Lvals == L_opt2(i));
169 end
170

171 % Find closest capacitor values in list,
172 % convert to index of list
173 C_opt2 = interp1(Possible_Cvals,Possible_Cvals,...
174 LC_opt1(N+1:2*N),'nearest');
175 for i = 1:length(C_Optimized_not_pF)
176 C_opt2(i) = find(Possible_Cvals == C_opt2(i));
177 end
178

179 % Initial LC values for second optimizer
180 LC_opt2_initial = [L_opt2 C_opt2];
181

182 % Create initial population for genetic algorithm
183 Initial_Pop_1 = repmat(LC_opt2_initial,...
184 length(LC_opt2_initial),1) + diag(ones(N*2,1));
185 Initial_Pop_2 = repmat(LC_opt2_initial,...
186 length(LC_opt2_initial),1) - diag(ones(N*2,1));
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187 for i = 1:size(Initial_Pop_1,1)
188 for k = 1:N
189 if Initial_Pop_1(i,k) > length(Possible_Lvals)
190 Initial_Pop_1(i,k) = length(Possible_Lvals)
191 end
192 end
193 end
194 Initial_Pop_2(Initial_Pop_2 == 0) = 1;
195 Initial_Pop = [LC_opt2_initial; Initial_Pop_1;...
196 Initial_Pop_2];
197

198 % Genetic algorithm
199 niter = 1000;
200 options = optimoptions(@ga,'EliteCount', 20 ,...
201 'FunctionTolerance', 1e-4, 'Display','iter',...
202 'PlotFcn','gaplotbestf',...
203 'InitialPopulationMatrix',Initial_Pop,...
204 'MaxStallGenerations', 50);
205

206 % Bounds equal to limits of the list
207 L_lb_opt2 = ones(1,N);
208 L_ub_opt2 = ones(1,N) * length(Possible_Lvals);
209 C_lb_opt2 = ones(1,N);
210 C_ub_opt2 = ones(1,N) * length(Possible_Cvals);
211 lb_opt2 = [L_lb_opt2 C_lb_opt2];
212 ub_opt2 = [L_ub_opt2 C_ub_opt2];
213

214 % Run optimizer of component value indices
215 [LC_opt2_final, LMS_opt2_avg] = ...
216 ga(@(LC_opt2_initial)...
217 Inductor_and_Capacitor_Least_Sq_EF_variable_map...
218 (matchingNW_opt2, LC_opt2_initial,N,freq_interest,...
219 Zl_interest,Z0,Goal,Possible_Lvals,Possible_Cvals),...
220 length(LC_opt2_initial),A,b,Aeq,beq,lb_opt2,ub_opt2,...
221 nonlcon,1:length(LC_opt2_initial),options);
222

223 % Convert indices to component values and update network
224 LC_opt2_final(1:N) = InductorMapVariables...
225 (LC_opt2_final(1:N), Possible_Lvals);
226 LC_opt2_final(N+1:2*N) = CapacitorMapVariables...
227 (LC_opt2_final(N+1:2*N), Possible_Cvals);
228 matchingNW_opt2.Inductances = LC_opt2_final(1:N) * 1e-9;
229 matchingNW_opt2.Capacitances = LC_opt2_final(N+1:2*N) * 1e-12;
230 %% Results of fmincon
231 S_mn_opt1 = sparameters(matchingNW_opt1,freq_data,Z0);
232 for i= 1:81
233 S_opt1{i} = gammain(S_mn_opt1,Zl_data{i});
234 db_S_opt1{i} = db(abs(S_opt1{i}));
235 for k = 1:length(db_S_opt1{i})
236 if db_S_opt1{i}(k) ≤ Goal
237 LMS_opt1{i}(k) = 0;
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238 else
239 LMS_opt1{i}(k) = (abs(db_S_opt1{i}(k)...
240 - (Goal)))ˆ2;
241 end
242 end
243 end
244 %% Results of ga
245 S_mn_opt2 = sparameters(matchingNW_opt2,freq_data,Z0);
246 for i= 1:81
247 S_opt2{i} = gammain(S_mn_opt2,Zl_data{i});
248 db_S_opt2{i} = db(abs(S_opt2{i}));
249 for k = 1:length(db_S_opt2{i})
250 if db_S_opt2{i}(k) ≤ Goal
251 LMS_opt2{i}(k) = 0;
252 else
253 LMS_opt2{i}(k) = (abs(db_S_opt2{i}(k)...
254 - (Goal)))ˆ2;
255 end
256 end
257 end
258

259 Initial_Obj_Func = mean(cell2mat(LMS_initial_interest),'all')
260 Fmincon_Obj_Func = LMS_opt1_avg
261 GA_Obj_Func = LMS_opt2_avg
262 %% Functions
263 function [freq, s] = sweep_excel_to_s1p_func(file)
264 Excel = readmatrix(file);
265 i = 1;
266 for Scan_Angle = -40:40
267 [row,col] = find(Excel==Scan_Angle);
268 Data = Excel(3:end,[1,col:col+1]);
269 Header = {'#' 'MHZ' 'S' 'RI' 'R' '50.0'};
270 writecell(Header, 'Data.txt','delimiter',' ')
271 writematrix(Data, 'Data.txt','delimiter',' ...

','WriteMode','append')
272

273 file1 = 'Data.txt';
274 file2=strrep(file1,'txt','s1p');
275 copyfile(file1,file2);
276

277 data = rfdata.data;
278 data = read(data,'Data.s1p');
279 [s_params_data,freq_data] = ...

extract(data,'S_PARAMETERS');
280 s11{i} = s_params_data(:);
281 i = i+1;
282 end
283 freq = freq_data;
284 s = s11;
285 end
286
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287 function coefficients = butter_g(n)
288 g = zeros(1,n);
289 for r = 1: n
290 g(r) = 2*sin((2*r-1)*pi/(2*n));
291 end
292 coefficients = [g];
293 end
294

295 function LMS = Inductor_and_Capacitor_Least_Sq_EF...
296 (matchingNW,LCvalues,N,freq,ZL,Z0,Goal)
297

298 % Ensure positive element values
299 if any(LCvalues ≤ 0)
300 output = Inf;
301 return
302 end
303

304 % Update the element values in the matching network
305 matchingNW.Inductances = LCvalues(1:N) * 1e-9;
306 matchingNW.Capacitances = LCvalues(N+1:2*N) * 1e-12;
307

308 % Perform analysis on tuned matching network
309 S = sparameters(matchingNW,freq,Z0);
310

311 % Calculate input reflection coefficient 'gammaIn'
312 for i= 1:81
313 gIn{i} = gammain(S,ZL{i});
314 db_gIn{i} = db(abs(gIn{i}));
315 for k = 1:length(db_gIn{i})
316 if db_gIn{i}(k) ≤ Goal
317 metric{i}(k) = 0;
318 else
319 metric{i}(k) = (db_gIn{i}(k) - Goal)ˆ2;
320 end
321 end
322 avg{i} = mean(metric{i});
323 end
324 avg = cell2mat(avg);
325 LMS = mean(avg);
326 end
327

328 function LMS = ...
Inductor_and_Capacitor_Least_Sq_EF_variable_map...

329 (matchingNW,LCvalues,N,freq,ZL,Z0,...
330 Goal,Possible_Lvals,Possible_Cvals)
331

332 LCvalues(1:N) = InductorMapVariables(LCvalues(1:N),...
333 Possible_Lvals);
334 LCvalues(N+1:2*N) = CapacitorMapVariables(LCvalues(N+1:2*N),...
335 Possible_Cvals);
336
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337 % Ensure positive element values
338 if any(LCvalues ≤ 0)
339 output = Inf;
340 return
341 end
342

343 % Update the element values in the matching network
344 matchingNW.Inductances = LCvalues(1:N) * 1e-9;
345 matchingNW.Capacitances = LCvalues(N+1:2*N) * 1e-12;
346

347 % Perform analysis on tuned matching network
348 S = sparameters(matchingNW,freq,Z0);
349

350 % Calculate input reflection coefficient 'gammaIn'
351 for i= 1:81
352 gIn{i} = gammain(S,ZL{i});
353 db_gIn{i} = db(abs(gIn{i}));
354 for k = 1:length(db_gIn{i})
355 if db_gIn{i}(k) ≤ Goal
356 metric{i}(k) = 0;
357 else
358 metric{i}(k) = (abs(db_gIn{i}(k) - Goal))ˆ2;
359 end
360 end
361 avg{i} = mean(metric{i});
362 end
363 avg = cell2mat(avg);
364

365 % Cost function
366 LMS = mean(avg);
367 end
368

369 function C = CapacitorMapVariables(C, Cvals)
370 for i = 1:length(C)
371 C(i) = Cvals(C(i));
372 end
373 end
374

375 function L = InductorMapVariables(L, Lvals)
376 for i = 1:length(L)
377 L(i) = Lvals(L(i));
378 end
379 end
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A.2 Tunable Matching Network Program

1 %% Description
2 % Finds optimized component values for tunable matching network
3 % Required information:
4 % User variables: outlined in code
5 % S-parameters: this code takes an excel sheet to
6 % extract s-parameter data, format is
7 % shown in Appendix A.3
8 %% Initialization & Variables
9 clc;

10 clear all;
11 close all;
12

13 % User variables
14 BW_interest = 10e6; % Tunable bandwidth (Hz)
15 BW_spec = 125e6; % Total spec bandwidth (Hz)
16 fc_design = 200e6; % Filter cutoff freq (Hz)
17 f_bandstop = 200e6; % Bandstop center freq (Hz)
18 BW_bandstop = 100e6; % Bandstop bandwidth (Hz)
19 Zs = 50; % Source impedance (ohm)
20 Z0 = 50; % System impedance (ohm)
21 Goal = -15; % Goal S11 (dB)
22 C_tune_lb = 0.71; % Lower bound of varactors (pF)
23 C_tune_ub = 22.47; % Lower bound of varactors (pF)
24 n_angles = 81; % Num of angles, must be odd
25 % Take excel file and extract s-parameters
26 [file,path] = uigetfile('*.xlsx');
27 [freq_data, s11_data] = sweep_excel_to_s1p_func(file);
28

29 % Generate freq bins and associated data
30 for i = 1:floor(2*BW_spec/BW_interest+2)
31 % Create bins
32 freq_interest{i} = 435e6 - 0.5*BW_spec + ...

(i-2)*0.5*BW_interest:...
33 312500:435e6 - 0.5*BW_spec + (i+0)*0.5*BW_interest;
34 %Index of lower and upper bounds of each freq bin
35 [rowLower(i),colLower(i)] = ...

find(freq_data==freq_interest{i}(1));
36 [rowUpper(i),colUpper(i)] = ...

find(freq_data==freq_interest{i}(end));
37 % Generate associated data for each bin
38 for j = 1:n_angles
39 s11_interest{i,j} = ...

s11_data{(40-floor(n_angles/2)+j)}...
40 (rowLower(i):rowUpper(i));
41 Zl_interest{i,j} = Z0.*(1+s11_interest{i,j})./...
42 (1-s11_interest{i,j});
43 end
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44 end
45 %% Filter Prototype
46 % Frequency calculations
47 fLower = fc_design - (BW_design/2);
48 fUpper = fc_design + (BW_design/2);
49 nfreq = (fUpper-fLower)/0.3125*10ˆ-6+1;
50 freq = linspace(fLower,fUpper,nfreq);
51 w = 2*pi*freq;
52 wU = 2*pi*fUpper;
53 wL = 2*pi*fLower;
54 w0 = sqrt(wL*wU);
55

56 % Filter design
57 % Butterworth coefficients (N=3)
58 LCproto = butter_g(3);
59

60 % Initialize component value matrix
61 LCvals = zeros(1,4);
62

63 % First high pass capacitor
64 LCvals(1) = 1/(LCproto(1)*Zs*(2*pi*fc_design));
65

66 % Last high pass capacitor
67 LCvals(3) = 1/(LCproto(3)*Zs*(2*pi*fc_design));
68

69 % Middle bandstop L
70 LCvals(4) = (Zs)./((wU-wL).*LCproto(2));
71

72 % Middle bandstop C
73 LCvals(2) = (LCproto(2)*(wU-wL))./((w0ˆ2)*Zs);
74

75

76 % Create circuit object
77 matchingNW = circuit;
78 mn_C1= add(matchingNW,[1 2],capacitor(LCvals(1)));
79 mn_C2= add(matchingNW,[2 4],capacitor(LCvals(2)));
80 mn_C3= add(matchingNW,[2 3],capacitor(LCvals(3)));
81 mn_L = add(matchingNW,[4 5],inductor(LCvals(4)));
82 setports(matchingNW,[1 5],[3 5]);
83

84 % Save initial values for comparison
85 LC_initial = LCvals;
86 %% Calculate LMS of raw data
87 for i = 1:floor(2*BW_spec/BW_interest+2)
88 for j= 1:n_angles
89 db_s11_interest{i,j} = db(abs(s11_interest{i,j}));
90 for k = 1:length(db_s11_interest{i,j})
91 if db_s11_interest{i,j}(k) ≤ Goal
92 LMS_initial{i,j}(k) = 0;
93 else
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94 LMS_initial{i,j}(k) = ...
(abs(db_s11_interest{i,j}...

95 (k) - Goal))ˆ2;
96 end
97 end
98 LMS_initial_avg{i,j} = mean(LMS_initial{i,j});
99 end

100 end
101 %% Genetic Optimizer (Outer optimizer)
102 % Increase sensitivity of optimizer
103 % by changing order of magnitude
104 Cvals_scaled = LCvals(1:3).*1e12;
105 L = LCvals(4);
106 optimize_L = L*1e9;
107

108 % Set capacitance and inductance bounds
109 C_tuning_range = [C_tune_lb C_tune_ub];
110 L_lb = 1;
111 L_ub = length(Possible_Lvals);
112

113 % Coilcraft inductors
114 Lvals_0906_1606 = [1.65 2.55 3.85 5.4 5.6 7.15 8.8 9.85 12.55];
115 Lvals_0806SQ_0807SQ_0908SQ = [5.5 6 6.9 8.1 8.9 10.2 11.2...
116 12.1 12.3 13.7 14.7 15.7 16.6 17 19.4 21.5 22 23 25 27.3];
117 Lvals_1111SQ = [27 30 33 36 39 43 47];
118 Possible_Lvals = [Lvals_0906_1606 ...

Lvals_0806SQ_0807SQ_0908SQ Lvals_1111SQ];
119 Possible_Lvals = unique(Possible_Lvals);
120

121 % Set constraints to null
122 A = [];
123 b = [];
124 Aeq = [];
125 beq = [];
126 nonlcon = [];
127

128 % Find closest inductor values in list,
129 % convert to index of list
130 optimize_L = ...

interp1(Possible_Lvals,Possible_Lvals,optimize_L,'nearest');
131 optimize_L = find(Possible_Lvals == optimize_L);
132

133 % Create initial population for genetic algorithm
134 if optimize_L > 2
135 Initial_Pop = [optimize_L-1; optimize_L; optimize_L+1];
136 else
137 Initial_Pop = [optimize_L-1; optimize_L; optimize_L+1];
138 end
139

140 % Set options for genetic algorithm
141 niter = 1000;
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142 options = optimoptions(@ga,'FunctionTolerance', 1e-3,...
143 'Display','iter','PlotFcn','gaplotbestf',...
144 'MaxStallGenerations', 2,'PopulationSize',10,...
145 'InitialPopulationMatrix',Initial_Pop);
146

147 % Run optimizer
148 [final_L_index, LMS] = ga(@(optimize_L)...
149 Inductor_and_Capacitor_Least_Sq_EF_variable_map...
150 (matchingNW, optimize_L,Cvals_scaled,freq_interest,...
151 Zl_interest,Z0,Goal,Possible_Lvals, ...

C_tuning_range,n_angles,...
152 BW_spec,BW_interest), ...

1,A,b,Aeq,beq,L_lb,L_ub,nonlcon,1,options);
153

154 % Update inductance value
155 final_L = InductorMapVariables(final_L_index, Possible_Lvals);
156 matchingNW.Elements(1,4).Inductance = final_L * 1e-9;
157

158 % Generate networks
159 [optimized_capacitors,LMS_tuned, dB_S_tuned] = ...

Generate_Networks...
160 (matchingNW, ...

Cvals_scaled,freq_interest,Zl_interest,Z0,Goal,...
161 final_L,C_tune_lb,C_tune_ub,n_angles);
162 %% Find best values and capacitors from overlapping bins
163 % Create array of frequency interesctions between bins
164 for i = 1:(floor(2*BW_spec/BW_interest+2)-1)
165 [C{i},ia{i},ib{i}] = ...

intersect(freq_interest{i},freq_interest{i+1});
166 end
167 C{end} = C{end}(1:find(C{end} == 435e6+BW_spec/2));
168 freq_interest_matrix = unique(cell2mat(freq_interest));
169 first_intersect = find(freq_interest_matrix == ...

435e6-BW_spec/2);
170 last_intersect = find(freq_interest_matrix == 435e6+BW_spec/2);
171 freq_interest_matrix = freq_interest_matrix(first_intersect:...
172 last_intersect);
173

174 % Create matrix of best values
175 for i = 1:length(C)
176 for j = 1:length(C{i})
177 for k = 1:n_angles
178 if dB_S_tuned{i,k}(ia{i}(j)) < ...

dB_S_tuned{i+1,k}(ib{i}(j))
179 best_s_db(j+length(C{1})*(i-1),k) = ...
180 dB_S_tuned{i,k}(ia{i}(j));
181 best_lms(j+length(C{1})*(i-1),k) = ...
182 LMS_tuned{i,k}(ia{i}(j));
183 best_cap_network{j+length(C{1})*(i-1),k} = ...
184 optimized_capacitors{i,k};
185 else
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186 best_s_db(j+length(C{1})*(i-1),k) = ...
187 dB_S_tuned{i+1,k}(ib{i}(j));
188 best_lms(j+length(C{1})*(i-1),k) = ...
189 LMS_tuned{i+1,k}(ib{i}(j));
190 best_cap_network{j+length(C{1})*(i-1),k} = ...
191 optimized_capacitors{i+1,k};
192 end
193 end
194 end
195 end
196

197 % Remove double values at edge of bins
198 for i = 1:length(C)-1
199 for k = 1:n_angles
200 if best_s_db(i*length(C{i+1})+first_intersect-1,k)...
201 > best_s_db(i*length(C{i+1})+1+...
202 first_intersect-1,k)
203 best_s_db(i*length(C{i+1})+first_intersect-1,k)...
204 = best_s_db(i*length(C{i+1})+1+...
205 first_intersect-1,k);
206 best_lms(i*length(C{i+1})+first_intersect-1,k)...
207 = best_lms(i*length(C{i+1})+1+...
208 first_intersect-1,k);
209 best_cap_network{i*length(C{i+1})+...
210 first_intersect-1,k} = ...
211 best_cap_network{i*length(C{i+1})+1+...
212 first_intersect-1,k};
213 end
214 best_cap_network{i*length(C{i+1})+1+...
215 first_intersect-1,k} = [0 0 0];
216 end
217 idx_remove(i) = i*length(C{i+1})+1+first_intersect-1;
218 end
219

220 for i = 1:length(C)-1
221 best_s_db(idx_remove(i)-(i-1),:) = [];
222 best_lms(idx_remove(i)-(i-1),:) = [];
223 end
224

225 % Calculate overall obj func value from best values
226 avg_best_lms = mean(best_lms, 'all');
227

228 % Create matrix of best tuned capacitor values
229 for i = 1:size(best_cap_network,1)
230 for k = 1:size(best_cap_network,2)
231 best_cap_network{i,k}( ...

all(¬best_cap_network{i,k},2), : ) = [];
232 end
233 end
234 best_cap_network(all(cellfun(@isempty, ...

best_cap_network),2),:) = [];
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235 %% Functions
236 function [freq, sparameters] = sweep_excel_to_s1p_func(file)
237 Excel = readmatrix(file);
238 i = 1;
239 for Scan_Angle = -40:40
240 [row,col] = find(Excel==Scan_Angle);
241 Data = Excel(3:end,[1,col:col+1]);
242 Header = {'#' 'MHZ' 'S' 'RI' 'R' '50.0'};
243 writecell(Header, 'Data.txt','delimiter',' ')
244 writematrix(Data, 'Data.txt','delimiter',' ...

','WriteMode','append')
245

246 file1 = 'Data.txt';
247 file2=strrep(file1,'txt','s1p');
248 copyfile(file1,file2);
249

250 data = rfdata.data;
251 data = read(data,'Data.s1p');
252 [s_params_data,freq_data] = ...

extract(data,'S_PARAMETERS');
253 s11{i} = s_params_data(:);
254 i = i+1;
255 end
256

257 freq = freq_data;
258 sparameters = s11;
259 end
260

261 function coefficients = butter_g(n)
262 g = zeros(1,n);
263 for r = 1: n
264 g(r) = 2*sin((2*r-1)*pi/(2*n));
265 end
266

267 coefficients = [g];
268 end
269

270 function LMS = ...
Optimize_Tunable_Matching_EF(matchingNW,Cvals_scaled,...

271 freq_interest, Zl_interest,Z0,Goal,optimize_L, ...
C_tuning_range,...

272 n_angles)
273

274 % INNER OPTIMIZER
275 % Initiate optimizer
276 niter = 1000;
277 options = ...

optimoptions(@fmincon,'MaxIter',niter,'PlotFcn',[],...
278 'Display','off','StepTolerance', 1e-3);
279

280 % Set varactor bounds

78



281 C_tune_lb = C_tuning_range(1);
282 C_tune_ub = C_tuning_range(2);
283 C_lb(1) = C_tune_lb;
284 C_lb(2) = C_tune_lb;
285 C_lb(3) = C_tune_lb;
286 C_ub(1) = C_tune_ub;
287 C_ub(2) = C_tune_ub;
288 C_ub(3) = C_tune_ub;
289 lb = [C_lb];
290 ub = [C_ub];
291

292 % Set constraints to null
293 A = [];
294 b = [];
295 Aeq = [];
296 beq = [];
297 nonlcon = [];
298

299 % Run optimizer for each freq bin and angle
300 f = waitbar(0,'Optimizing inductor');
301 for i = 1:length(freq_interest)
302 for j = 1:n_angles
303 [Best_Cvals_scaled{i,j}] = ...
304 fmincon(@(Cvals_scaled)down_the_rabbit_hole...
305 (matchingNW, Cvals_scaled,optimize_L,...
306 freq_interest{i}, Zl_interest{i,j},Z0,Goal),...
307 Cvals_scaled,A,b,Aeq,beq, lb,ub,nonlcon,options);
308 end
309 waitbar(i/length(freq_interest),f, 'Optimizing inductor');
310 end
311 close(f);
312

313 % Generate capacitor networks
314 [optimized_capacitors,LMS] = Generate_Networks(matchingNW, ...
315 Cvals_scaled,freq_interest,Zl_interest,Z0,Goal,...
316 optimize_L, C_tune_lb,C_tune_ub,n_angles);
317

318 % Evaluate best values from overlapping bins
319 for i = 1:(length(freq_interest)-1)
320 [C{i},ia{i},ib{i}] = ...

intersect(freq_interest{i},freq_interest{i+1});
321 end
322 freq_intersect = cell2mat(C);
323 freq_intersect = unique(freq_intersect);
324 best_LMS = zeros(length(freq_intersect),n_angles);
325 for i = 1:length(C)
326 for j = 1:length(C{i})
327 for k = 1:n_angles
328 if LMS{i,k}(ia{i}(j)) < LMS{i+1,k}(ib{i}(j))
329 best_LMS(j+length(C{i})*(i-1),k) = ...

LMS{i,k}(ia{i}(j));
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330 else
331 best_LMS(j+length(C{i})*(i-1),k) = ...

LMS{i+1,k}(ib{i}(j));
332 end
333 end
334 end
335 end
336

337 for i = 1:length(C)-1
338 for k = 1:n_angles
339 if best_LMS(i*length(C{i}),k) > ...

best_LMS(i*length(C{i})+1,k)
340 best_LMS(i*length(C{i}),k) = ...

best_LMS(i*length(C{i})+1,k);
341 end
342 end
343 best_LMS(i*length(C{i})+1,:) = zeros(1,n_angles);
344 end
345 best_LMS( all(¬best_LMS,2), : ) = [];
346

347 % Cost function
348 LMS = mean(best_LMS, 'all');
349 end
350

351 function output = ...
down_the_rabbit_hole(matchingNW,Cvals_scaled,...

352 Lvals_scaled,freq,ZL,Z0,Goal)
353

354 % Find optimized values of individual freq bin
355 if any(Cvals_scaled ≤ 0)
356 output = Inf;
357 return
358 end
359

360 if any(Lvals_scaled ≤ 0)
361 output = Inf;
362 return
363 end
364

365 % Update the element values in the matching network
366 matchingNW.Elements(1).Capacitance = Cvals_scaled(1)*1e-12;
367 matchingNW.Elements(2).Capacitance = Cvals_scaled(2)*1e-12;
368 matchingNW.Elements(3).Capacitance = Cvals_scaled(3)*1e-12;
369 matchingNW.Elements(4).Inductance = Lvals_scaled*1e-9;
370

371 % Perform analysis on tuned matching network
372 S = sparameters(matchingNW,freq,Z0);
373

374 % Calculate input reflection coefficient 'gammaIn'
375 gIn = gammain(S,ZL);
376 db_gIn = db(abs(gIn));
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377 for k = 1:length(db_gIn)
378 if db_gIn(k) ≤ Goal
379 metric(k) = 0;
380 else
381 metric(k) = (abs(db_gIn(k) - Goal))ˆ2;
382 end
383 end
384 avg_dummy = mean(metric);
385

386 % Cost function
387 output = mean(avg_dummy);
388 end
389

390 function [tuned_capacitor_values, LMS_tuned, db_gIn] = ...
391 Generate_Networks(matchingNW,Cvals_scaled,freq_interest,...
392 Zl_interest,Z0,Goal,final_L,C_tune_lb,C_tune_ub,n_angles)
393

394 % CANNOT FEED VARIABLES THROUGH OPTIMIZER FUNCTION
395 % THIS FUNCTION GENERATES CAPACITOR NETWORK
396 % Initialize optimizer
397 niter = 1000;
398 options = ...

optimoptions(@fmincon,'MaxIter',niter,'PlotFcn',[],...
399 'Display','off', 'StepTolerance', 1e-3);
400

401 % Set varactor bounds
402 C_lb(1) = C_tune_lb;
403 C_lb(2) = C_tune_lb;
404 C_lb(3) = C_tune_lb;
405 C_ub(1) = C_tune_ub;
406 C_ub(2) = C_tune_ub;
407 C_ub(3) = C_tune_ub;
408 lb = [C_lb];
409 ub = [C_ub];
410

411 % Set constraints to null
412 A = [];
413 b = [];
414 Aeq = [];
415 beq = [];
416 nonlcon = [];
417

418 % Run optimizer for each bin and angle
419 for i = 1:length(freq_interest)
420 for j = 1:n_angles
421 [tuned_capacitor_values{i,j}, LMS_tuned{i,j}] = ...
422 fmincon(@(Cvals_scaled)down_the_rabbit_hole...
423 (matchingNW, Cvals_scaled,final_L,freq_interest{i},...
424 Zl_interest{i,j}, Z0,Goal), ...

Cvals_scaled,A,b,Aeq,beq,...
425 lb,ub,nonlcon,options);
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426 end
427 end
428

429 % Create network for each bin and angle
430 for i = 1:length(freq_interest)
431 for j= 1:n_angles
432 tuned_matchingNW{i,j} = circuit;
433 add(tuned_matchingNW{i,j},[1 2],...
434 capacitor((tuned_capacitor_values{i,j}(1))*1e-12));
435 add(tuned_matchingNW{i,j},[2 4],...
436 capacitor((tuned_capacitor_values{i,j}(2))*1e-12));
437 add(tuned_matchingNW{i,j},[2 3],...
438 capacitor((tuned_capacitor_values{i,j}(3))*1e-12));
439 add(tuned_matchingNW{i,j},[4 5],...
440 inductor(final_L*1e-9));
441 setports(tuned_matchingNW{i,j},[1 5],[3 5]);
442

443 % Perform analysis on tuned matching network
444 S{i,j} = sparameters(tuned_matchingNW{i,j},...
445 freq_interest{i},Z0);
446 gIn{i,j} = gammain(S{i,j},Zl_interest{i,j});
447 db_gIn{i,j} = db(abs(gIn{i,j}));
448 for k = 1:length(db_gIn{i,j})
449 if db_gIn{i,j}(k) ≤ Goal
450 LMS_tuned{i,j}(k) = 0;
451 else
452 LMS_tuned{i,j}(k) = (abs(db_gIn{i,j}(k) - ...

Goal))ˆ2;
453 end
454 end
455 end
456 end
457 end
458

459 function LMS = ...
Inductor_and_Capacitor_Least_Sq_EF_variable_map...

460 (matchingNW,optimize_L,Cvals_scaled,freq_interest,...
461 Zl_interest,Z0,Goal,Possible_Lvals,C_tuning_range,...
462 n_angles,BW_spec, BW_interest)
463 % OUTER OPTIMIZER
464 % Convert inductor index into value
465 optimize_L = InductorMapVariables(optimize_L,Possible_Lvals);
466

467 % Initiate optimizer
468 niter = 1000;
469 options = ...

optimoptions(@fmincon,'MaxIter',niter,'PlotFcn',[],...
470 'Display','off','StepTolerance', 1e-3);
471

472 % Set bounds of varactors
473 C_tune_lb = C_tuning_range(1);

82



474 C_tune_ub = C_tuning_range(2);
475 C_lb(1) = C_tune_lb;
476 C_lb(2) = C_tune_lb;
477 C_lb(3) = C_tune_lb;
478 C_ub(1) = C_tune_ub;
479 C_ub(2) = C_tune_ub;
480 C_ub(3) = C_tune_ub;
481 lb = [C_lb];
482 ub = [C_ub];
483

484 % Set constraints to null
485 A = [];
486 b = [];
487 Aeq = [];
488 beq = [];
489 nonlcon = [];
490

491 % Run optimizer for each bin and angle
492 for i = 1:length(freq_interest)
493 for j = 1:n_angles
494 [Best_Cvals_scaled{i,j}] = ...
495 fmincon(@(Cvals_scaled)down_the_rabbit_hole...
496 (matchingNW, ...

Cvals_scaled,optimize_L,freq_interest{i},...
497 Zl_interest{i,j}, Z0,Goal), ...

Cvals_scaled,A,b,Aeq,beq,...
498 lb,ub,nonlcon,options);
499 end
500 end
501

502 % Generate networks to find best values in regions of bin ...
overlap

503 [optimized_capacitors,LMS] = Generate_Networks(matchingNW, ...
504 Cvals_scaled,freq_interest,Zl_interest,Z0,Goal,...
505 optimize_L, C_tune_lb,C_tune_ub,n_angles);
506

507 % Find best values in bin overlap
508 for i = 1:(floor(2*BW_spec/BW_interest+2)-1)
509 [C{i},ia{i},ib{i}] = ...

intersect(freq_interest{i},freq_interest{i+1});
510 end
511 C{end} = C{end}(1:find(C{end} == 435e6+BW_spec/2));
512 freq_intersect = cell2mat(C);
513 freq_intersect = unique(freq_intersect);
514 freq_interest_matrix = unique(cell2mat(freq_interest));
515 first_intersect = find(freq_interest_matrix == ...

435e6-BW_spec/2);
516 last_intersect = find(freq_interest_matrix == 435e6+BW_spec/2);
517 freq_interest_matrix = freq_interest_matrix(first_intersect:...
518 last_intersect);
519 best_lms = zeros(length(freq_interest_matrix),n_angles);
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520

521 for i = 1:length(C)
522 for j = 1:length(C{i})
523 for k = 1:n_angles
524 if LMS{i,k}(ia{i}(j)) < LMS{i+1,k}(ib{i}(j))
525 best_lms(j+length(C{1})*(i-1),k) = ...

LMS{i,k}(ia{i}(j));
526 else
527 best_lms(j+length(C{1})*(i-1),k) = ...

LMS{i+1,k}(ib{i}(j));
528 end
529 end
530 end
531 end
532

533 for i = 1:length(C)-1
534 for k = 1:n_angles
535 if best_lms(i*length(C{i+1})+first_intersect-1,k)>...
536 best_lms(i*length(C{i+1})+1+...
537 first_intersect-1,k)
538 best_lms(i*length(C{i+1})+first_intersect-1,k)=...
539 best_lms(i*length(C{i+1})+1+...
540 first_intersect-1,k);
541 end
542 end
543 idx_remove(i) = i*length(C{i+1})+1+first_intersect-1;
544 end
545

546 for i = 1:length(C)-1
547 best_lms(idx_remove(i)-(i-1),:) = [];
548 end
549

550 LMS = mean(best_lms, 'all');
551 end
552

553 function L = InductorMapVariables(L, Lvals)
554 for i = 1:length(L)
555 L(i) = Lvals(L(i));
556 end
557 end
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A.3 Excel Document Format

The two programs import an excel sheet to extract the S-parameters of the array.
Fig. A.1 shows a snippet of the excel sheet used to display the formatting.

Figure A.1: S-parameter format in excel sheet used for code
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Appendix B

Matching Network Fabrication Process

The fabrication process for the optimized matching networks from Chapter 4
and Chapter 5 are detailed in this appendix. The entire milling process is performed
by the LPKF ProtoMat S104. The processes of the circuits from both chapters are
identical.

There are three Gerber files needed to fabricate the static matching network.
The required files are as follows:

1. cond static - top layer

2. cond2 static - board outline

3. cond cond2 static - via drill file

There are three Gerber files needed to fabricate the tunable matching network.
The required files are as follows:

1. cond tunable - top layer

2. cond2 tunable - board outline

3. cond cond2 tunable - via drill file

B.1 Detailed Fabrication Process

The fabrication process is broken down into the 4 steps as follows:

1. Board preparation and drilling

2. Electroplating

3. Board milling

4. Component assembly
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B.1.1 Board preparation
The board is placed on the LPKF S104 and the gerber files are imported into the

system. Fiducial drills must be added to continue milling after electroplating. The
following steps are taken on the LPKF ProtoMat S104:

1. Import Gerber files

2. Assign layers and board outline

3. Add three fiducial drills around teh outline

4. Set material properties

5. Secure substrate to bed

6. Set placement of design using camera

7. Compute toolpaths

8. Run the toolpaths step by step until vias are drilled

B.1.2 Electroplating
The board is taken from the S104 machine and the electro-less plating process

is performed. After this process, the board can be electroplated to add conductivity
to the via holes. All standard procedures of electro-less and electroplating must be
followed.

B.1.3 Board milling
After the vias have been plated the board must be milled. Picking up from step 8

of Section B.1.1, the toolpaths will be continued to mill and route the board. This
will conclude the use of the S104.

B.1.4 Assemble board
The surface mount components and edge-launch connectors must now be sol-

dered, with the following steps:

1. Apply solder paste to pads of surface mount components

2. Position surface mount components on pads

3. Put board in reflow oven for under one minute at 260 ° C,
until solder paste reflows

4. Solder on edge-launch connectors
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