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Abstract

Evolutionary distance formulas that take into account effects due to ancestral polymor-
phisms and purifying selection are obtained on the basis of the full solution of Jukes–Cantor
and Kimura DNA substitution models. In the case of purifying selection two different meth-
ods are developed. It is shown that avoiding the dimensional reduction implicitly carried
out in the conventional model solving is instrumental to incorporate the quoted effects into
the formalism. The problem of estimating the numerical values of the model parameters,
as well as those of the correction terms, is not addressed.
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1. Introduction

Molecular evolutionary clock models are used to date evolutionary events [1, 2, 3,
4]. They provide a deterministic law that rules, under appropriate hypotheses, the time–
evolution followed by the base proportions of molecular sequences subjected to genetic
mutations. The question faced is actually a difficult inverse problem that poses as follows.5

Starting from two experimentally measured molecular sequences we want to ascertain the
time elapsed since their divergence with the rationale that the base substitution rates have
remained constant.

When a molecular clock model has all the parameters tuned, the mathematical solu-
tion tracks the instantaneous values of the nucleotide sequence base proportions, whenever10

the initial base proportions are given as input. As this information is experimentally un-
reachable we face an ill–posed problem in forward time direction whereas the nature of
experimental data rather fits to a backward time analysis.

In this article we focus our attention on the original Kimura three substitution type
model (K3ST) [5] and extend it to include effects due to purifying selection and ancestral15

polymorphisms. Firstly, we solve ab initio the differential equation system of the model
in the matrix (Markov) formalism as presented in [6]. In this scheme one can solve at
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once the history of the base proportions of a nucleotide sequence and the substitutions that
appear when two homologous nucleotide sequences are compared. The solutions of the first
problem may be represented as trajectories in a phase space that has dimension four (with20

three degrees of freedom). The second one has dimension sixteen (with fifteen degrees of
freedom) and introducing a symmetry consideration it is reduced to dimension ten. The
first problem is relevant for maximum likelihood and Bayesian computations whereas the
second is essential to deal with evolutionary distance evaluation.

The four dimensional solution of the molecular clock originally obtained by Kimura25

establishes a relationship between the number of substitutions observed in two homologous
nucleotide sequences and the time elapsed since their divergence. This solution has to be
seen as a projection of the full ten–dimensional solution onto a subspace of dimension four.
The projection takes place prior to solving the full system of differential equations, a fact
that renders easier the algebraic resolution. This four dimensional solution must not be30

mistaken with the four dimensional solution that gives the instantaneous base proportions
in a molecular sequence along the time, i.e. the first problem mentioned above.

Here we solve the mathematical problem in phase space of dimension ten. Of course,
the four dimensional solution obtained by Kimura is easily recovered, as well as his cel-
ebrated evolutionary distance formula. The reason to choose working in the larger phase35

space is to allow the introduction of new elements in the substitution rates model. In par-
ticular we study the presence of ancestral polymorphisms [7, 8, 9] and the phenomenon of
purifying selection [9, 10]. These are two different mechanisms proposed to explain the
observed apparent acceleration of substitution rates in short times. We will show how the
matrix formalism accommodates both situations in a natural way. In particular, we retrieve40

and generalize a recent result on ancestral polymorphisms [8]. Eventually, we introduce
two approaches for removing the effect of deleterious mutations. The final output consists
of a generalization of the K3ST evolutionary distance formula that takes into account the
combined effect of both ancestral polymorphisms and purifying selection.

The corresponding generalized results for Kimura two parameter [11] and Jukes–Cantor45

(JC) [12] substitution models appear by appropriately equating parameters in K3ST model.
As a matter of fact, we will particularize the generalized results only for JC model.

Our intention has been not to save technical details as they may be of help to extend
these results to higher level molecular clock models.

2. Molecular clock matrix formalism50

In the forthcoming five Sections, time reference t = 0 will correspond to the point when
lineages start to diverge and thus modern time is t > 0. In Sections 7 to 9, t = 0 will refer
to modern time.

We denote the four bases T, C, A, G, as 1,2,3,4, in the matrix formalism we use.
Following [6] we introduce three different matrices, each one with specific purposes:55

Matrix of Substitution Rates. This matrix defines the substitution model. Given a nu-
cleotide sequence, hij , i ≠ j, stands for the rate of substitution of base i by base j. The
matrix elements in the diagonal are hii = −∑j≠i hji < 0. Thus, the sum of every single
column vanishes. In particular, K3ST model (see Figure 1) is defined by the symmetric
transition matrix

H =
⎛
⎜⎜⎜
⎝

−Ω α β γ
α −Ω γ β
β γ −Ω α
γ β α −Ω

⎞
⎟⎟⎟
⎠

(1)

where Ω = α+β+γ. JC model deals with just one rate, µ, and it is obtained from Kimura’s
with the replacements α = β = γ ≡ µ. Notice that α,β, γ, and µ, take non–negative values
because they represent substitution rates.
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Divergence Matrix: X(t) = (xij(t)), i, j = 1, . . . ,4. This matrix involves nucleotide
sequences of two lineages and solves the time–evolution problem in the sense that it pro-
vides a link between the theoretical framework and the experimentally measurable data.
Given a site, xij(t) stands for the probability at time t that in the first nucleotide sequence
the base is i and in the second one the base is j. The probability conservation conveys
∑i,j xi,j(t) = 1, for all time t. These matrix elements correspond to the sixteen substitu-
tion probability functions in Table 1, namely

X(t) =
⎛
⎜⎜⎜
⎝

S1 P1 Q1 R1

P̄1 S2 R2 Q2

Q̄1 R̄2 S3 P2

R̄1 Q̄2 P̄2 S4

⎞
⎟⎟⎟
⎠
. (2)

The comparison of two experimental homologous nucleotide sequences allows to assign
numerical estimates to the matrix elements of X .60

Conventional wisdom establishes that at time t = 0 (i.e., coalescence)

X(t = 0) =
⎛
⎜⎜⎜
⎝

πT (0) 0 0 0
0 πC(0) 0 0
0 0 πA(0) 0
0 0 0 πG(0)

⎞
⎟⎟⎟
⎠
, (3)

where πT (0) + πC(0) + πA(0) + πG(0) = 1, and πi(0) stands for the proportion of base i
at the time when divergence starts. We can think of X(0) as the result of a comparison of
the ancestral nucleotide sequence with itself and hence the diagonal character of X(0).

The matrix X(t) is symmetric provided it is X(0), for real H . In that case, P̄i =
Pi, Q̄i = Qi, R̄i = Ri, (i = 1,2); and we are left with just ten functions.65

Evolutionary Matrix (or Time–Evolution Matrix): U(t) = (uij(t)), i, j = 1, . . . ,4. This
matrix involves one nucleotide sequence. Given a site, uij(t) stands for the conditional
probability that there is a base i at time t when at time t = 0 there was a base j. Thus
U(0) = I (identity matrix). The sum of the matrix elements of every single column of
U(t) equals unity.70

The time–evolution matrix answers the question: Given the base proportions in the
nucleotide sequence at t = 0, what are their values at time t? The algebraic solution is
readily written down if we use the vector whose components are the base proportions at
time t: (πT (t), πC(t), πA(t), πG(t))⊺, where the superscript stands for the transposed
matrix. At time t we get

⎛
⎜⎜⎜
⎝

πT (t)
πC(t)
πA(t)
πG(t)

⎞
⎟⎟⎟
⎠
= U(t)

⎛
⎜⎜⎜
⎝

πT (0)
πC(0)
πA(0)
πG(0)

⎞
⎟⎟⎟
⎠
. (4)

As we will see below, U(t) = exp(Ht). The exponential of a square matrix is defined
by the Taylor expansion

exp(Ht) = I + 1

1!
Ht + 1

2!
H2t2 + 1

3!
H3t3 + . . . , (5)

and is a square matrix with the dimensions of H . At first, all the computational burden
reduces to evaluate powers of the matrix H . Fortunately, a number of algebraic techniques
exist to carry out the task efficiently [13, 14].
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For Kimura rates matrix (1), henceforth denoted Hk, it is not difficult to obtain the
closed form expression

exp(Hkt) = (6)

1

4

⎛
⎜
⎝

1 + λαβ + λαγ + λβγ 1 − λαβ − λαγ + λβγ 1 − λαβ + λαγ − λβγ 1 + λαβ − λαγ − λβγ
1 − λαβ − λαγ + λβγ 1 + λαβ + λαγ + λβγ 1 + λαβ − λαγ − λβγ 1 − λαβ + λαγ − λβγ
1 − λαβ + λαγ − λβγ 1 + λαβ − λαγ − λβγ 1 + λαβ + λαγ + λβγ 1 − λαβ − λαγ + λβγ
1 + λαβ − λαγ − λβγ 1 − λαβ + λαγ − λβγ 1 − λαβ − λαγ + λβγ 1 + λαβ + λαγ + λβγ

⎞
⎟
⎠
,

where, for the sake of readability, we have defined the quantities

λαβ = exp[−2(α + β)t],
λαγ = exp[−2(α + γ)t], (7)
λβγ = exp[−2(β + γ)t].

In the case of JC matrix of substitution rates, denoted Hjc, we have α = β = γ ≡ µ and
so the result above collapses to

exp(Hjct) =
⎛
⎜⎜⎜
⎝

δ ξ ξ ξ
ξ δ ξ ξ
ξ ξ δ ξ
ξ ξ ξ δ

⎞
⎟⎟⎟
⎠
, δ = 1

4
(1 + 3e−4µt), ξ = 1

4
(1 − e−4µt). (8)

3. Time–evolution equation

Given a substitution model, defined by H , time–evolution is determined by the matrix
product

X(t) = U(t)X(0)U⊺(t), (9)

where the matrix U(t) is the solution of the matrix differential equation

d

dt
U(t) =HU(t), U(0) = I. (10)

Whenever H is a constant matrix the solution reads

U(t) = exp(Ht), U⊺(t) = exp(H⊺t). (11)

Thus,
X(t) = eHtX(0) eH

⊺t. (12)

The initial condition X(0) is taken as the pure diagonal matrix (3). In addition, the diver-
gence matrix obeys its own differential equation

d

dt
X(t) =HX(t) +X(t)H⊺. (13)

Eventually, once base proportions are fixed at t = 0, the time–evolution of the solution75

is fully determined and equation (12) provides the connection between the inputs of the
mathematical model and the experimental measurements obtained with two homologous
sequences.

4. JC and K3ST substitution models solved in matrix formalism

The analytic solution for the matrix elements of X(t) is readily obtained after carrying
out the matrix products in (12). Due to the symmetry of matrix Hk (see also the scheme
in Figure 1) the equations for P̄i, Q̄i, R̄i, (i = 1,2) in (2) are formally identical to those
for Pi,Qi,Ri, (i = 1,2). This symmetry can be exploited to reduce the dimension of
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the system of differential equations from sixteen to ten. The idea is to consider altogether
substitutions i → j and j → i. Namely, we study the content AT+TA, CT+TC, GT+TG,
AG+GA, CG+GC, and AC+CA, and thus base pairs ij and ji are indistinguishable configu-
rations when comparing the base content of homologous sequences. The way to implement
this is via a dimensional reduction considering new probability functions: pi ≡ Pi + P̄i,
qi ≡ Qi + Q̄i, ri ≡ Ri + R̄i, i = 1,2; and, for the sake of notational convenience, si ≡ Si,
i = 1 to 4, too. The explicit solutions appear in the central column of Table 2. We have
defined Γ = 1

16
(1 + λ2αβ + λ2αγ + λ2βγ). The last column applies only with initial condition

(31) below to include ancestral polymorphisms. The four initial (constrained) proportions
have been expressed in terms of three free parameters, σp, σq, and σr, defined as follows

σp = πA(0) + πG(0) − πC(0) − πT (0),
σq = πC(0) + πG(0) − πA(0) − πT (0),
σr = πG(0) + πT (0) − πA(0) − πC(0). (14)

The inverse transformation reads

πA(0) =
1

4
(1 + σp − σq − σr), πC(0) = 1

4
(1 − σp + σq − σr),

πG(0) = 1

4
(1 + σp + σq + σr), πT (0) =

1

4
(1 − σp − σq + σr). (15)

The numerical combinations of parameters σp, σq, σr, that fulfil the constraints 0 ≤ πi(0) ≤80

1, fill in the volume of a tetrahedron with vertices (1,1,1), (1,−1,−1), (−1,1,−1) and
(−1,−1,1) in the three–dimensional σ–parameter space. The use of these parameters has
been instrumental in shortening the formulas of time–dependent solutions and no further
interpretation is intended.

It is worth reminding that the initial base proportions are, at first, arbitrary. Hence, when85

analysing two homologous sequences the number of free parameters in the mathematical
scheme is: three ancestral sequence base proportions at t = 0 plus the number of free
parameters in the rates matrix H . For JC and K3ST schemes this number is 3+ 1 and 3+ 3
respectively.

The results in Table 2 are pre–K3ST solutions in the sense that they do not match those
reported by Kimura [5] which are obtained after carrying out the following phase space
dimensional reduction

S = s1 + s2 + s3 + s4, P = p1 + p2, Q = q1 + q2, R = r1 + r2. (16)

This notation is not to be confused with that in (2) where P,Q,R,S, symbols are sub-90

indexed.
The pre–K3ST solution may be interpreted as a trajectory that evolves with time in a

phase space with ten coordinate axes: {s1, s2, s3, s4, p1, p2, q1, q2, r1, r2}. Then we project
it onto a lower dimension phase space with only four axes: {S,P,Q,R}, according to
the transformation (16), yielding Kimura phase space trajectory. Thus, summing up the
corresponding equations in Table 2 we get the very result reported by Kimura

S(t) = 1

4
(1 + λ2αβ + λ2αγ + λ2βγ) ,

P (t) = 1

4
(1 − λ2αβ − λ2αγ + λ2βγ),

Q(t) = 1

4
(1 − λ2αβ + λ2αγ − λ2βγ),

R(t) = 1

4
(1 + λ2αβ − λ2αγ − λ2βγ), (17)

with λij given in (7). It can be readily checked that the sum of these four functions is equal
to one. Notice that no explicit dependence on the initial base proportions appears, and the
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initial values here are fixed: S(0) = 1, P (0) = Q(0) = R(0) = 0. The independence of
this solution with respect to the initial base proportions πi(0), is a mere consequence of the95

dimensional reduction in (16). The essence of this approach consists in discarding part of
the information of the experimental measurements of nucleotide substitutions by combin-
ing them according to the scheme: TT+CC+AA+GG, CT+TC+AG+GA, AT+TA+CG+GC,
GT+TG+AC+CA. The advantage of this procedure is that the reduced system of differential
equations is much easier to solve.100

Eventually, if in Table 2 we set α = β = γ ≡ µ, the general solution for the pre–JC model
is readily obtained (see Table 3). The conventional solution for the JC model emerges after
the dimensional reduction

M = p1 + p2 + q1 + q2 + r1 + r2, S = s1 + s2 + s3 + s4. (18)

The final result reads

S(t) = 1

4
[1 + 3 exp(−8µt)] ,

M(t) = 3

4
[1 − exp(−8µt)] . (19)

Solution (19) is independent of the initial base proportions and the same considerations as
above apply. In this case, only information about the total number of substitutions between
homologous sequences is retained.

Finally, we write explicitly the components of the vector of base proportions of a single
nucleotide sequence as a function of time obtained with (4)

4πT (t) = 1 + σr λαβ − σq λαγ − σp λβγ ,
4πC(t) = 1 − σr λαβ + σq λαγ − σp λβγ ,
4πA(t) = 1 − σr λαβ − σq λαγ + σp λβγ ,
4πG(t) = 1 + σr λαβ + σq λαγ + σp λβγ , (20)

for K3ST model, and simply

πi(t) =
1

4
+ (πi(0) −

1

4
) exp(−4µt), i ∶ T,C,A,G, (21)

for JC model. Notice the explicit dependence of the solution on ancestral proportions. It
can be readily checked that the sum of the four πi(t) is equal to one in (20) and (21). These105

four functions describe a trajectory in a phase space of four dimensions which is unique
once the ancestral proportions are given. The dimension of this phase space coincides with
Kimura’s. It is then convenient to point out that they are phase spaces of different nature.
The trajectories described by {πT (t), πC(t), πA(t), πG(t)} and {S(t), P (t),Q(t),R(t)},
do not admit comparison at all.110

It is customary to assume that the ancestral population is the result of a long enough
time–evolution so that an equilibrium regime has been reached before the bifurcation takes
place. Equilibrium means here that the proportions πi(t) remain constant in time. This
assumption is consistent with the mathematical asymptotic behaviour of solutions (20) and
(21) because for large t all the exponential terms vanish and we are left with the constant115

vector of proportions 1
4
(1,1,1,1)⊺. Equilibrium with equal base proportions is a con-

sequence of the symmetry of the matrices Hk and Hjc. Equilibrium with unequal base
proportions are (essentially) associated to non symmetric H matrices. It can be shown that
equilibrium proportions are determined by the coordinates of the eigenvector v⃗ of H with
vanishing eigenvalue, i.e. Hv⃗ = 0.120

When time–evolution from equilibrium is assumed, namely πA(0) = πC(0) = πG(0) =
πT (0) = 1

4
, then σp = σq = σr = 0, and the full ten dimensional solutions of K3ST model

in Table 2 simplify to those in Table 4.
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5. Evolutionary distance with respect to the ancestor

As stated in Section 2, the time–evolution matrix U(t) gives the new proportions of the
ancestral base sequence after a time t has elapsed. The likely number of substitutions to
occur at instant t is given by ∑ij,i≠j πi(t)Hji = −∑i πi(t)Hii. The average number of
substitutions ν accumulated since t = 0 up to time t is obtained by integration

ν = −2
4

∑
i=1
∫

t

0
Hii πi(t′)dt′, (22)

where the additional factor two implies that this distance is between the tips of two lineages.
Usually, the Hii terms are time independent and can be taken out from the integral. This is
a definition for evolutionary distance and, unless steady time–evolution is assumed, explicit
knowledge of πi(t), i = 1, . . . ,4, is needed. This, in turn, involves the values of the initial
base proportions as well which is a true hindrance because they are unknown. It is here
where the assumption of steady time–evolution helps and is on the basis of the so–called
General Time Reversible models [15]. Non–stationary time–evolution is certainly a diffi-
cult problem to which attention has been paid in the literature [4, 16]. Fortunate enough, it
turns out that the evolutionary distances νjc and νk, obtained from (22) with (21) and (20),
are independent of the ancestral base proportions

νjc = 6µt, (23)
νk = 2(α + β + γ)t, (24)

due to the high symmetry of the matrices Hjc and Hk. Therefore, no assumption about125

equilibrium is required. These formulas provide the formal evolutionary distance between
two homologous sequences in terms of the model parameters and the time variable. Practi-
cal evolutionary distance formulas appear once a connection between αt, βt, γt, µt and the
matrix elements of X(t), which contain the experimental measurements, is established.

Let us denote with a tilde all experimentally measured value. Thus, M̃ stands for
the experimental determination of the total mutation probability M(t), estimated from
comparison of the two homologous nucleotide sequences at hand. Then, the JC model
equation (19) yields

exp(−8µtjc) = 1 − 4

3
M̃, (25)

and, after some algebra, equations (17) lead to

exp(−8αtk) =
[1 − 2(P̃ + Q̃)][1 − 2(P̃ + R̃)]

1 − 2(Q̃ + R̃)
,

exp(−8βtk) =
[1 − 2(P̃ + Q̃)][1 − 2(Q̃ + R̃)]

1 − 2(P̃ + R̃)
, (26)

exp(−8γtk) =
[1 − 2(P̃ + R̃)][1 − 2(Q̃ + R̃)]

1 − 2(P̃ + Q̃)
,

with P̃ , Q̃, R̃, estimated by the comparison of the two homologous nucleotide sequences
too. Substitution of (25) in (23) gives the classical JC approximation for the number of
mutations per site occurred since divergence

νjc = −
3

4
ln(1 − 4

3
M̃) , (27)

provided M̃ < 3/4. Substitution of (26) in (24) leads to the well known Kimura’s formula

νk = −
1

4
ln{[1 − 2(P̃ + Q̃)][1 − 2(P̃ + R̃)][1 − 2(Q̃ + R̃)]} , (28)
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provided the three square bracket are positive–valued. These two equations establish ap-130

proximate determinations of the evolutionary distance in terms of experimental measure-
ments for the substitution frequencies of the sequences of both lineages.

The algebraical procedure followed has allowed a proper derivation of the classical
evolutionary distance associated to both JC and K3ST models. We have stressed the fact
that none of the results are flawed by the steady time–evolution assumption. Next we show135

that the matrix scheme proves particularly useful to incorporate ancestral polymorphisms
and to deplete the effect of deleterious mutations.

Eventually, measurements M̃, P̃ , Q̃, R̃, are carried out with nucleotide sequences of
finite length n, a fact that conveys some degree of indetermination. The large sampling
variance of the evolutionary distance has been estimated as

σ2
jc =

M̃(1 − M̃)

n (1 − 4
3
M̃)2

, (29)

for JC model [17] and

σ2
k =

1

4n
[a2P̃ + b2Q̃ + c2R̃ − (aP̃ + bQ̃ + cR̃)2] (30)

a = 1

1 − 2P̃ − 2Q̃
+ 1

1 − 2P̃ − 2R̃
,

b = 1

1 − 2P̃ − 2Q̃
+ 1

1 − 2Q̃ − 2R̃
,

c = 1

1 − 2P̃ − 2R̃
+ 1

1 − 2Q̃ − 2R̃
,

for K3ST model [5]. These estimates can be also used with the generalized formulas bel-
low.

6. Evolutionary distance and ancestral polymorphisms140

The rationale to incorporate ancestral polymorphisms into the molecular clock is the
following. As pointed out in item 2 of Section 2, X(t = 0) can be thought as the result of
a comparison of the ancestral nucleotide sequence with itself. If the ancestral population
presents polymorphisms it is then natural to consider a non–diagonal X(0) matrix as an
effective way to incorporate this effect

X(t = 0) =
⎛
⎜⎜⎜
⎝

πT (0) − 3ε ε ε ε
ε πC(0) − 3ε ε ε
ε ε πA(0) − 3ε ε
ε ε ε πG(0) − 3ε

⎞
⎟⎟⎟
⎠
, (31)

with πA(0) + πC(0) + πG(0) + πT (0) = 1, so as to preserve probability and 0 ≤ ε ≤
min{πT , πC , πA, πG}. The parameter ε is intended to account for the probability of dif-
ferent base pairs in a random drawn of two individuals from the ancestral population and
expected ε ≪ 1. The idea is to build up evolutionary distance formulas that remove the
effect of those base mutations belonging to a different dynamical process (namely, het-145

erozygosity of the ancestral population).
A straightforward calculation with (31), (12) and (6) leads to the analytical solutions

for X(t) in Table 3, where the rightmost column has now to be included in the solution.
Proceeding as above we obtain the JC–like evolutionary distance that includes the effect of
ancestral polymorphisms

6µtjcp = νjcp = −
3

4
[ln(1 − 4

3
M) − ln (1 − 16ε)] , (32)
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provided the right hand side is non–negative–valued, which occurs whenever 0 < 12ε <
M < 3/4. The constraint 12ε < M ensures that the amount of mutations at modern time
is greater than the ancestral polymorphisms. The subscript in νjcp refers to JC model with
ancestral polymorphisms. Interestingly, this formula has been obtained on the basis of150

probability arguments in [8], where 12ε is to be interpreted as the expected heterozygosity.
This effect does not explain fully the apparent mutation rate acceleration observed at short
evolution times but, indeed, provides an interesting partial answer to the phenomenon. In
human populations, heterozygosity is around 0.001 [18], indeed much smaller than πi(0).

When we consider the rather general parametrization of the initial divergence matrix

X(0) =

⎛

⎜
⎜
⎜

⎝

πT (0) − η − ρ − ϕ η ρ ϕ
η πC(0) − η − σ − ξ σ ξ
ρ σ πA(0) − ρ − σ − ν ζ
ϕ ξ ζ πG(0) − ϕ − ξ − ζ

⎞

⎟
⎟
⎟

⎠

, (33)

in which every type of polymorphism has different weight η, ρ,ϕ, σ, ξ, and ζ, all assumed
to be small enough and positive; the calculation leads to the JC extended formula

νjcp+ = −
3

4
[ln(1 − 4

3
M) − ln(1 − 8

3
(η + ρ + ϕ + σ + ξ + ζ))] , (34)

provided the bracket is non–negative–valued. The expected heterozygosity is here 2(η +155

ρ + ϕ + σ + ξ + ζ), i.e the fraction of polymorphisms assumed in the ancestral population.
Notice that νjcp+ does not depend on partial heterozygosities but on the sum of all of them.

For the sake of simplicity, in the following generalization to K3ST model we consider
only the one parameter ansatz (31). The analytical solution for X(t) appears in Table 2,
where the rightmost column has to be included now. The final expression for the K3ST
evolutionary distance with ancestral polymorphisms reads

νkp = −
1

4
( ln{[1 − 2(P +Q)][1 − 2(P +R)][1 − 2(Q +R)]} − 3 ln(1 − 16ε)), (35)

provided the right hand side is non–negative–valued.

7. Evolutionary distance and purifying selection

An interesting explanation for the apparent acceleration of mutation rates at short time160

scales has been developed in terms of the presence of deleterious mutations [9, 10]. Cor-
recting for purifying selection introduces a time dependency in the substitution rates matrix.
Thus, the constant matrix of substitution ratesH is replaced with the productHf(t), where
f(t) is an appropriate decreasing (usually described as J−shaped) scalar function of time
when plotted from present to past. An exponentially decaying profile has been proposed165

although, most likely, the particular shape details are not crucial. Here, we adhere to this
choice and solve the time–dependent system in matrix formalism to obtain the modified
JC and K3ST evolutionary distances in which the effect of deleterious mutations has been
removed as far as the scheme is correct.

We commence by noticing that the time–evolution matrix equation (10) with the time–170

dependent rate matrix Hf(t), is still analytically solvable. The mathematical reason is that
the two time–dependent matrices Hf(t) and ∫ Hf(t′)dt′, commute with respect to the
matrix product for all values of t [19].

The crucial modification in the following consists in integrating the evolution equations
backward in time as already alluded to in the Introduction. This is because f(t) is well
defined from present to past which fixes the origin of coordinate t. Thus, t = 0 refers to
modern time. The integration progresses towards negative time values until we eventually
meet at −t (with 0 < t) a coalescence constraint. It can be shown [19] that under these
conditions, the time–evolution matrix that solves the problem is

U(t) = exp [HF (t)] , F (t) = ∫
−t

0
f(t′)dt′, 0 < t. (36)
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The exponential matrix is obtained from (6) simply replacing t with F (t). The exponential
ansatz f(t) = 1 + a exp(t/τ), with t < 0, introduces two new parameters, namely, the
purifying selection time scale τ > 0, and the dimensionless amplitude a ≥ 0 [2, 9, 10, 20].
For the present purposes we assume that a and τ have already been estimated. The integral
in (36) gives

F (t) = −(t + aτ[1 − exp(−t/τ)]), 0 < t. (37)

Backward time integration of molecular clock equations requires to take as initial con-
dition the measured values of the divergence matrix

X(0) =
⎛
⎜⎜⎜
⎝

s̃1 p̃1 q̃1 r̃1
p̃1 s̃2 r̃2 q̃2
q̃1 r̃2 s̃3 p̃2
r̃1 q̃2 p̃2 s̃4

⎞
⎟⎟⎟
⎠
, (38)

and evolve backward in time with the matrix product

X(t) = eHF (t)X(0) eH
⊺F (t). (39)

This matrix product yields the pre–Kimura solution of dimension ten. The dimensional
reductions (16) and (18) provide the solutions for K3SP and JC substitution models respec-
tively. Eventually we impose the algebraic constraint(s) that define coalescence. Strictly
speaking, that time has been reached when the divergence matrix X(t) becomes diago-
nal as in (3) which conveys up to six constraints on the non–diagonal matrix elements
of X . However, JC is a one–parameter model and hence only one constraint is viable:
M(t) ≡ ∑i≠jXij(t) = 0. For K3ST model we have three: P (t) ≡ X12(t) + X21(t) +
X34(t) + X43(t) = 0, Q(t) ≡ X13(t) + X31(t) + X24(t) + X42(t) = 0, and R(t) ≡
X14(t) +X41(t) +X23(t) +X32(t) = 0. A straightforward calculation leads to

exp(8µF (t)) = 1 − 4

3
M̃, (40)

and

exp(8αF (t)) = [1 − 2(P̃ + Q̃)][1 − 2(P̃ + R̃)]
1 − 2(Q̃ + R̃)

,

exp(8βF (t)) = [1 − 2(P̃ + Q̃)][1 − 2(Q̃ + R̃)]
1 − 2(P̃ + R̃)

, (41)

exp(8γF (t)) = [1 − 2(P̃ + R̃)][1 − 2(Q̃ + R̃)]
1 − 2(P̃ + Q̃)

,

for JC and K3ST models respectively. Notice the similarity with (25) and (26).
From (40) and (37) we obtain

−8µ{t + aτ[1 − exp(−t/τ)]} = ln(1 − 4

3
M̃) , (42)

to be solved for t > 0, which stands for the coalescence time measured from present (t = 0).
Similarly, proceeding with (42) we obtain for K3ST model

−8(α + β + γ) {t + aτ[1 − exp(−t/τ)]} =
ln{[1 − 2(P̃ + Q̃)][1 − 2(P̃ + R̃)][1 − 2(Q̃ + R̃)]} . (43)

These formulas determine implicitly the coalescence time in terms of experimental esti-175

mates of the substitution probabilities. It is easy to check that if we put a = 0 in (42) and
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(43), the conventional JC and K3ST results are recovered. This is a verification about the
equivalence between forward and backward time integration formalisms.

The evolutionary distance along lineages is computed just as in Section 5, namely, using
the constant rates matrixH , and notHf(t). The effective time–varying rates matrix is only
used when comparing the modern homologous molecular sequences because we are unable
to disentangle among neutral and deleterious mutations in the measurement process. Let us
introduce the new symbols ν̄jc = 6µt and ν̄k = 2(α+β +γ)t, for the evolutionary distances
free from deleterious mutations to mean that the coalescence time determined will differ
from the classical JC and K3ST formulas. For the sake of convenience we define the two
evolutionary scales νjcτ = 6µτ and νkτ = 2(α+β + γ)τ , too. Equations (42) and (43) can be
now written down in a unified way

νs
νsτ

= ν̄s
νsτ
+ a [1 − exp(− ν̄s

νsτ
)] , s ∶ jc, k. (44)

These formulas connect the corrected for purifying selection evolutionary distances ν̄s and
the uncorrected νs, in units of their own proper purifying selection scales νsτ . Moreover,180

(44) shows that ν̄s < νs, for both models. Equation (44) provides only implicit solutions
for ν̄s. Explicit solutions are given in next section.

8. Ancestral polymorphisms and purifying selection combined

To combine the effect of ancestral polymorphisms and purifying selection the only
technical modification with respect to Section 7 concerns the algebraic constraints that
in backward integration defines coalescence in presence of heterozygosity. Or so to speak:
imperfect coalescence. For JC model the only constraint is nowM(t) ≡ ∑i≠jXij(t) = 12ε;
and for K3ST model: P (t) ≡ X12(t) +X21(t) +X34(t) +X43(t) = 4ε, Q(t) ≡ X13(t) +
X31(t) +X24(t) +X42(t) = 4ε, and R(t) ≡ X14(t) +X41(t) +X23(t) +X32(t) = 4ε.
After straightforward calculation we find the very same formal equation (44) extended to
embrace νjcp and νkp. Moreover, despite the non–linear character of (44) the solutions
may be explicitly written down in terms of Lambert W function1 [21]

ν̄s
νsτ

= νs
νsτ
− a +W (a exp(a − νs

νsτ
)) , νsτ = { 6µτ, s ∶ jc, jcp,

2(α + β + γ)τ, s ∶ k, kp. (45)

This result generalizes the classical JC and K3ST formulas to incorporate the effect of
purifying selection modelled via an exponential decaying function to deplete the effect of185

deleterious mutations. It applies to JC and K3ST evolutionary distances with and without
ancestral polymorphisms.

The non–linear character of the relationship between ν̄s and νs is witnessed by the
series expansion

ν̄s
νsτ

≃ νs
νsτ
− a [1 − exp(− νs

νsτ
)][1 − a exp(− νs

νsτ
)] +O(a3). (46)

This second order approximation avoids the explicit computation of the Lambert W func-
tion.

1Lambert W function satisfies W (x) exp(W (x)) = x, and provides the solution of the transcendental

equation x +A +B exp(Cx) = 0, as x = −A −
1

C
W (BC exp(−AC)). Numerical routines exist in common

programming languages.
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9. Backward in time: Ab initio removal of deleterious mutations190

Let us suppose we are able to estimate the amount of deleterious mutations present in
the two homologous nucleotide sequences, just in the same way as we did in Section 6 with
ancestral polymorphisms. For the sake of simplicity, we will use a sole parameter, say δ, to
quantify the effect.

The proposal is to take the divergence matrix at present time as initial condition

X(0) =
⎛
⎜⎜⎜
⎝

s̃1 + 3δ p̃1 − δ q̃1 − δ r̃1 − δ
p̃1 − δ s̃2 + 3δ r̃2 − δ q̃2 − δ
q̃1 − δ r̃2 − δ s̃3 + 3δ p̃2 − δ
r̃1 − δ q̃2 − δ p̃2 − δ s̃4 + 3δ

⎞
⎟⎟⎟
⎠
, (47)

and to integrate backward in time till coalescence. Remember that all elements with
tilde correspond to values determined experimentally, as in (38). The value of δ with
0 ≤ δ ≤ min{p̃i, q̃i, r̃i}, i = 1,2, is assumed to be known and stands for an estimate of dele-
terious mutation fraction embedded in the two homologous nucleotide sequence samples.
The rationale is that, proceeding this way, deleterious mutations have been successfully
removed ab initio from the divergence matrix so that backward time integration takes place
with the constant matrix H . Therefore equation (39) simply reads now

X(t) = e−HtX(0)e−H
⊺t, (48)

and t refers to past. An analogous algebraic computation as in previous sections leads to
the simple formulas

6µt ≡ ν̆jc = −
3

4
ln [1 − 4

3
(M̃ − 12δ)] , (49)

and

2(α+β + γ)t ≡ ν̆k =

− 1

4
ln{[1 − 2(P̃ + Q̃ − 8δ)][1 − 2(P̃ + R̃ − 8δ)][1 − 2(Q̃ + R̃ − 8δ)]} , (50)

for JC and K3ST models respectively. Here, ν̆i, with i ∶ jc, k, refers to evolutionary dis-195

tance with initial deleterious mutations removed prior to backward time integration. The
interpretation for both formulas is: Use either JC or K3ST distance with deleterious muta-
tion fraction δ removed from the measurable quantities; namely, map either M̃ → M̃ −12δ,
or P̃ → P̃ − 4δ, Q̃ → Q̃ − 4δ, and R̃ → R̃ − 4δ, respectively. Recall that each P̃ , Q̃, R̃,
is a sum of four non–diagonal divergence matrix elements, as a consequence of the phase200

space dimensional reduction and hence the term 4δ in the mapping.

10. Ancestral polymorphisms and ab initio removal of deleterious mutations

A heuristic generalization of (49) to include ancestral polymorphisms goes as follows.
Equation (19) is the implicit JC form relating the mutation fraction M and the time elapsed
t. Let us interpret ancestral heterozygosity as an imperfect coalescence scenario in which
a small mutation fraction 12ε ≡ M0 > 0, is present. The sequences must have diverged t0
time units in the past. Let us assume that both quantities are related by JC evolutionary
distance formula. Therefore, the equation 6µt0 = − 3

4
ln(1 − 4

3
M0), maps M0 onto t0, and

viceversa. Next let us assume that a fraction 12δ ≡Md out ofM corresponds to deleterious
mutations. Then the true neutral mutation fraction and evolutionary time are respectively:
M →M −Md and t→ t + t0 in (19). Thus

M −Md =
3

4
{1 − exp[−8µ(t + t0)]}. (51)
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After algebraic inversion

6µ(t + t0) = −
3

4
ln [1 − 4

3
(M −Md)] , (52)

or
6µt = −3

4
{ln [1 − 4

3
(M − 12δ)] − ln (1 − 16ε)} . (53)

Ancestral heterozygosity and deleterious mutation removal corrections act as time origin
and mutation fraction shifts, respectively.

The generalization for K3ST reads

2(α + β + γ)t = (54)

− 1

4
(ln{[1 − 2(P̃ + Q̃ − 8δ)][1 − 2(P̃ + R̃ − 8δ)][1 − 2(Q̃ + R̃ − 8δ)]}] − ln (1 − 16ε)) ,

It is implicit that the arguments of logarithm function above have to be positive–valued as205

well as the evolutionary distances.

11. Results and discussion

Three types of modifications have been considered for the classical JC and K3ST evo-
lutionary distances: ancestral polymorphisms, purifying selection and ab initio removal
of deleterious mutations. All three decrease the conventional estimates of the evolution-210

ary distance although the nature of the correction differers. The reduced number of free
parameters in JC formulas allows a clear visualization of results.

Figure 2 shows the shape of both uncorrected and corrected (by ancestral polymor-
phisms and ab initio deleterious mutations removal) JC distance (leftmost panels) as well
as the explicit value of the corrections (rightmost panels). In the two leftmost panels the215

curves are the evolutionary distances as function of the mutation fraction. The two right-
most panels illustrate the correction to the JC distance as a function of parameters ε or δ.
We define the correction to the JC distance as the absolute value of the difference between
corrected and uncorrected distances. Panel (a) witnesses that ancestral polymorphisms cor-
rection induces a vertical shift that depends only on the ε value, a fact that can be seen in220

panel (b) too. All this can be readily deduced from the formula. Note also that the con-
straint 12ε <M determines the domain of definition of the curves. Bottom panels in Figure
2 refers to ab initio removal of deleterious mutations and illustrate how the correction in-
troduced is not a shift. Interestingly, although ε and δ represent measurements made at
different epochs, similar values yield corrections of same order to JC distance.225

Unlike ancestral polymorphisms and ab initio deleterious mutations removal, correct-
ing for purifying selection (45) introduces a characteristic time scale τ in the problem.
The corrected evolutionary distances may be expressed in units of the characteristic evo-
lutionary scales νsτ , and therefore become dimensionless quantities. Panel (a) of Figure 3
presents corrected (ν̄s/νsτ ) versus uncorrected (νs/νsτ ), JC dimensionless evolutionary dis-230

tances. The bisecting line (solid) is for a = 0 (i.e., no purifying selection), and is given
for reference. As far as the value of the parameter a increases the corrected evolutionary
distance decreases. For short enough times compared to τ we expect small distance values
and we observe that purifying correction acts progressively. For longer times, i.e. large
evolutionary distances compared to νjcτ , the correction saturates and becomes a constant235

term. This fact can be more clearly appreciated in panel (b) of Figure 3 where the dimen-
sionless difference (νs − ν̄s)/νsτ is plotted against νs/νsτ . The maximal correction value is
determined by the value of a, and it takes place asymptotically in time. This behaviour is
consistent with the idea that purifying selection acts only in a limited time span of order τ .
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12. Conclusions240

We have shown how the matrix formalism for the molecular evolutionary clock leads
to the time integration of the substitution model equations in a compact way without pre-
liminary dimensional reductions in phase space. More importantly, the inclusion of further
dynamical ingredients has been consistently done for ancestral polymorphisms and puri-
fying selection. The latter has been developed in two different ways. All the three mech-245

anisms lead to smaller evolutionary distances with respect to conventional formulas. As
regards ancestral polymorphisms the main results are: equations (32), which is an alterna-
tive derivation of a previously published formula [8], as well as the generalizations (34) for
JC and (35) for K3ST. The main results concerning purifying selection are equation (45),
under the assumption of an exponentially decaying time–dependency in the substitution250

rates matrix; and (53) and (54) for ab initio removal of deleterious mutations. All three
equations incorporate the effect of ancestral polymorphisms too.

We have worked out the K3ST model in a phase space of dimension ten and obtained
Kimura’s original solution after a dimensional reduction. The JC solution is obtained after
equating the three substitution rates in K3ST model and carrying out a further dimensional255

reduction to a phase space of dimension two.
Although JC and K3ST are particularly simple substitution models the full algebraic

solution yielded a number of considerations:

1. The full solutions in Tables (2) and (3) witness that K3ST and JC are not time re-
versible models unless the ancestral base proportions are fixed to the value 1/4. All260

the evolutionary distance formulas presented are independent of the stationary time–
evolution assumption.

2. There is enough room in the matrix formalism as to incorporate further effects not
originally foreseen, preserving essentially the molecular clock scheme. Heterozy-
gosity of the ancestral population may be explicitly accounted for as non–diagonal265

non–vanishing matrix elements in the initial divergence matrix at divergence time.
Including appropriate time–dependence in the rates matrix can simulate the effect of
purifying selection and the model can be solved by backward integration. Of course,
the methods require the proper estimation of the new parameter values.

3. The effects due to ancestral heterozygosity and ab initio deleterious mutations re-270

moval lead to corrections to the evolutionary distance that are mathematically differ-
ent.

4. The correction for purifying selection in (45) is formally the same for JC and K3ST
models. The question rises whether this feature holds for higher level substitution
models whenever an exponential profile is used to simulate the interference of dele-275

terious mutations.
5. Time varying substitution rates can be handled analytically whenever the time de-

pendency is the same for all nucleotide bases. This is the case of the time variation
introduced to deal with purifying selection. If different time dependency for the vari-
ous mutation types is of interest then the problem becomes much more complex and,280

as a rule, no analytical solution can be found. Perturbative algebraic methods [19]
are needed in those cases to obtain approximate analytical solutions.

6. All these results rely on the assumptions that the molecular clock has been cali-
brated, and the proportions of ancestral polymorphisms, the fraction of deleterious
mutations, as well as the amplitude and time scale of purifying selection have been285

somehow estimated. To this respect, in [8, 18] proposals to determine ε have been
developed. As regards purifying selection, estimates for the parameters have also
been given [10].

In the past years a huge development of statistical methods for molecular evolution has
been carried out. The system of equations that rule the time–evolution of the molecular290

evolutionary clock is at the core of all of them. We think that there is still room to improve
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the analytical knowledge of more sophisticated clock models, keeping in mind that every
constant rates matrix defines an analytically solvable molecular evolutionary clock and al-
lows to incorporate in it further intricate elements. In this respect it is important to remark
that none of the three situations we have considered modify the assumption about the con-295

stancy of the substitution rates. Not even the correction for purifying selection introduced
via the J−shaped function f(t) in Section 7 because it is just an effective way of amending
the counting of neutral mutations in the homologous sequences.

The work we have presented has formal and methodological character. We expect
the visual evidence we have provided to buttress the potential improvements that the new300

results can provide. Further assessment will emerge from specific analysis of well chosen
nucleotide sequences.
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Figure 1: Scheme of K3ST model substitution rates. For JC model, equate all the three rates.
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Figure 2: JC evolutionary distance corrected for (a) ancestral polymorphisms (32), and (c) deleterious mutations
(49); as a function of the mutation fraction M . Value of the correction to JC distance given by (b) ancestral
polymorphisms (32), and (d) ab initio deleterious mutations removal (49); as a function of parameters ε and δ,
respectively. The curves in all four panels are subjected to a constraint that limits their domain of definition.

Figure 3: (a) Corrected for purifying selection (ν̆s/ν̆sτ ) versus uncorrected (νs/ν̆sτ ) dimensionless evolutionary
distances, according to (45). The bisecting line a = 0 (i.e., no purifying correction) is given for the sake of
reference. Scales are dimensionless. (b) Value of the correction for purifying selection (45): dimensionless value
of the difference (νs − ν̄s)/νsτ = a −W (a exp(a − x)) versus uncorrected dimensionless distance νs/νsτ , for
three values of the amplitude a. In both panels the curves are independent of the index value s in (45), namely the
particular evolutionary model and the presence or not of ancestral polymorphisms.
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Table 1: Dinucleotide configurations and
substitution probability functions.

Base pair: TT CC AA GG
Probability: S1 S2 S3 S4

Base pair: TC CT AG GA
Probability: P1 P̄1 P2 P̄2

Base pair: TA AT CG GC
Probability: Q1 Q̄1 Q2 Q̄2

Base pair: TG GT CA AC
Probability: R1 R̄1 R2 R̄2

Table 2: Time–dependent solutions of the K3ST model divergence matrix. We have defined: Γ =

1
16

(1 + λ2αβ + λ
2
αγ + λ

2
βγ). Rightmost column applies only with initial condition (31), to include ancestral

polymorphisms

Base content Analytical solution Heterozygosity

TT: s1(t) = 1
8
[−(1 + e−2tα)λβγσp − (1 + e−2tβ)λαγσq + (1 + e−2tγ)λαβσr] + Γ −(λαβ + λαγ + λβγ)ε

CC: s2(t) = 1
8
[−(1 + e−2tα)λβγσp + (1 + e−2tβ)λαγσq − (1 + e−2tγ)λαβσr] + Γ −(λαβ + λαγ + λβγ)ε

AA: s3(t) = 1
8
[(1 + e−2tα)λβγσp − (1 + e−2tβ)λαγσq − (1 + e−2tγ)λαβσr] + Γ −(λαβ + λαγ + λβγ)ε

GG: s4(t) = 1
8
[(1 + e−2tα)λβγσp + (1 + e−2tβ)λαγσq + (1 + e−2tγ)λαβσr] + Γ −(λαβ + λαγ + λβγ)ε

CT+TC: p1(t) = 1
8
(1 − λ2αβ − λ2αγ + λ2βγ) −

1
4
(1 − e−2tα)λβγσp +2(λαβ + λαγ − λβγ)ε

AG+GA: p2(t) = 1
8
(1 − λ2αβ − λ2αγ + λ2βγ) +

1
4
(1 − e−2tα)λβγσp +2(λαβ + λαγ − λβγ)ε

AT+TA: q1(t) = 1
8
(1 − λ2αβ + λ2αγ − λ2βγ) −

1
4
(1 − e−2tβ)λαγσq +2(λαβ − λαγ + λβγ)ε

CG+GC: q2(t) = 1
8
(1 − λ2αβ + λ2αγ − λ2βγ) +

1
4
(1 − e−2tβ)λαγσq +2(λαβ − λαγ + λβγ)ε

GT+TG: r1(t) = 1
8
(1 + λ2αβ − λ2αγ − λ2βγ) +

1
4
(1 − e−2tγ)λαβσr +2(−λαβ + λαγ − λβγ)ε

AC+CA: r2(t) = 1
8
(1 + λ2αβ − λ2αγ − λ2βγ) −

1
4
(1 − e−2tγ)λαβσr +2(−λαβ + λαγ − λβγ)ε
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Table 3: Time–dependent solutions of the JC model divergence matrix. We have defined: γ =

1
16

[1 + 3 exp(−8µt)]. Rightmost column applies only with initial condition (31), to include ancestral poly-
morphisms.

Base content Analytical solution Heterozygosity

TT: s1(t) = 1
8
(1 + e−2µt) e−4µt(−σp − σq + σr) + γ −3εe−8µt

CC: s2(t) = 1
8
(1 + e−2µt) e−4µt(−σp + σq − σr) + γ −3εe−8µt

AA: s3(t) = 1
8
(1 + e−2µt) e−4µt(σp − σq − σr) + γ −3εe−8µt

GG: s4(t) = 1
8
(1 + e−2µt) e−4µt(σp + σq + σr) + γ −3εe−8µt

CT+TC: p1(t) = 1
8
(1 − e−8µt) − 1

4
(1 − e−2tα) e−4µtσp +2εe−8µt

AG+GA: p2(t) = 1
8
(1 − e−8µt) + 1

4
(1 − e−2tµ) e−4µtσp +2εe−8µt

AT+TA: q1(t) = 1
8
(1 − e−8µt) − 1

4
(1 − e−2tµ) e−4µtσq +2εe−8µt

CG+GC: q2(t) = 1
8
(1 − e−8µt) + 1

4
(1 − e−2tµ) e−4µtσq +2εe−8µt

GT+TG: r1(t) = 1
8
(1 − e−8µt) + 1

4
(1 − e−2tµ) e−4µtσr +2εe−8µt

AC+CA: r2(t) = 1
8
(1 − e−8µt) − 1

4
(1 − e−2tµ) e−4µtσr +2εe−8µt

Table 4: Solutions of the K3ST divergence matrix evolving in equilibrium regime. The λ’s have been defined in
equation (7).

Base content Analytical solution

TT: s1(t) = 1
16

(1 + λ2αβ + λ2αγ + λ2βγ)
CC: s2(t) = 1

16
(1 + λ2αβ + λ2αγ + λ2βγ)

AA: s3(t) = 1
16

(1 + λ2αβ + λ2αγ + λ2βγ)
GG: s4(t) = 1

16
(1 + λ2αβ + λ2αγ + λ2βγ)

CT+TC: p1(t) = 1
8
(1 − λ2αβ − λ2αγ + λ2βγ)

AG+GA: p2(t) = 1
8
(1 − λ2αβ − λ2αγ + λ2βγ)

AT+TA: q1(t) = 1
8
(1 − λ2αβ + λ2αγ − λ2βγ)

CG+GC: q2(t) = 1
8
(1 − λ2αβ + λ2αγ − λ2βγ)

GT+TG: r1(t) = 1
8
(1 + λ2αβ − λ2αγ − λ2βγ)

AC+CA: r2(t) = 1
8
(1 + λ2αβ − λ2αγ − λ2βγ)
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