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Resumen— Los videojuegos multijugador de arena de batalla 

en línea (MOBA), es un genero de videojuegos que durante la 

última década han ganado popularidad en la escena competitiva 

de los E-Sports. Este incremento en su popularidad y la 

complejidad propia de los mismos han llamado la atención de 

investigadores en todas las áreas del conocimiento, incluyendo la 

Inteligencia Artificial. Dichos investigadores han utilizado una 

amplia variedad de técnicas de Aprendizaje de Maquina buscando 

mejorar la experiencia de diversos usuarios -jugadores novatos, 

jugadores expertos, espectadores, entre otros- a través de modelos 

de predicción, sistemas de recomendación y, aunque se han 

utilizado técnicas de optimización; estas últimas han sido las 

menos utilizadas en los videojuegos tipo MOBA. Por ello, el 

presente trabajo de investigación propone la arquitectura de un 

agente racional capaz de recomendar a un jugador que objeto 

comprar para aumentar sus probabilidades de ganar una partida, 

utilizando una técnica de optimización para la generación de 

recomendaciones. En la arquitectura propuesta, el agente percibe 

su ambiente con la información disponible en el API del videojuego 

League of Legends -uno de los MOBA mas populares actualmente-

. Tal información es interpretada por una Regresión Logística que 

durante las etapas tempranas del juego demostró tener una 

precisión alrededor de 0.975. A su vez, la técnica de optimización 

seleccionada para generar la sugerencia fue GRASP; en promedio 

cada sugerencia es generada en 0.36 segundos, estas sugerencias 

durante la experimentación lograron aumentar la probabilidad de 

ganar una partida en promedio 5.2x. 

 

Abstract— Multiplayer online battle arena (MOBA) video 

games are a genre of video games that during the last decade have 

gained popularity in the competitive E-Sports scene. This increase 

in popularity and MOBA’s complexity have attracted the attention 

of researchers in all areas of knowledge, including Artificial 

Intelligence (AI). AI researchers have used a wide variety of 

Machine Learning techniques seeking to improve the experience 

of various users - novice players, expert players, spectators, among 

others - through prediction models, recommendation systems and 

optimization algorithms. However, optimization algorithms have 

been the least used in MOBA videogames. For that reason, this 

research proposes the architecture of a rational agent capable of 

recommending to a player what item to buy to increase his 

probabilities of winning a game, using an optimization technique 

for generating recommendations. In the proposed architecture, 

the agent perceives his environment with the information available 

in the API of League of Legends -currently, one of the most 
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popular MOBA videogames -. Such information is interpreted by 

a Logistic Regression that during the early stages of the game was 

shown to have an accuracy around 0.975. Additionally, the 

optimization technique selected to generate the suggestion was 

GRASP. On average each suggestion is generated in 0.36 seconds. 

During experimentation, these suggestions increase the 

probability of winning a game on average 5.2x. 

 

Impact Statement — In 2021 League of Legends has reached a 

total of 115 million active users. All these players face decisions 

with a high complexity during a match. For instance, players could 

buy until six items per match from a pool higher than three 

hundred options. It means, players buying items have a spectrum 

of decisions higher than 𝟔. 𝟗 ∗ 𝟏𝟎𝟏𝟒. Tools that help players to take 

this decision reducing the uncertainty, would impact positively the 

user experience. Novice players could accelerate their learning 

curve and expert players could discover new item configurations. 

It would increase the overall level of the game and, in consequence, 

the level in competitive matches. 

 
Index Terms— Autonomous systems, Rational agent, 

Supervised learning, Machine learning, Data Mining, Predictive 

models, Pattern recognition, Logistic Regression, Optimization, 

Greedy algorithms.  

 

I. INTRODUCTION 

IDEOGAMES are already present in our everyday life. 

They have reached a massive audience from all ages due 

to their wide variety of genders and thematic. Those genders 

evolve trough time and originate new ones, for instance, Real 

Time Strategy games (RTS) originates at the early 2000’s a 

different sub-gender known as Massive Online Battle Arena 

(MOBA) [1]. 

There are many games that could be considered as MOBA 

predecessors. Although, the first videogame formally classified 

as a MOBA was Defense of the Ancients (DotA). It was created 

in 2003 by players of the RPG videogame Warcraft III. DotA is 

based on the Warcraft III lore, however, it has specific gameplay 

characteristics. 

Each match starts with two adversary teams, typically 

conformed of five players.  [2]. Usually, both teams have main 

structures that are located at the opposite corners of the 
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battlefield. The first team to destroy the adversaries' main 

structure wins the match [2]. Destroying other structures within 

the adversary team's base may provide other benefits. Defensive 

structures, which are usually automatic ‘towers’, are in place to 

prevent the base destruction. Each team is assisted by relatively 

weak computer-controlled units, called ‘minions’, that 

periodically spawn in groups at both bases, marching down 

predefined paths (called ‘lanes’) toward their enemy base. 

Players can aid them, turning the minions into a useful army for 

striking the adversaries' defenses [3]. There are typically three 

(3) ‘lanes’ on the battlefield that are the main ways of getting 

from one base to another. The lanes are known as top, middle 

and bottom lane, or, in gamer shorthand – ‘top’, ‘mid’ and ‘bot’. 

Between the lanes is an uncharted area called ‘jungle’ [4]. The 

‘jungle’ is a territory to neutral monsters that are hostile to both 

teams and appear in marked locations on the map known as 

‘camps’ [5]. Defeating neutral monsters brings various benefits 

to the players and their team, such as growth in power, buffs, or 

assistance in pushing the lane [6]. 

In 2009 and 2012, respectively, the most popular MOBA 

videogames were born: League of Legends (LoL) and Defense 

of the Ancients II (DotA II). They maintain the gameplay 

described above: Two teams of five players must destroy the 

nexus of the enemy team located in the different side of a 

predefined map. Fighting against defensive structures, player, 

and non-player characters. 

Both achieved great popularity in the e-sports scenario. For 

instance, 2019 League of Legends World Championship got an 

online audience greater than one hundred million through 

several electronic platforms as Twitch [7]. Also, it got an in-site 

audience near to forty thousand people on the Shanghai 

Olympic stadium. 

Their popularity has attracted a lot of researchers’ attention 

from various knowledge fields as psychology [8], marketing 

[9], computer science and artificial intelligence. Specially, 

Artificial Intelligence researchers have found in MOBA 

videogames an interesting playground for the application of a 

wide spectrum of machine learning techniques. They have used 

techniques to predict an outcome such as whether a team will 

win a match [10], to generate a recommendation of an in-game 

action [11], and to find the best solution from all feasible 

options [12]. These techniques have also been used as 

components in rational agents which help players [13] or 

spectators [14] to improve their experience. 

An extensive number of papers applying machine learning 

techniques were reviewed and analyzed. This literature review 

allows to identify relevant insights such as: Most common use 

cases for machine learning algorithm, most popular machine 

learning techniques used and their results, independent 

variables frequently used in MOBA videogames applications, 

and how this information have been used into rational agents. 

Most important, this exhaustive research was helpful to identify 

unsolved questions on the application of rational agents in 

MOBA videogames. 

Based on these questions the goal of this paper is: To propose 

the architecture for a rational agent which uses machine 

learning techniques to perceive the current in-game situation 

and suggest what items to buy during a game in order to 

maximize the chance to win a match, taking in consideration 

the available in-game gold of the player as a constraint. In 

consequence, the item recommendation will be gotten using an 

optimization algorithm. 

For that purpose: Section II describes previous works 

research, Section III details the methodology required to 

achieve the investigation objective, Section IV introduces the 

conducted experiments, Section V describes conclusions, and 

finally Section VI presents potential future works related to this 

paper. 

II. BACKGROUND 

MOBA videogames have attracted the attention of 

researchers from several disciplines during the last years. One 

of these disciplines is Artificial Intelligence. AI researchers 

have explored how to introduce rational agents which improve 

game experience or performance of players. Because during a 

match players should consider a lot of variables to take real-

time decisions from a wide number of possibilities. It makes 

possible to experiment with a variety of techniques looking the 

way to reduce the uncertainty of in-game decisions without 

taking a lot of processing time.  

An extensive review of papers applying artificial intelligence 

and machine learning techniques into the MOBA videogames 

context was performed. It allowed to summarize and understand 

what techniques have been used, and how they have been 

implemented into rational agents. Also, this literature review 

was helpful to identify unsolved questions on the application of 

rational agents in MOBA videogames. 

Consequently, Section A will describe machine learning 

techniques used in MOBA videogames context. Section B will 

introduce research that have used machine learning techniques 

to apply rational agents capable of making quick data-driven 

decisions. 

A. Machine Learning Algorithms 

All the decisions that a player must take into MOBA 

videogames are influenced by several variables (e.g., his current 

position in the map, the position of his opponents and 

teammates, his virtual avatar and the virtual avatar chosen by 

the opposite team, etc.). Usually, these decisions offer a great 

number of possibilities, for instance, a player could buy until 

six items from a pool higher than three hundred (6.9 ∗ 1014 

different possibilities). The number of variables to consider and 

the wide specter of possible solutions make MOBA videogames 

a multi-dimensional environment appropriate for 

experimentation. 

In consequence, a wide variety of machine learning 

techniques have been used with different purposes.  Most 

common purposes are to predict an outcome such as whether a 

team will win a match or if a virtual avatar will die during a 

fight, to generate a recommendation of an in-game action, and 

to find the best solution from all feasible options. This section 

will introduce machine learning techniques grouped by these 

three purposes: Prediction models, recommendation systems 

and optimization algorithms. 
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1) Prediction Models 

Researchers have studied how to use independent variables 

during a match such as the virtual avatar chosen by players or 

the current map position of virtual avatars, to predict an 

outcome. The review of the papers predicting an outcome 

generated a list of techniques used. They were grouped based 

on their similarity to identify the most popular. Fig. 1 shows 

that most popular techniques are regressions, tree-based 

models, and neural networks architectures.  

As seen in Fig.1 regression techniques are the most used 

techniques to predict outcomes in MOBA videogames, standing 

out the Logistic Regression. It is a classic machine learning 

technique which uses a matrix of predictors (𝑋) and a vector of 

outcomes (𝑦), to understand how changes in predictors have 

impact in the value of the outcome. Logistic regression has been 

used, mainly, to predict victory [10] [15] [16] [17] [18] [19]. 

 

Fig. 1 Number of reviewed references per year grouped by technique 

category 

Other popular techniques for predicting outcomes are tree-

based techniques. They are usually iterative procedures which 

build a set of rules to classify each characteristics vector based 

on its class. During this process, tree-based techniques find how 

predictors are related to the outcome. One of their main 

advantages is the creation of oblique separating planes that 

allow to have a low bias. Papers using tree-based techniques 

describe applications such as: classification trees to predict 

whether a MOBA videogame will be successful [20], behavior 

trees to predict the next action in a game [21] and random forest 

to predict the game outcome [22] [23]. In the tree-based group, 

random forest is the only method used more than once. 

Thanks to the increasing popularity of neural networks in 

recent years, it is possible to find research using these 

techniques to predict some outcomes in MOBA videogames. 

An Artificial Neural Network (ANN) is a group of 

interconnections between the neurons of different layers on a 

system. They are usually made up of three layers: the first layer 

has input neurons that capture the information of the 

independent variables (predictors), this information is sent 

through the synapse to the second layer of neurons, and finally 

through new synapses it carries the information to the output 

layer. Recently, researchers have studied more complex 

architectures making of neural networks into one of the more 

robust and more popular machine learning techniques. 

Artificial Neural Networks have been used to predict which 

team will win a game. More complex architectures have also 

been used, for instance, recurrent neural networks to predict a 

game outcome [24] or the next pick into the pick and bans phase 

[25]. At last, deep neural networks predicting deaths during a 

team fight [26] [27]. 

Finally, other not so used techniques will be mentioned. For 

instance, predict the winning team using singular value 

decomposition [28] , factorization machine [16], support vector 

machines [29], gradient boosting decision [16], several 

boosting methods [22], naïve Bayes classifier [16], confidence-

calibrated model [30], fuzzy logic predicting future states [31], 

and to predict the picks during the picks and bans phase using 

Bayesian networks [25]. 

2) Recommendation Systems 

Inside a MOBA videogame match, players face real-time 

situations where they should take decisions into a wide 

spectrum of possibilities. It could be an overwhelming task 

specially to novice player. For that reason, researchers have 

studied how to use machine learning algorithms to give 

recommendations to players during a match. Reviewed papers 

are focused on two applications. First, to recommend the virtual 

avatar to choose at the beginning of the match. Second, to 

recommend items to buy during a match. 

In classic MOBA videogames, two teams of five players face 

each other. Every player must choose a virtual avatar from a 

pool higher than 150 different options, each one with different 

attributes. It means that the final teams’ composition is one 

from more than 4.2 ∗ 1021 possibilities. In addition, players 

decision must consider the synergies with the virtual avatar 

chosen by teammates and weakness of virtual avatars chosen by 

enemies. These factors stimulate the application of neural 

networks architectures to suggest a virtual avatar to play during 

a match. Some used architectures are artificial neural networks 

[11] [19], recurrent neural networks [32], fully-connected 

neural networks [33]. As well, researchers have used rule-base 

systems [34] [35], random forest [18] [33], support vector 

machines [18], several boosting methods [18] and fuzzy logic 

[36] methods to recommend the virtual avatar to choose. 

On the other hand, during a match each player could use in-

game gold to buy a limited number of items which improve the 

attributes of his virtual avatar. In League of Legend each player 

could acquire up to six items from a pool higher than three 

hundred options. In consequence, the possible combinations of 

items at the end of the match are more than 6.9 ∗ 1014 

possibilities. Some of the techniques used to recommend which 

item to buy are: clustering methods [1], deep neural networks 

[37], fully-connected neural networks [37] and Long-short 

Term Memory networks [38]. Nevertheless, players need a 

determined amount of in-game gold to buy items during the 

match. It means that not all the available items are actually 

feasible options, and this limitation has not been considered in 

none of the studied papers. 

3) Optimization Algorithms 

An optimization problem is the one that finds the best 

solution -maximizing or minimizing a specific metric- from all 
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feasible solutions. It means the optimization problem should 

consider the mathematic formula to maximize -or minimize- 

and, also, a group of constraints. These characteristics were 

found only in one research. It uses Genetic Algorithms to 

maximize the probability to win a match recommending the 

virtual avatar to choose. It has as constraint the virtual avatars 

already chosen by his teammates and enemies during the bans 

and picks phase [12]. 

No other paper using optimization techniques was found in 

the literature review. Even though purchase of items is highly 

constraint by in-game gold. 

In-game gold is acquired with actions through the game, such 

as, killing neutral monsters, killing enemy minions, destroying 

structures, etc. In consequence, a player could not be able to 

buy the ‘best’ item to maximize his chance to win because he 

has not enough gold. Then, the possible items to buy should be 

delimitated to a list of feasible options. Considering the 

problem of what items to buy as an optimization problem is one 

of the contributions of this paper to the state of the art. 

B. Rational Agents 

Machine learning techniques mentioned in previous section 

could be used as layers into a more complex system which 

perceives the environment, process information and take a 

decision. It is known as a rational agent. An entity which 

perceives its environment, takes actions autonomously in order 

to achieve goals, and may improve its performance with 

learning or may use knowledge. In specific, Russel and Norvig 

[39] describe a goal-based agent as an agent which use goal 

information to describe situations that are desirable as shown in  

Fig. 2. It provides the agent a way to choose among multiple 

possibilities. This section will introduce some applications 

using machine learning techniques in rational agents applied to 

MOBA videogames.  

 

 
Fig. 2 Model-based, goal-base. Adapted from Artificial Intelligence: 

A modern Approach 

Do Nascimento and Chaimowicz [13] describe an Artificial 

Intelligence capable of playing a MOBA videogame using rule-

based systems. They propose the two-layer architecture shown 

in Fig. 3. The first layer determines the agent’s navigation, 

using influence maps and potential fields techniques. The 

second layer is used for micromanagement, it determines 

whether to attack an objective using target selector and an 

algorithm called orbwalker, to inform when to attack or to 

move. 

 

 
Fig. 3 Two-layer Architecture for a Rational Agent who plays League 

of Legends 

Silva, Do Nascimento and Chaimowicz [40] use rational 

agents to improve the player experience. They use rule-based 

systems to adjust the difficulty of the game according to 

player’s performance. It uses as sensors the historical player’s 

performance and in-game goals to adjust difficulty into: Easy 

mode, regular mode, and hard mode. Once the player is 

classified, the rational agent activates or deactivates the 

behaviors shown in Fig. 4. 

 

 
Fig. 4 List of features to activate or deactivate based on dynamic 

difficulty 

Pratama, Nugroho and Yuniarno [41] described a rational 

agent which adjusts the difficulty of the videogame. Their 

rational agent uses several in-game metrics to decide the bot’s 

difficulty with fuzzy distributions. Fuzzy distributions calculate 

a capability score from 0 to 100 and assign a label from: Not 

Capable, Somewhat Capable, Capable and Very Capable. 

Proposed architecture could be observed in Fig. 5. 
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Fig. 5 Dynamic Difficulty Adjustment using Fuzzy-controller 

Rational Agent. Adapted from Fuzzy controller based AI for Dynamic 

Difficulty Adjustmentfor Defense of the Ancient 2 (DotA 2) 

Do Nascimento and Chaimowicz [42] also proposed a 

rational agent who serves as a tutor for novice players. It detects 

the specific player’s situation, goes through the behaviors tree, 

and takes actions. The Fig. 6 shows the behaviors tree proposed 

using arrow rectangles to represent sequencers, question circles 

to represent selectors and rectangles to represent actions. 

 
Fig. 6 Partial Behavior Tree implemented by Rational Agent. 

Adapted from A tutor agent for moba games. 

Next section shows the insights obtained after an extensive 

literature review and analysis. 

 

C. Summary 

Based on previous works, described above, it is possible to 

identify: 

• Researchers have used various machine learning 

techniques in the MOBA videogames context to 

predict several outcomes, recommend the next best 

action during a match, and optimize the virtual 

avatar to choose. 

• Most popular techniques for prediction are: Logistic 

Regression, Support Vector Machines, Artificial 

Neural Networks and Random Forest. 

• Research using recommendation systems have 

focused their efforts in two applications: To 

recommend the virtual avatar to choose at the 

beginning of a match, and to recommend the items 

to buy during a match. 

• None of the reviewed papers using recommendation 

systems to decide what items to buy, consider the 

in-game gold as a constraint. 

• Optimization techniques have been the less 

explored techniques in MOBA Videogames. 

• Machine learning techniques have been used in 

different layers of rational agents. 

Considering the listed insights, the next section will describe 

the proposed methods to design a rational agent architecture. 

The agent will use machine learning techniques to perceives the 

current in-game situation and suggest what items to buy during 

a game in order to maximize the chance to win a match, taking 

in consideration the available in-game gold of the player as a 

constraint. In consequence, the item recommendation will be 

gotten using an optimization algorithm. 

III. METHODS  

Inspired in the goal-based rational agent architecture shown 

in Fig. 2, the Fig. 7 introduces the proposed rational agent 

architecture for this investigation. The agent processes were 

split in offline and online processes. For that reason, agent has 

two sensors that help the agent to perceive its environment: 

historical and real-time. They will be described in detail in 

Section A. 

The information gotten by the sensors is filtered and 

transformed into a structured form. It is the state of the 

environment. This is also useful for representing possible future 

states. Then, Section B details which relevant variables are 

included into the state and their format. 

As the rational agent is a goal-based agent, it needs a 

component which understand the state in terms of its goal. The 

agent’s goal is to maximize the probability of the player to win 

the match. For that reason, Section C describes the component 

of the agent that translates the state into the probability of 

winning the match. 

Finally, using the current state and possible future states, the 

agent uses an optimization algorithm to generate a 

recommendation. Thereby, Section D gives details about the 

component of the rational agent that makes the decision about 

which item to buy to maximize the odds of winning a game. 
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The online processes of the agent allow to generate 

recommendations almost in real-time. These recommendations 

will be different each time the current state of the match change, 

then, the recommendation is dynamic and in accordance with 

the situation of the game. 

It is important to mention that the proposed rational agent 

architecture in this investigation does not have actuators. 

Because it delivers the information to the player. Is the player 

and not the agent, who transforms the environment following -

or not- the recommendation of the agent. 

A. Data Gathering 

In this architecture, two different sensors are needed. 

Historical sensors which will provide the required information 

to train machine learning algorithms that help the agent to 

interpret the environment, and the impact of its actions. And 

real-time sensors which will be used to take decisions during a 

match. 

1) Historical Sensors 

RIOT games, the developing company who creates League 

of Legends, made available to the public an API where 

information related to the game could be downloaded [43]. It is 

mainly used for developers to create tools which improve the 

user experience, or data analysts hired by professional teams to 

design strategies and help professional players to increase their 

performance. 

For this investigation, historical information was extracted 

from three different endpoints: Champion [44], Match-v5 and 

Item [45]. The obtained dataset was compared against four 

large datasets available to the public in Kaggle webpage. The 

four datasets chosen as benchmark will be called in this paper 

accordingly to the user who published it: Mitchell J [46], Chuck 

Ephron [47], mitchel’s fanboi [48] and Paolo Campanelli [49]. 
They were compared based on the size and the diversity of the 

dataset. 

A total of 554.671 matches were downloaded from the RIOT 

Games API. Fig. 8 shows that the obtained dataset using the 

League of Legends API contains at least 3x more observations 

than benchmark datasets.  

 

 
Fig. 8 Number of Samples of Obtained Dataset versus Number of 

Samples in Benchmark Datasets. 

As League of Legends is a worldwide played videogame, it 

has players across the globe. They have access to servers 

located in different locations to improve their connections to the 

videogame. It implies the information is split in several servers, 

then, to train a rational agent who is not biased by regional 

behaviors is necessary to gather information from each server. 

Benchmark datasets only have information of one server: 

Mitchell J [46] has information from West Europe (EUW1) 

exclusively, Chuck Ephron [47] has information from 

competitive matches, mitchel’s fanboi [48] does not specify 

server, and Paolo Campanelli [49] has mainly information from 

EUW1. 

Meanwhile, obtained dataset includes around forty thousand 

matches from each one of the eleven servers around the world - 

Brazil (BR1), North Europe (EUN1), West Europe (EUW1), 

 
 Fig. 7 Proposed rational agent architecture. 
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Japan (JP1), Korea (KR), North Latin America (LA1), South 

Latin America (LA2), North America (NA1), Oceania (OC1), 

Russia (RU) and Turkey (TR1)-. Fig. 9 shows the number of 

matches gathered for each server. 

 

 
Fig. 9. Number of Matches Gathered in Each Server 

Inside the servers, the players are grouped based on their 

performance using an ELO system. The ELO in League of 

Legends categorizes players in tiers. There are nine different 

tiers -Iron, Bronze, Silver, Gold, Platinum, Diamond, Master, 

Grandmaster and Challenger-. In consequence, players are 

paired in matches with allies and enemies from the same tier. 

Reviewed papers used information almost exclusively from 

high tiers. Benchmark datasets have a similar behavior: 

Mitchell J [46] does not specify the tier, Chuck Ephron [47] is 

focused on Challenger, mitchel’s fanboi [48] uses Diamond 

matches only, and Paolo Campanelli [49] does not specify tier 

neither. Contrastingly, the obtained dataset has an almost 

balanced number of matches in each tier. In consequence, 

obtained dataset proved to be better than benchmark datasets in 

terms of size and diversity. 

However, despite its performance against benchmark 

datasets, the obtained dataset includes some matches that 

should be removed. Fig. 10 shows a histogram of the duration 

in seconds of collected matches. Matches with a duration 

shorter than 540 seconds are cancelled matches because one or 

more players are absent, then, they cannot be considered 

relevant. For that reason, they will be removed from the 

obtained dataset. As result, final dataset contains information 

from 540.155 different matches from the 554.671 in the original 

dataset. 

Each one of the collected matches in the final dataset 

generated two characteristic vectors. The first one represents 

the blue team perspective, then, the outcome associated to this 

vector is whether the blue team win the match. The second 

characteristic vector represents the red team perspective and 

accordingly the outcome associated to this vector is whether the 

red team win the match. 

In consequence, the dataset with historical information used 

to train the offline process in the rational agent have a total of 

1.080.310 characteristic vectors and outcomes. They were split 

into a training dataset of 629.224 observations, a testing dataset 

of 269.570 observations, and a validation dataset of 181.516. 

 

 
Fig. 10 Matches Duration in Seconds from All the Collected Matches. 

In conclusion, the diversity, and the size of the obtained 

dataset -compared against various benchmark datasets- should 

be enough to train robust machine learning algorithms that will 

be described in further sections. 

2) Real-time Sensors 

While historical information is used for training the machine 

learning algorithms in offline processes, the real-time 

information will be used to perceives the agent’s environment 

in online processes. Real-time information of an active match 

could be obtained from an API called Live Client Data API. It 

has been developed also by RIOT games and could be accessed 

by native applications via HTTPS using Swagger v2 or 

OpenAPI v3 specs. From this API the used endpoints are Active 

player, Events and Game. 

B. State Representation 

Information captured by historical and real-time sensors, 

should be transformed into a characteristic vector that could be 

used by the agent as a structured representation of the current 

state of its environment and further, as an interpretation of the 

impact of its actions in the state of the match. Therefore, ths 

information included in the characteristics vector is expected to 

be relevant. For that reason, literature was reviewed searching 

for the most representative variables in MOBA videogames to 

train machine learning algorithms [50]. 

First, papers using machine learning algorithms in MOBA 

videogames were grouped into six categories based on 

questions the research tries to answer: Spatio-temporal, Players, 

Champions, Team composition, Items and Victory. Second, 

most used variables in each category were tabulated. Third, the 

most common variables across categories will be considered as 

relevant. Finally, once the most relevant variables were 

identified this paper presents a discussion about the best way to 

represent these variables. 

1) Spatio-Temporal 

Typically, a MOBA match occurs into a map where two 

teams appear from different corners of a map connected by 

three main paths known as Bottom, Middle and Top Lanes. 

There are also several secondary paths through a neutral 

territory known as jungle. Fig. 11 shows a generic MOBA map. 

According with his position the player would face different 

situations: In main paths players would fight with enemy 

minions and turrets, in the jungle they could fight against 
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neutral monsters, and there are neutral objectives more 

important than others. It suggests the position of players into 

the map -coordinates- are relevant for the development of the 

match. 

 

 
Fig. 11 MOBA Videogames Generic Map. Yellow lines are the main 

paths, small circles represent turrets, defensive building between 

team bases and big circles are the nexus; building that should be 

destroyed to win the match 

Taking into the account the mentioned importance of the 

place and the time where in-game actions were performed, 

researchers have sought patterns related to how the game is 

developed in different map coordinates and time slices. Some 

of the spatio-temporal investigation objectives found in the 

literature are: 

• To detect an experienced player based in the way that 

he navigates across the game map [51] [52] [53] [29]. 

• To develop rational agents which determine the best 

way to navigate the game map at a specific moment of 

the game [42] [13] [37]. 

• To analyze the advantage of one of the teams at a 

specific time during the game [54] and specifically, 

when this advantage generates an irreversible 

snowball effect [55] [56]. 

• To improve spectators experience by determining in 

which sectors of the game map the events most 

relevant to the game are taking place [57] [58]. 

• To predict the outcome of an encounter with two or 

more players [15] [59] [27]. 

• To determine whether an ability or an actionable item 

could be used [60]. 

 

Even when all these papers are related to spatio-temporal 

research, the variables used as predictors are very wide. Despite 

64 different predictors were identified, only 3 of them are used 

in more than one of these research. 

2) Players 

MOBA versatility allows every player to behave different to 

the same situation. For instance, the same virtual avatar could 

be equipped with different items relaying on the player 

preferences. 

In consequence, this category groups research that analyze 

characteristics of the players. These characteristics do not 

depend on the game condition, on the contrary, they tend to be 

present into every player’s game. In this category we found 

objectives such as: 

• To automatically adjust the level of difficulty for any 

player based on his historical performance [36]. 

• To analyze the outcome of a game based on the 

historical performance of the players [61] [24] [62] 

• To categorizing players according to their historical 

performance and design analysis strategies to improve 

it [63] [53] [64] [29] [65]. 

• To analyze the learning speed of a new player [17]. 

• To predict based on their gaming habits if a player is 

at risk of quitting the game [66], the best way to match 

players based on their historical performance [26] [67]  

• How the player's social network within the video game 

affects the outcome of his games [68]. 

 

As described in spatio-temporal category. The variables used 

as predictors in these papers are very diverse. In total, they use 

51 different predictors. However, only 10 of them are used in 

more than one research. 

3) Champions 

At the beginning of every game each player must choose a 

virtual avatar known as champion in League of Legends. This 

decision should consider the role that the player will perform 

(e.g., top, mid, jungle), the virtual avatar chosen by enemies and 

allies, and specially the synergies between them. Then, each 

team pick five different champions from more than 150 

different options. 

Due its complexity and importance, the papers grouped in 

this category have studied the impact of the avatar selected by 

the players. Mainly these research are focused in designing 

champion recommendation systems [25] [69] [34] [35] [70] 

[18] [38] [28] [33] [32] and predict the outcome of a game based 

on the combination of the avatars choose by the player, his 

teammates and opponents [16] [71] [11]. 

Although these investigations use a total of 18 different 

independent variables, the only one that appears in all research 

is 'chosen-hero': a binary vector that represents the champion 

selected by one or more players. 

4) Team Composition 

A limitation commonly mentioned in research is how to 

introduce into machine learning models the synergies that must 

exist between players of the same team. Related to this 

question, the Team Composition category was created for those 

papers that seek objectives related to the roles of each player 

within a team [10] [62], the analysis of player behavior in the 

composition of a team [11] [71] [72] [64] [73], predicting the 

outcome of a game considering synergies between players [16] 

[74] or optimizing the construction of a team of players [34] 

[32] [12] [75] [67]. 

A total of 45 different independent variables were identified 

in the investigations within this category. Only 4 of them were 
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used on more than one paper. 

5) Items 

During each game every player has the possibility to acquire 

items which improves the attributes of his virtual avatar. These 

items are bought using in-game money that the player can get 

performing several actions (e.g., Killing neutral characters). In 

League of Legends, throughout a match each player has the 

possibility of acquiring up to six items from a pool of almost 

300 different objects, each with different benefits for the 

character. 

The research that study the impact of items into the match 

were grouped within this category. They sought to develop 

systems that recommend to the player which are the items to 

acquire during the game [1] [76] [19] [37]. 

In a similar way as in the champions category, the only 

variable that appears more than once in papers into the item’s 

category is 'items': a binary vector that identifies whether a 

champion has a specific item equipped. 

6) Victory 

Another of the objectives found in literature, is the prediction 

of the winning team in a game. Papers into Victory category use 

variables known at the beginning of the game [16] [69] [28] 

[29] [24] [74] [22] [23], at any time during the game [15] [61] 

or variables known at the end of a game in order to understand 

their influence on the result [77] [30] [78]. 

Of the 49 independent variables used within this category, 

only 9 of them have been used on more than one research. 

7) Summary 

Finally, as mentioned during the categories description it is 

evident that the used predictors are very heterogenous, even 

within the categories. A total number of 163 predictors were 

identified in the literature. 32 of them were used on more than 

one paper. Table 1 shows predictors used on five or more 

different papers. 

 

TABLE 1 

MOST FREQUENTLY USED PREDICTORS 

Variable Number of Appearances 

Chosen hero 11 

Gold 9 

Kills 8 

Deaths 6 

Creeps 6 

Gold difference between teams 6 

Roles (e.g., carry, mid-lane solo) 5 

Assists 5 

Items 5 

 

In addition to variables most frequently used, the variables 

used crosswise in various categories were also taken into the 

account. Fig. 12 shows the interception of variables in three 

categories: Players, Champions, and Items. The unique variable 

used on the three categories is the chosen hero, at the same time, 

items and roles are used on two of the three categories with 

common variables. 

Then, since they are the only variables used crosswise in 

papers with different investigation objectives, these three 

variables -chosen hero, items, and roles- will be considered 

relevant variables in MOBA videogames and, in consequence, 

used as predictors in this investigation. 

 

 
Fig. 12 Variables Interception Across Several Goal Categories. 

It is important to mention that items and chosen hero 

variables have been commonly used in the literature as a 

Boolean vector. The vector position which represents a 

champion is 1 when the champion has been chosen and 0 in 

other cases. Same with items, the vector position for each item 

is 1 once the item has been bought and 0 in other cases. 

However, this vector representation has two analytical 

difficulties to take into consideration. First, due the number of 

existing items and champions, each player creates a vector with 

more than 700 characteristics. Just seven of these characteristics 

have a value of 1 -six bought items and one chosen champion- 

and the rest of them are 0. Therefore, it creates a matrix with a 

lot of dispersion due the number of zeros. Second, attributes of 

champions and items change almost twice a month because 

developers apply new patches to fix bugs and to balance the 

victory ratio of each virtual avatar [79]. 

Both, disperse matrix and changes in attributes, would have 

an impact in the trained models making our rational agent 

difficult to sustain, especially, when a new patch is applied. 

For that reason, in this investigation is proposed a different 

interpretation for champions and items variables. It is the 

translation of the selected champion and bought items into their 

attributes. In League of Legends there are thirteen attributes: 

attack damage, attack speed, critical hit chance, life steal 

percentage, hit points, spell block, armor, mana points, magic 

damage, magic damage, movement speed, hit point 

regeneration, attack range and mana point regeneration. 

The proposed representation allows to represent the state of 

the game with a vector of one hundred thirty characteristics -

thirteen attributes for ten players-, without zeroes. The specific 

state of a player -the champion he chosen and the items he 

bought- is represented by his own thirteen variables. It gives to 

our rational agent the capacity to provide different 

recommendation to each one of the players involve into a 

match, and different recommendations during the game based 

on the level of their champions and the items that they have 
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already bought. 

C. State Interpretation 

Once the agent receives the characteristics vector described 

in Section B it needs a component to interpret its position on the 

goal, to winning the match. This component should be able to 

answer the questions: What are my probabilities to win the 

match based on the current state? And, how much my 

probability of win the match increases after buying an item? 

For this component the method selected was a prediction 

model that uses the characteristics vector to predict the chance 

to win a match. Based on the literature review, the most popular 

machine learning techniques to predict outcomes in MOBA 

videogames are: Artificial Neural Networks (ANN), Logistic 

Regression (GLM), Random Forest (RF) and Support Vector 

Machines (SVM). 

Those four techniques were used for experimentation. The 

most suitable technique was selected based on four different 

metrics: Accuracy, Stability, Training time and Complexity. 

1) Accuracy 

To predict whether a team will win a match is a classification 

problem, due the outcome takes just discrete values: victory or 

defeat. A commonly used metric in classification problems is 

the accuracy. It measures the percentage of observations whose 

actual class matches with the class predicted by the machine 

learning algorithm. If we consider victory is the true class, then 

accuracy could be expressed as follows. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

 

Where, true positive (TP) is the number of observations 

classified by the algorithm as victory, which are real victories. 

True negative (TN) is the number of observations classified by 

the algorithm as defeat, which are real defeats. False positive 

(FP) is the number of observations classified by the algorithm 

as victory, which are actually defeats. Lastly, False negative 

(FN) is the number of observations classified by the algorithm 

as negative, which are actually victories. 

2) Stability 

This metric evaluates the consistency of the accuracy 

obtained by each algorithm with different size in the training 

dataset. Stability is measured using the relative standard 

deviation of the accuracy obtained during every experiment 

performed, grouped by prediction technique. 

3) Training time 

It is the time in seconds that each algorithm takes to be 

trained. Comparison between techniques is done using is the 

time obtained in the experiment with the greatest training 

dataset. 

4) Complexity 

This is the last metric to evaluate, it is a qualitative evaluation 

used by the authors to evaluate how simple could be implement 

the information provided by the prediction model into an 

optimization algorithm. Each technique will get a qualitative 

score based on the output of the algorithm, and the operations 

the agent should perform to transform a characteristic vector 

into the probability to win a match. 

5) Model Selection 

Performance metrics will be tabulated and normalized 

inspired by TOPSIS methodology [80]. It is commonly used in 

multi-objective optimization problems where variables to 

maximize or minimize have different scales. After normalized 

the metrics they can be weighted to calculate an overall score. 

D. What Action Should I Do Now? 

Setting, the optimization problem where the rational agent 

selects what items to buy maximizing its probabilities to win 

from the items that could be bought with its available in-game 

gold, could be analyzed as a knapsack problem. It is a problem 

in combinatorial optimization often solved with greedy 

algorithms, in consequence, this investigation uses GRASP as 

the technique which will help the agent to take final decision. 

1) Knapsack Problem 

Richard Karp describes knapsack problem for the first time 

[81] as a NP-complete problem, where: There are 𝑛 different 

items that could be introduced into the knapsack with an 

inventory of 𝑞𝑖. Also, every item 𝑖 has a benefit 𝑣𝑖 and a weight 

𝑤𝑖. At the same time, the knapsack has a finite capacity 𝑊. 

Then, mathematical problem could be expressed as: 

 

𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒 ∑ 𝑣𝑖𝑥𝑖

𝑛

𝑖=1

 

 

Subject to: 

∑ 𝑤𝑖𝑥𝑖

𝑛

𝑖=1

≤ 𝑊 

0 ≤ 𝑥𝑖 ≤ 𝑞𝑖 

∑ 𝑥𝑖

𝑛

𝑖=1

≤ 6 

 

For the problem in this paper: 𝑣𝑖 represents how much 

increase or decrease the probability to win a match when player 

buy the item 𝑖, the decision variable 𝑥𝑖 is the units of the item 𝑖  
that player buys, 𝑤𝑖 is the in-game gold price of the item 𝑖, 𝑊 

represents the amount of available in-game gold, and 𝑞𝑖 will be 

unbounded for almost every item. 

Additionally, based on League of Legends rules more 

constraints are required: The sum of all 𝑥𝑖 must be lower or 

equal to six, and some items are mutually exclusive (e.g., 

Berserker’s Greaves and Mercury’s Treads). 

Finally, as items have not the same utility with different 

champions a factor 𝑠𝑖  will be included in objective function. 

Where, 𝑠𝑖  is the cosine similarity between the current state and 

the state after the player acquires an item. For instance, if a 

champion has a high attack damage and a low magic damage, 

the rational agent will not suggest an item with high magic 

damage and low attack damage. It happens because 𝑠𝑖  will 

reduce the utility of the item, due the dissimilarity between 

current and future state. Then, the optimization problem is: 
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𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒 ∑ 𝑠𝑖𝑣𝑖𝑥𝑖

𝑛

𝑖=1

 

 

2) Greedy Randomized Adaptive Search Procedure (GRASP) 

This metaheuristic introduced in 1989 is commonly used to 

solve problems in combinatorial optimization [82]. It works in 

two stages. First stage builds random solutions, and second 

stage improves this solutions through local searches. 

 

 
 

In first stage, items are randomly selected from a Restricted 

Candidate List (RCL). They are included into the initial 

solution whether they contribute to objective function.  

 

 
 

Elements in the RCL are filtered using an 𝛼 parameter settled 

by user. Formulas to build the RCL for maximization problems 

where 𝑓𝑢(𝑒𝑖) is the incremental benefit of the item 𝑖, are 

described below. 

 

𝑙𝑏 = min
∀𝑖∈𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛

{𝑓𝑢(𝑒𝑖)}  

𝑢𝑏 = max
∀𝑖∈𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛

{𝑓𝑢(𝑒𝑖)}  

𝑅 = 𝑢𝑏 − 𝑙𝑏 0 ≤ 𝛼 ≤ 1 

𝑅𝐶𝐿 = {𝑒𝑖|𝑙𝑏 + (1 − 𝛼) ∗ 𝑅 ≤ 𝑓𝑢(𝑒𝑖) ≤ 𝑢𝑏} 

 

Values of  𝑓𝑢(𝑒𝑖) are provided by the prediction algorithm 

described in Section C. Furthermore, second stage improves 

initial solution using local search operators. 

 

 
 

As player can sell a previously purchased item, the suggested 

local search operator is to change one of the items into the initial 

solution with the highest utility item that has not been included 

yet. 

IV. EXPERIMENTATION & RESULTS 

Experimentation was designed based on what a player could 

need from the rational agent. Players need the agent makes a 

proper interpretation of the state of the game. They also need 

that recommended items really bring them closer to their goal, 

and that the recommendation is delivered in time -before the 

state of the game changes-. 

Based on these need the experimentation was designed. 

Then, Section A describes a comparison between machine 

learning techniques commonly used for prediction to decide 

which algorithm to use into the offline processes of the agent. 

Section B describes the experiments performed to test the 

optimization algorithm into the online processes of the agent. 

A. Evaluation of Machine Learning Techniques 

Thanks to the literature review was possible to determine the 

most popular machine learning techniques for prediction in 

MOBA videogames are: Logistic Regression (GLM), Random 

Forest (RF), Support Vector Machines (SVM) and Artificial 

Neural Networks (ANN). These techniques were analyzed 

following four different criteria: accuracy, stability, training 

time and complexity. 

The four techniques were trained several times with different 

samples of the training datasets. The sample size varies in each 

iteration from 31.371 to 641.805, growing steadily.  Each time 

one of the techniques were trained, the accuracy and training 

time was measured. 

1) Accuracy and Stability 

Fig. 13 shows the accuracy obtained in each experiment. 

Horizontal axis is the size of the dataset used in the experiment 

and vertical axis is the obtained accuracy. 

 

 
Fig. 13 Accuracy Obtained by Each Machine Learning Algorithm 

with Various Sample Sizes. 

The technique with the lowest accuracy is ANN. It achieves 

a maximum accuracy of 0.8212. Also, its results are not stable. 

Its accuracy in the smallest datasets is lower than 0.80. RF has 

also low accuracy. Its accuracy in the experiment using the 

whole dataset is 0.8391. RFF accuracy is stable; however, it 

shows a decreasing trend, with biggest datasets its accuracy 

drops slightly. Meanwhile, SVM has in almost every 
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experiment an accuracy around 0.875. Its final accuracy is 

0.8797. 

In terms of accuracy and stability the technique with best 

performance is GLM. Most experiments with GLM have an 

accuracy higher than 0.90. The experiment with the biggest 

dataset using GLM gets an accuracy of 0.9012. 

However, accuracy is lower than expected. For that reason, 

further explorations should be done to understand: Why is the 

best accuracy just 0.90? and, is there any pattern into the 

matches affecting the metric? Two additional analyses were 

done to answer these questions. These analyses use results of 

GLM, because it is the technique with highest accuracy. 

First, matches in testing dataset were split by region. The 

accuracy of the model was evaluated in each region to 

understand if there is a regional pattern affecting the global 

accuracy. Fig. 14 shows the overall accuracy by region. The 

accuracy obtained in every region is similar, then, it is possible 

to conclude that there is no regional pattern that impacts global 

accuracy. 

 

 
Fig. 14 Accuracy Obtained in Testing Dataset by Region with 

Logistic Regression. 

Second, matches were grouped accordingly with their 

duration. Fig. 15 shows the accuracy by duration. It is possible 

to identify a pattern. GLM has an accuracy higher than 0.95 in 

matches with a duration lower than 28 minutes. From minute 

28 to 30 the accuracy drops; however, it remains over 0.90. 

After, in matches with a duration higher than 30 minutes the 

GLM accuracy decreases constantly.  

A hypothesis about this behavior could be found in what 

papers call ‘late game’. After the minute 25 almost all the 

champions have reached their maximum level and has bought 

their maximum number of items. In consequence, from a 

quantitative perspective the game starts to balance. For that 

reason, during the late game quantitative attributes give 

importance to qualitative aspects such as strategic decisions or 

synergy between players -different from the synergy between 

virtual avatars-. 

A rational agent which suggests what items to buy is useful 

for the player before he buys all his items. It means, the 

accuracy of the prediction model is not as relevant during late 

game when he has bought his maximum number of items. 

Nevertheless, during the early stages of the game is when the 

agent can produce a real advantage for the player. During early 

stages GLM has an accuracy around 0.975. 

 

 
Fig. 15 Accuracy Obtained Based on Game Duration with Logistic 

Regression. 

2) Training Time 

For each experiment, the time in seconds that the algorithm 

took to be trained was measured. Due the size of the dataset, 

these experiments were executed using Databricks in a standard 

cluster with a Runtime 8.2 configuration [83]. Fig. 16 shows a 

comparison of the training time in each experiment. 

 

 
Fig. 16 Training Time in Seconds by Each Machine Learning 

Algorithm with Various Sample Sizes 

In every experiment, RF was the techniques with the higher 

training time. It scales steadily until reaches 492 seconds in the 

experiment with the biggest training dataset. ANN increase 

constantly as well. It reaches a training time of 152 seconds. 

Meanwhile, SVM and GLM training time remains stable during 

the experiments. Size of dataset does not have a great impact in 

the time these techniques need to be trained. SVM requires 63 

seconds to be trained with the biggest dataset. While GLM is 

the techniques with the lowest training time. It requires only 51 

seconds to be trained. 

3) Complexity 

As mentioned in Methods, it is a qualitative evaluation 

related to the complexity of the output of each machine learning 

technique. Each algorithm was evaluated as Low, Medium, and 

Hard. 

RF is an ensemble learning method. For that reason, the 
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output is a group of weak predictors, specifically 300 

classification trees. Then, it is not possible to determine the 

impact of purchasing an item on the probability of winning the 

game without going through all the trees. Consequently, the 

complexity of RF is considered high. 

ANN output is a group of four coefficient matrixes and four 

intercept vectors, due the trained ANN has four layers. Within 

this structure is difficult to isolate the benefit of buying an item 

in the probability to win the match. In consequence, the 

complexity of this model is considered medium. 

SVM generates a group of vectors which represent the 

hyperplanes that separate classes, also, a vector of weights with 

a length equal to the number of separating hyperplanes. Despite 

the operations required to transform the state into the chance to 

win a match are simple, is difficult to isolate the impact to 

purchasing an item into the probability of winning. 

Accordingly, SVM complexity is considered as medium. 

Finally, GLM complexity is considered as low. GLM outputs 

are the simplest. They are a coefficients vector and an intercept. 

The coefficients could be easily interpreted as the impact of 

each item facilitating the process into the optimization 

algorithm. 

4) Models Comparison 

Table 2 shows the comparison between selected machine 

learning algorithms. It summarizes the accuracy, stability, 

training time and complexity described in previous sections.  

 
TABLE 2 

MACHINE LEARNING ALGORITHMS COMPARISON 

Metric ANN GLM RF SVM 

Accuracy 0.8212 0.9012 0.8391 0.8797 

Stability 0.0257 0.0003 0.0029 0.0060 

Time 152.48 51.19 492.58 62.71 

Complexity Medium Low High Medium 

 

Nevertheless, the four metrics could not be weighted because 

their dimensions are different. Then, for Table 3 the metrics 

were normalized using the next steps: 

1. To identify the highest score in each metric. 

2. To divide each result into the best score, identified 

in previous step. It transforms every variable into a 

range from 0 to 1. 

3. If metric is better when is lower, then, result of 

previous step were subtracted from one. 

 
TABLE 3 

NORMALIZED MACHINE LEARNING ALGORITHMS 

COMPARISON 

Metric ANN GLM RF SVM 

Accuracy 0.9112 1.0000 0.9311 0.9762 

Stability 0.0000 0.9866 0.8851 0.7642 

Time 0.6904 0.8961 0.0000 0.8727 

Complexity 0.5000 1.0000 0.0000 0.5000 

 

As metrics are in the same range they could be weighted into 

an overall score. The four metrics will be equally averaged, the 

result could be observed in Table 4. 

Based on numbers in Table 4 it is possible to conclude that a 

rational agent which uses GLM as prediction model in its 

offline processes performs better than others. This agent would 

give to the player more certainty about its prediction -accuracy-

, with more consistency -stability-, and would take less time to 

be re-trained for maintenance -training time-. The second-best 

rational agent would be the one which uses SVM. 

 
TABLE 4 

PREDICTION MODELS SCORE 

Metric ANN GLM RF SVM 

Final Score 0.5254 0.9707 0.4541 0.7783 

 

B. Evaluation of Optimization Algorithm 

This section describes the experiments performed to measure 

the optimization algorithm into the online processes of the 

rational agent. One thousand real states were randomly selected 

from Live Client Data API. For these states, recommendations 

were generated using the optimization algorithm. The RCL for 

each experimented were created with three different values of 

alpha (30%, 50% and 70%). 

Optimization algorithm must deliver recommendations in 

near real-time so that the player purchases the items before the 

state of the game changes. Also, the recommendation must 

increase the probability of the player of winning the match. 

Consequently, in each experiment were measured the time that 

the algorithm takes to generate a recommendation -execution 

time- and the increment in the odds of winning the game -odds 

incremental-.  

1) Execution Time 

This metric was measured taking the time from the moment 

when characteristics vector is delivered to GRASP algorithm, 

to the moment when optimization algorithm delivers a 

recommendation. The recommendation could include one or 

several items to buy or to sell. 

The average execution time on the experiments is 0.3556 

seconds. Fig. 17 shows that execution time is independent to 

alpha values. There is no significant difference in execution 

time distributions, then, does not matter the alpha value to use 

in the rational agent because that will respond at the same speed. 

 

 
Fig. 17 Execution Time Distribution Grouped by Alpha Value 

2) Odds Incremental 

The rational agent can translate the state of the game into the 

probability of winning a match. In consequence, it can translate 

simulated state (e.g., what will be the state of the game if the 
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player buys the recommended item?) into the probability of 

winning a match. Probabilities obtained of current state and 

simulated state, are used to calculate the odds. In this paper, the 

difference between the odd of simulated state and the odd of the 

current state is called Odds incremental. 

Odds incremental results could be observed in Fig. 18. 

Experiments with 70% of alpha have an average Odds 

incremental of 5.2213, experiments with 50% of alpha have an 

average Odds incremental average of 5.1616, and experiments 

with 30% of alpha value have an average Odds incremental of 

5.5496. In addition, Odds incremental with 30% of alpha are 

most consistently focus around the mean. The Odds incremental 

standard deviation with 70% alpha is 2.2664, meanwhile, the 

Odds incremental standard deviation with 30% alpha is 1.4205.  

 

 
Fig. 18 Odds Incremental Distribution Grouped by Aplha Value 

Higher dispersion in experiments with higher alpha values, 

happens because with higher alpha values the RCL includes 

items with lower cost/benefit ratios. While the lowest alpha 

value shows more consistent results around the average. 

Through a hypothesis test is possible to determine that: 

Results using a 30% alpha value are at least 0.3146 higher than 

results with 50% alpha value. And at least 0.1769 higher than 

results obtained with 70% alpha value. 

However, described behavior is different when player has 

available a higher amount of in-game gold. It could be seen in 

Fig. 19. 70% alpha value gets higher odds incremental with 

greater amounts of in-game gold. 

 

 
Fig. 19 Odds Incremental versus Available In-Game Gold Grouped 

by Alpha Values 

It suggests the alpha value used by GRASP algorithm could 

be a dynamic parameter based on the in-game gold that the 

player has when the algorithm is generating the items 

recommendation. When player has less than six thousand units 

of in-game gold the alpha value used will be 30% and 70% 

otherwise. 

3) Validation Results 

The proposed rational agent architecture was also tested with 

the validation dataset to validate if recommendations are 

generated with a consistent time and odds incremental than 

observed during testing stage. 

The Fig. 20 shows that experiments performed in validation 

dataset take an average of 0.387 seconds to generate a 

recommendation. This average is slightly higher than time in 

test dataset. However, it is close to real time and will not have 

an impact in the player experience. 

 

 
Fig. 20 Execution Time Distribution in Validation Dataset 

Similarly, the results in the incremental odds of the 

experiments performed in the validation dataset are consistent 

with the test dataset. Fig. 21 shows the average of the 

incremental odds in validation dataset is 5.512. 

 
Fig. 21 Odds Incremental Distribution in Validation Dataset 

Finally, every player into the match of the validation dataset 

were analyzed to evidence how many of the bought items match 

with the items that would be recommended by the rational agent 

and observe whether it has a positive impact in the winning 

ratio. 
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TABLE 4 

WINNING RATIO VERSUS NUMBER OF BOUGHT ITEMS THAT 

MATCH WITH RECOMMENDED ITEMS 

Matching items Number of Players Winning Ratio 

0 28,415 38.1% 

1 558,843 44,1% 

2 1,031,233 64.2% 

3 193,425 79.4% 

4 3,133 68.4% 

5 2 0.0% 

6 109 48,6% 

 

The results show in Table 4 suggests that buying 

recommended items increase the odds to win a match. For 

instance, players with two matching items have an odds ratio of 

winning 3x higher than players with zero matching items. 

Consequently, players with three matching items have 6.5x 

higher odds ratio of winning than players with zero matching 

items. 

V. CONCLUSIONS 

In this paper, a rational agent architecture was proposed. This 

agent can suggest to a player which item should buy during a 

match of a MOBA videogame to maximize his chances of 

winning, it considers the available resources. It was designed 

after exhaustive research of previous work to identify the most 

popular machine learning techniques, predictors used most 

frequently, and non-solved questions into MOBA videogames 

research using machine learning algorithms. 

The proposed rational agent architecture has demonstrated 

that it could be useful for a player when making a complex 

decision, such as buying an item. The accuracy of prediction 

model would reduce him the uncertainty of the purchase, and 

the speed of the optimization algorithm would allow him to 

adapt in real-time to the state of the match given its available 

in-game gold. 

It is possible to determine that papers using machine learning 

techniques to recommend items, have never used in-game gold 

as a constraint. It should be considered into an optimization 

problem; however, optimization algorithms are the less used 

machine learning techniques in MOBA videogames. 

Also, reviewed papers were group into six categories based 

on their investigation objectives. It was helpful to find the 

variables used most frequently by category, and variables used 

in several categories. The transversally used variables were 

considered as relevant in the MOBA videogames context. 

Subsequently, used as predictors in prediction models. They are 

Items, Chosen Hero, and Roles. 

Offline sensor is connected to the League of Legends API 

from where it was able to obtain historical information of more 

than five hundred thousand matches. The obtained dataset 

proves to be larger and more representative than several 

benchmark datasets. 

Experiments were conducted with the four most popular 

machine learning prediction models: ANN, GLM, RF and 

SVM. The experiments showed that the most suitable 

prediction model is GLM. During early and mid-stages, GLM 

has an accuracy higher than 0.95 predicting which team will 

win the match.  

Despite available resources have not been considered in 

previous investigations as a constraint, the proposed 

architecture considers in-game gold successfully. 

Recommendations of what item to buy, are generate using 

GRASP, an optimization algorithm never used into the MOBA 

videogames previous research. Several simulations were 

performed in this component getting a configuration which 

generates a recommendation in almost real-time (0.3556 

second). In average, recommendations generated by GRASP 

increases the odds to win a match in 5.3014. 

VI. FUTURE WORK 

Several opportunities to extend this research have been 

identified. First, to strengthen conclusions related to the 

components of the rational agent by testing the proposed 

architecture in MOBA videogames different than League of 

Legends. Second, to identify player’s playstyle -e.g., 

aggressive, defensive, etc.- and use it to modify 

recommendations based on playstyle, it could be done adding a 

personalization layer into the rational agent. Third, to improve 

versatility of the recommendations adding different heuristics 

to generate recommendations, they could be added 

simultaneously into the agent and include a component which 

choose what recommendation to use. Finally, to connect 

individual rational agent with the teammates agent in order to 

generate group recommendations, it could be done with an 

interconnected architecture between agents. 
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