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ABSTRACT Residential networks play a critical role in assuring that services or applications such as
tele-work, tele-education, medical care, entertainment, home automation, among others, have the required
resources to obtain an optimal performance. Although current residential gateways try to meet the Quality
of Service (QoS) demands, the traditional networking paradigm does not have the appropriate mechanisms
to address the heterogeneous and dynamic nature of the services running at home. In this context, a feasible
solution consists of leveraging the flexibility and adaptability of the Software Defined Networking (SDN)
and Network Functions Virtualization (NFV) paradigms to provide a differentiated traffic treatment intended
to improve the QoS support of residential networks. The proposal takes advantage of the Service Function
Chaining (SFC) concept intrinsic to NFV as well as the capacity of an SDN-based residential gateway to
differentiate the traffic of a certain application. Thus, an association between an SFC and the differentiated
traffic is stablished to apply a specific treatment. Besides, a comprehensive architecture composed of the
software defined residential network (SDRN), the software defined access network (SDOAN) and the
NFV-compliant ISP’s edge cloud infrastructure is envisioned. This architecture would allow dramatically
improving the life cycle management of the residential network from a centralized point which follows a
user-centric approach.

INDEX TERMS Software defined networks, network functions virtualization, quality of service, service
function chaining, residential network management applications.

I. INTRODUCTION
Nowadays, most of human being activities are performed
using different services or applications that require the local
and the Internet connectivity service that residential networks
provide. For example, tele-work, tele-education, medical
care, entertainment, home automation, among others. In order
to obtain an optimal performance that guarantees a good level
of Quality of Experience (QoE), these high-level applications
or services have specific connectivity requirements related
to bandwidth, delay, jitter, availability, among others. As it
can be noticed, a certain level of Quality of Service (QoS)
must be provided by the residential network to meet these
heterogeneous demands.

The associate editor coordinating the review of this manuscript and
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In this context, different Standards Development Orga-
nizations (SDOs), like the Telecommunication Standardiza-
tion Sector of the International Telecommunication Union
(ITU-T) and Broadband Forum have proposed residential
network architectures for the sake of accomplishing the QoS
demands. For instance, a generic home network architecture
with support for multimedia services has been proposed by
ITU-T [1] while Broadband Forum has proposed a multi-
service delivery framework for home networks [2]. Both
proposals argue that residential networks should provide
local and Internet connectivity service with QoS support to
high-level services. Nonetheless, in practice, the residential
network is not able to provide QoS support per service or
application type in full, due to the following reasons.

On one hand, ITU-T and Broadband Forum architectures
have been designed from a technical point of view. That is,
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just users with technical and networking background are able
to configure the residential network according to the QoS
demands. On the other hand, the configuration options or
functionalities embedded in the Residential Gateway (RGW)
does not provide a comprehensive set of network tools tomeet
the QoS requirements of high-level services.

Besides, as new functionalities cannot be easily added,
the RGW is far from being able to keep pace with the variable
and future demands of applications or services.

In order to address these important drawbacks regarding
the residential network, in a previous work, we have pro-
posed a new management paradigm following a user-centric
approach [3]. This proposal represents the first step towards
the re-definition of residential networks considering both
dimensions: management and network architecture. With the
aim of improving the management of the network, residen-
tial users are provided with Residential Network Manage-
ment (RENEMA) apps. The proposal leverages the Software
Defined Networks (SDN) and Network Functions Virtual-
ization (NFV) paradigms to provide a tailor-made, agile and
flexible network environment that successfully responds to
the users’ needs or preferences. Furthermore, considering that
residential networks, by definition, provide a connectivity
service with QoS support, the differentiated traffic treatment
based on the Service Function Chaining (SFC) concept of
NFV [4] has been explored as well. This approach allows
adding new network functionalities to create a specific SFC
intended to improve some connectivity aspect of the residen-
tial network such as Security or QoS.

In the present work, the differentiated traffic treatment
approach has been further developed to successfully enrich
or extend the connectivity service catalog that residential
networks offer. This represents an important achievement
towards the provision of residential networks capable of
successfully supporting advanced multimedia applications or
services. The differentiated traffic treatment approach allows
fine tuning the connectivity requirements to guarantee a cer-
tain level of QoS and, therefore, improving the QoE lev-
els. On the other hand, the provision of agile, smart and
flexible residential networks allows the ISPs optimizing the
deployment, management and maintenance processes while
facilitating the creation of new business models.

To achieve this, an interaction model between the user-
centric management architecture and the NFV platform has
been defined. This model is intended to orchestrate the SDN
and NFV components that reside on the virtualized Man-
agement and Networking Domain (vMANDO). In the pro-
posed interaction model, a RENEMA app uses the NFV
Management and Orchestration (MANO) interfaces [5] to
coordinate the deployment of VNFs and the creation of SFCs.
In addition, the appmust also coordinate the creation of traffic
containers in the SDN-based RGW. These traffic containers
are steered to an appropriate SFC which is responsible for
applying a specific traffic treatment. The differentiated traffic
treatment functionalities of the RENEMA app are included in
the corresponding Application Programming Interface (API).

This API has been defined taking into account the principle of
associating similar traffic flows into a traffic container as well
as the life cycle operations of the different information ele-
ments thatMANO interfaces provide. As a result, the residen-
tial network is able to adapt the connectivity service per traffic
container to meet the QoS demands of the high-level services
or applications in a flexible and dynamic way. For instance,
aWAN accelerator packaged as VNF can be added to the SFC
to improve the video streaming service performance.

Certainly, considering the big picture of the residential
network, the access network plays an important role towards
the provision of a flexible and dynamic ecosystem. With
respect to a Software Defined Access Network (SDAN),
Kerpez et al. [6] indicate that this proposal aims to abstract
the entire access network through a unified and common
interface for management and control that allows the agile
creation of new services adapted to the user needs. In this
light, the differentiated traffic treatment proposal can be fur-
ther improved by leveraging the SDAN programmability.

Considering that the SDAN’s control system API allows
modifying different characteristics such as the minimum
guaranteed bandwidth (upstream and downstream), max-
imum packet loss rate, jitter, delay, among others; the
RENEMA app is in charge of using this API to further
improve the QoS support of the residential network.

The remainder of the paper is structured as follows.
In Section 2, the state of the art is analyzed and the par-
ticular features of the proposed approach are remarked.
In Section 3, the differentiated traffic treatment approach
to improve the QoS support of the residential network is
described. In Section 4, the RENEMA app that interacts
with the MANO interfaces and the SDN-based RGW is
introduced, in order to implement the differentiated traffic
treatment approach. In Section 5, the architectural design
of the software defined optical access network is presented,
paying attention to the set of functionalities that the API must
include to improve the QoS support. To better understand this
approach and to validate this proposal, a network scenario
composed of the software defined residential network, the
SDAN and the NFV-ready edge cloud infrastructure man-
aged by the Internet Service Provider (ISP) is presented in
Section 6. Finally, the conclusions of the paper and future
works are reported.

II. STATE OF THE ART
According to a report prepared by OPNFV and OpenDay-
Light [7], the virtualization of the Customer Premises Equip-
ment (CPE) or RGW has become the most popular use case
of NFV and SDN applicability.

The European Telecommunications Standards Insti-
tute (ETSI) describes the virtualization of the home environ-
ment [8] as the process of replacing the standard RGW by an
L2 (layer 2) device. The remaining high-level functions, such
as routing or NAT, are provided as Virtualized Network Func-
tions (VNFs) in the NFV infrastructure (NFVI) of the ISP.
The analysis of the state-of-the-art shows that the proposals
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of Broadband Forum and Central Office Re-architected as
a Data Center (CORD) initiative are the most significant
examples of the vRGW approach. Thus, these proposals are
presented below.

The Network Enhanced Residential Gateway (NERG)
architecture [9] proposed by Broadband Forum adopts the
vRGW approach. In this architecture, the virtual Gate-
way (vG) is defined as a logical component that contains net-
work functionswhich are outsourced from the standard RGW.
A Multi-Service Broadband Network Gateway (MS-BNG)
or an associated NFVI hosts the different vGs and their
corresponding functions, either VNFs or Physical Network
Functions (PNFs). NERG also considers that a specific traffic
in the vG might need to use a different group of services
or chain of service. Broadband Forum has further developed
this approach in TR-345 [10] where an NFVI is deployed
to increase or replace the services provided by the BNG
with VNFs. A classification function located at a physical
MS-BNG is responsible for steering the subscriber traffic to
a service graph or SFC. In turn, the SFC can be applied to all
subscriber traffic or specific flows.

The CORD initiative [11] takes advantage of SDN, NFV
and Cloud technologies to transform the Central Office (CO)
into a data center. CORD replaces closed and proprietary
hardware with software running on commodity servers,
switches, and access devices. CORD’s residential proposal
(R-CORD) includes a Software-Defined Optical Access Net-
work (SDOAN) consisting of anOptical Line Terminal (OLT)
enabled for OpenFlow and the software complement desig-
nated as virtual OLT (vOLT). R-CORD also virtualizes the
RGW or CPE, placing a ‘‘bare-metal switch’’ at the user’s
home and deploying a virtual Subscriber Gateway (vSG) in
the cloud of the central office. The vSG contains a set of
network functions selected by the user. In order to support a
multitude of virtualized access technologies at the edge of the
carrier network (not only PON but also G.Fast or DOCSIS)
the CORD initiative has developed SEBA1 (SDN-enabled
Broadband Access).

In consonance with the approach of transforming the
legacy central office into a data center, Broadband Forum
has proposed the Cloud Central Office (CloudCO) archi-
tectural framework [12]. The CloudCO’s functionality can
be accessed through a Northbound API which follows a
Platform-as-a-Service (PaaS) style. This approach allows
operators, or third parties, to consume its functionality, while
hiding how the functionality is provided from the API con-
sumer. A CloudCO specializes in management, control and
orchestration of access and edge functionality. The frame-
work highlights the existence of different CloudCO, non-
CloudCO, SDN and non-SDN domains as well as the need of
a Service Orchestrator to coordinate the end-to-end service
provision.

A clear consensus regarding the NFV-based vRGW
approach is observed from the state-of-the-art analysis.

1https://www.opennetworking.org/seba/

The concepts around this approach have gained an impor-
tant momentum thanks to the advances performed by differ-
ent stakeholders, either from the academia or the industry.
Nonetheless, some aspects must be considered in order to
consolidate this approach. For instance, as Broadband Forum
focuses on showing the benefits of NERG and specifying
some requirements to achieve them, a detailed description on
how to add new network functions to the vG is omitted. With
respect to the use of SFCs explained in TR-345, the 5-tuple or
application (L7) based traffic steering that the classification
function of the MS-BNG performs, does not represent an
accurate mechanism that allows identifying specific traffic
flows of the residential network. Therefore, the capacity of
meeting the QoS requirements of a certain application or
service is restricted.

The CORD initiative goes beyond the Broadband Forum
proposals and presents a unified platform based on the prin-
ciples of ‘‘Cloud Networking’’. However, the creation of
custom SFCs per traffic flow and per residential network is
not considered by R-CORD proposal, which notably restrict
the QoS support. Moreover, the kind of device to be placed at
the user’s home is not defined in full. According to the vSG
description, the RGW or CPE is replaced by a ‘‘bare-metal
switch’’ while according to the vOLT description, the end-
to-end system proposal includes an OpenFlow-controllable
CPE. Nonetheless, an application in charge of controlling
the CPE is not included in the ONOS controller. The
vOLT application is only responsible for controlling the
OpenFlow-enabled OLT.

Similar to CORD, CloudCO argues that TR-317 style
virtual gateways (vGs) can be deployed inside the NFVI
following a ‘‘subscriber-as-a-service’’ model. Regarding
SFCs, CloudCO embraces network virtualization overlays.
Some network functions run as VMs or containers, while
network overlays perform basic L2/L3 steering of pack-
ets in-between and to certain network functions. Although
CloudCO embraces the NFV paradigm, it is not clear how
NERG fits into the CloudCO model. A Network QoS
Framework is also proposed for fair and proper sharing of
network resources. The framework considers an agreed pro-
file between providers and consumers to guarantee a cer-
tain level of QoS. Nonetheless, this QoS level is applied to
the main Internet connection. QoS requirements of specific
applications or services are not fulfilled. The QoS framework
of CloudCO should implement a fine-grained traffic policy
definition for the sake of truly providing QoS support in
residential networks.

While it is true that NFV leverages the ability of
cloud technologies to dynamically provide different kind
of services with specific computational requirements, this
paradigm focuses on providing a virtualized replica of a
custom-designed network device implemented with specific
hardware. Therefore, the vRGW approach by using a simple
L2 device restricts the steering capabilities required to accu-
rately control traffic flows. For instance, filtering unwanted
traffic in the vRGW placed at the ISP facilities is not effective
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as it can be done at the residential network. Besides, a traffic
class belonging to a certain application or service might be
allocated a priority before it enters the vRGW. In short,
the vRGW approach partially addresses the limitations of
the residential network to truly meet the QoS demands of
applications or services.

The concept of network slices is gaining a special momen-
tum in order to provide a certain level of QoS per service
or application. Ordonez-Lucena et al. [13] define network
slices as end-to-end (E2E) logical networks that can be
created on demand over a common underlying infras-
tructure. Network slices are mutually isolated, so control
and management functions are carried out in an indepen-
dent manner. Regarding 5G networks, network slices are
intended to simultaneously accommodate the wide range
of services that vertical-specific use cases will demand.
Ordonez-Lucena et al. mention that SDN and NFV tech-
nologies are key enablers to manage the life cycle of net-
work slices and its constituent network services. Besides,
Afolabi et al. [14] state that network slicing seeks to assure
service customization. Authors describe a network slice as
a unification of virtual resources wherein a set of VNFs are
instantiated and connected via virtual networks.

Han et al. [15] propose creating end-to-end (E2E) network
slices to carry specific applications with QoS guarantees.
Bymeans of SDN, a physical Access Point (AP) is virtualized
to create different virtual APs (vAPs). A vAP represents a
network slice. An NFV-based Mobile Edge Cloud (MEC) is
used to improve the QoS of the applications running in net-
work slices. Although promising results are reported, all the
NFV benefits cannot be properly exploited as the proposed
architecture does not follow theNFV architectural framework
proposed by ETSI [5]. For instance, an NFV platform such
as Open Source MANO (OSM2) or ONAP3 might be used
instead of the NFV controller running on top of ONOS4

SDN controller. Moreover, the bandwidth allocation should
be more fine-grained controllable. In the proposal, only the
MEC domain’s switch is able to limit the access bandwidth
of any vAP. A flexible multi-tier traffic control is highly
desirable in order to improve the overall QoS support.

On the other hand, using only the SDN paradigm to
improve the QoS support might lead to marginal improve-
ments. For instance, Chaabnia and Meddeb [16] propose to
slice the software-defined smart home. Network slices cre-
atedwith FlowVisor are allocated to queues of the SDN-based
RGW. Queues are intended to guarantee a certain bandwidth,
prioritize traffic and to provide an effective bandwidth shar-
ing between slices. Nonetheless, as the NFV paradigm is not
considered, SFCs cannot be used to enrich the QoS support
already provided by the software defined residential network.

Regarding the access network, as the optical transmis-
sion media has become the preferred option, the access

2https://osm.etsi.org/
3https://www.onap.org/
4https://onosproject.org/

node (i.e., the OLT) must be compliant with the SDN
principles. Nowadays, SDN-based OLTs that natively
implement OpenFlow are not usually available. As men-
tioned by Thyagaturu et al. [17], to turn legacy OLTs into
OpenFlow-controllable devices a hardware abstraction layer
must be defined. Different proposals are aligned with
this approach. For instance, Clegg et al. [18] present an
OpenFlow-enabled Gigabit-capable Passive Optical Network
(GPON). The hardware abstraction layer presents a single
distributed switch to the external OpenFlow controller. The
switch includes several ports, one for the OLT and the
remaining ports for each Optical Network Terminal (ONT).
Similarly, in order to transform the entire GPON system
into a virtual switch, Lee et al. [19] propose embedding an
OpenFlow agent within the OLT. The agent communicates
with the external OpenFlow controller and the GPON ONT
Management and Control Interface (OMCI) module.

Virtual OLTHardwareAbstraction (VOLTHA5) represents
the CORD’s proposal with respect to next-generation optical
access networks based on SDN/NFV technologies. VOLTHA
will be analyzed in greater detail in Section V.

III. DIFFERENTIATED TRAFFIC TREATMENT
BASED ON SDN AND NFV
As mentioned before, the residential network should be able
to fulfill the QoS requirements of high-level applications or
services. In contrast with the proposals of Broadband Forum
and CORD, the provision of residential networks based on
SDN and NFV paradigms [3], [20], allows a fine-grained
definition of traffic classes to which a specific SFC will
be applied. As a result, the connectivity service with QoS
support that residential networks provide is significantly
improved in accordance with user preferences and needs.

A. SDN AND NFV ORCHESTRATION
In order to provide a differentiated traffic treatment with
QoS support, the user-centric management architecture pro-
posal [3] must orchestrate the SDN and NFV components.
To this end, a comprehensive approach is proposed as
depicted in Fig. 1 in which two components are distinguished:

1) MANAGEMENT & CONTROL
This component is composed of NFV-MANO, the user-
centric management system and the SDOAN control. This
component defines the functional characteristics of virtual
and physical elements that comprise the residential net-
work based on the user’s preferences and needs. To achieve
this functionality, NFV-MANO and SDOAN control pro-
vide different APIs. MANO interfaces allow instantiating
VNFs, SFCs and virtual networks required to compose the
vMANDO internal structure. The SDOAN control interfaces
define the characteristics of the access network such as the
minimum guaranteed bandwidth levels in both the upstream

5https://wiki.opencord.org/display/CORD/VOLTHA
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FIGURE 1. Joint orchestration of SDN and NFV. The user-centric
management system interacts with SDOAN control and NFV-MANO to
coordinate the operation of SDN and NFV based residential network
components.

and downstream channel, delay, jitter, maximum packet loss
rate, traffic prioritization or classification, among others.

As depicted in Fig. 1, the management system interacts
with the SDOAN control through the AN-UC (Access Net-
work – User-centric management system) reference point,
and with the NFV-MANO through the MN-UC (MANO –
User-centric management system) reference point.

2) NETWORK AND COMPUTING RESOURCES
The SDN-based RGW, the SDOAN infrastructure (SDOANI)
and the NFV infrastructure (NFVI) comprises the Network
and Computing resources to be controlled by the Manage-
ment & Control component. The SDN-based RGW is used
to define specific traffic flows to which a certain set of
VNFs will apply a differentiated treatment in the NFVI. The
user-centricmanagement system uses OpenFlow to define the
requested traffic flows.

Following the concept of NFVI, the access node or Opti-
cal Line Terminal (OLT) includes virtualization capabilities
in order to provide an SDOAN infrastructure. As depicted
in Fig. 1, the virtualization layer provides a customizable
virtual access network slice per residential network. After
the instantiation of an access network slice, the correspond-
ing functional parameters are managed through the API that
SDOAN Control exports in the AN-UC reference point.

Considering a cloud-based management approach, the ISP
Cloud infrastructure is in charge of hosting several
vMANDOs which are composed of the management system
instance and the outsourced virtualized network functions
of the residential network. Taking into account a mas-
sive instantiation of vMANDOs, the centralized ISP Cloud

infrastructure might not be efficient enough to satisfy the
clients’ demands and ensure an adequate QoS level. More-
over, due to the extra processing time introduced by the
virtualization layers of NFV (VFNs and SFCs), the latency
of applications or services might be significantly increased,
and the responsiveness of RENEMA apps might also be
constrained.

In order to overcome these potential drawbacks, different
approaches are encountered in the literature. For instance,
Qu et al. [21] propose a scheduling model for VNFs. The
model considers both, the latency of the VNFs’ workloads
and the latency of the virtual links that connect the SFC.
The model improves the scheduling overall performance to
accomplish the strict delay requirements of services. Krish-
naswamy et al. [22] propose a hierarchy of distributed data
centers to flexibly place VNFs in different parts of the hierar-
chy. The VNF placement is carried out considering different
performance requirements such as latency, cost or resource
availability. Similarly, the Edge Cloud concept mentioned by
Chang et al. [23] or the Edge Computing concept mentioned
by Shi and Dustdar [24], represent a novel alternative to
centralized data centers located in the ISP ‘s core network.
An Edge Cloud provides shorter response times, reduces the
bandwidth consumption of the core network, reduces the
overall power consumption and provides an initial stage for
traffic processing. CORDandCloudCO are examples of Edge
Clouds and can also be considered as examples of hierarchical
distribution of data centers.

Following this approach, the ISP Cloud resources can
be distributed. To achieve this, a Cloud platform (NFVI)
is co-located with the access node (SDOANI) in differ-
ent Central Offices (COs). Thus, based on the availabil-
ity of computational resources and the requirements of
the latency-sensitive services, each Edge Cloud would be
in charge of hosting a certain quantity of vMANDOs.
As depicted in Fig. 1, each access network virtual slice
is connected to a specific vMANDO through the AN-CL
(Access Network – CLoud) reference point. Considering the
physical and logical location of the different SDOANI and
NFVI components, the AN-CL reference point might require
the implementation of physical and/or virtual networks to
achieve the expected functionality.

B. DIFFERENTIATED TRAFFIC TREATMENT CONCEPT
The differentiated traffic treatment consists in applying a spe-
cific SFC to a certain traffic type of an application that runs
in the residential network. This approach provides flexibility
to apply different traffic processing strategies as well as to
adjust a desired QoS. To achieve this functionality, the user is
able to specify the applications such as the video on-demand
or P2P downloads that require a specific treatment through
the definition of traffic flows. Moreover, traffic flows with
similar characteristics can be grouped through the definition
of traffic containers.

As an SDN-based RGW is used, multiple ways to define
traffic flows can be considered. For instance, using RGW’s
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FIGURE 2. Differentiated traffic treatment. Different traffic flows are
defined and grouped in traffic containers. Then, a specific SFC is
associated per traffic container in accordance with the traffic processing
strategy or the requested level of QoS.

physical ports, IP or MAC addresses or TPC/UDP ports.
An example of the definition of different traffic flows iden-
tified from A to F are depicted in Fig. 2. Traffic containers
identified from 1 to n are defined to group similar traffic
flows. Besides, for each traffic container an SFC is created
and also identified from 1 to n.

An Id is required to identify the traffic container and the
corresponding SFC. This Id is also used to identify the virtual
channel in charge of conveying and steering the traffic flows
from the residential network to the appropriate SFC. Different
mechanisms can be used to differentiate traffic containers
such as VLANs, VxLAN or tunnels. With the aim of better
explaining the proposal, an approach based on VLANs as
mentioned by Kim et al. [25] is embraced. The residential
network traffic is double-tagged using the 802.1ad standard
(Q-in-Q). As Fig. 3 shows, the outer S-tag is used to iden-
tify the residential network while the inner C-tag is used to
identify the traffic container.

Certainly, the proposed mechanism to differentiate traffic
allows creating virtual or logic network slices that run over the
top of a common NFVI. In this light, the differentiated traffic
treatment proposal is fully aligned with the SDN/NFV based
network slicing approach mentioned in the state-of-the-art
section. Nevertheless, beyond the creation of a network slice,
the present proposal outlines how the network services (col-
lection of SFCs) must be defined and deployed per network
slice (a traffic container may be considered as a network slice)
over the NFVI to meet the QoS requirements. As mentioned
by Afolabi et al. [14], the possibility of creating on-demand
and customized network slices for the dynamic provision of
heterogeneous services, is considered an important feature
of 5G networks.

C. INTERNAL STRUCTURE OF VMANDO
In order to support the differentiated traffic treatment,
vMANDO requires a specific structure composed of
several VNFs, virtual networks and SFCs as depicted
in Fig. 3. Besides, vMANDO must be connected to External,

FIGURE 3. Internal structure of vMANDO and VLAN-based traffic
differentiation mechanism. NFV-MANO instantiates different VNFs to
create a specific SFC in accordance with the specifications received from
the user-centric management system.

Services and Delivering complementary networks to achieve
the required functionality. External network provides Internet
connectivity and Services network provides connectivity to
common services such as DHCP or AAA. Based on the
S-tag, the Delivering network steers the traffic of a certain
residential network to its corresponding vMANDO. As the
traffic arrives at the edge cloud, two levels of classification are
required due to the in-band control used. The Classification
network represents the first level and classifies the control
and data traffic. The Classification & Shaping VNF repre-
sents the second level and binds the traffic container to the
corresponding virtual channel.

Two kinds of VNFs are distinguished in vMANDO. Firstly,
fixed VNFs are mandatorily deployed per residential network
in order to provide a base or default service. Routing + NAT
and Classification & Shaping are fixed VNFs. The former
executes the network functions of a traditional RGW while
the later employs the rate limiting and traffic classification
functions to create the required number of virtual channel
terminations. Secondly, following an on-demandmodel, extra
VNFs can be added to create specific SFCs. By means of
implementing this approach, the connectivity service with
QoS support that the SDOAN and the SDN-based residential
network provide can be significantly enriched. For instance,
Fig. 4 shows that a WAN Accelerator (WANA) can be added
to create the SFC A, which is applied to the Torrent traffic.
On the other hand, a Content Filter and a Firewall can be
added to create the SFCB,which is applied to theWeb traffic.
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FIGURE 4. Example of differentiated traffic treatment with QoS support.
SFCs A and B are associated to traffic containers 1 and 2, respectively.

FIGURE 5. Traffic Treatment app. The functional blocks of the application
use the APIs that NFV-MANO provides to control the CRUD operations of
SFCs. Besides, the RENESE protocol is used to control the CRUD
operations of traffic containers and flows on the SDN-based RGW.

With this network configuration proposal, the SDN-based
RGW, the SDOAN and the Classification& Shaping VNF lay
down a three-tier mechanism to define traffic shaping poli-
cies for the virtual channels created between the residential
network and the External network. Each level enables the def-
inition of queues for both, upstream and downstream traffic.
Furthermore, these policies are intended to improve the QoS
level of applications that run on the residential network and
services provided by the ISP such as video on demand, IPTV,
voice, among others.

IV. RENEMA APP FOR THE DIFFERENTIATED
TRAFFIC TREATMENT
In the context of the proposed user-centricmanagement archi-
tecture [3], the Traffic Treatment app is defined to provide the
differentiated traffic treatment functionalities described in the
previous section. In general, the app includes two functional
blocks as depicted in Fig. 5. On one hand, the Traffic Con-
tainer Handler is in charge of controlling the CRUD (Create,
Read, Update and Delete) operations of traffic containers and
flows. On the other hand, the SFC Handler is in charge of
controlling the CRUD operations of SFCs and constituent
VNFs.

A. TRAFFIC CONTAINER HANDLER
According to the operational mode describe before, this func-
tional block is in charge of creating different traffic flows.
Considering that traffic flows can have similar characteristics,
these can be grouped and allocated to a traffic container which
must be previously created.

Based on the mechanism used to identify such containers,
this functional block coordinates their creation on the SDN-
based RGW. Similarly, the virtual channel required to connect
the traffic container with its corresponding SFC is also cre-
ated. After the creation of traffic flows and their respective
container, this functional block also controls the remaining
CRUD operations. Thus, containers and traffic flows can be
updated, deleted or read.

It is important to mention that deploying a new residential
network implies providing two default traffic containers. The
former being associated to the internal control traffic (default
traffic flow) while the latter being associated to the data
traffic (default traffic flow), both following a 1:1 relationship.
Once all the residential network components have reached
the operational state, the app aids the user in creating new
flows and traffic containers as well as in their correspond-
ing allocation. For instance, the app would suggest the user
how to improve the Quality of Service (QoS) or Quality of
Experience (QoE) by classifying the traffic on the network
and the subsequent application of specialized traffic treatment
services on the classification performed.

Considering the use of VLANs as identification mech-
anism and based on the traffic containers already created,
the Traffic Container Handler instructs the Switching service
of the SDNApplication layer how to tag the traffic as depicted
in Fig. 5. The tagging process can be simple or double and it
depends on the ISP’s policies. For instance, the outer S-tag
can be added by the ONT and the inner C-tag can be added
by the Switching service. Alternatively, the Switching service
can add both tags.

Note that in response to the creation of a new traffic
container, the classification and traffic steering process must
be updated. Thus, the VLAN Id that identifies the traffic
container is added to the Classification Network and a new
virtual channel termination is created in the Classification &
Shaping VNF. The Traffic Container Handler interacts with
the NFV platform at the MN-UC reference point, using the
NS and VNF APIs that MANO provides as depicted in Fig. 5.

B. SFC HANDLER
This functional block is in charge of coordinating the creation
of an SFC. This process requires specifying the traffic con-
tainer to be processed by the SFC. To this end, a VNF For-
warding Graph Descriptor (VNFFGD) is required. According
to ETSI [5], a VNFFGD describes the network service topol-
ogy by referencing VNFs and PNFs and virtual links (VLs)
that connect them. In order to create the VNFFGD, certain
functional parameters of both VNF descriptors and traffic
containers are required.
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The VNFs specified in VNFFGD represent new function-
alities intended to enhance the connectivity services provided
by the residential network. The VNFs to be part of the SFC
are chosen through the Traffic Treatment app. Moreover,
an association between a traffic container and a specific SFC,
as well as to specify a classification policy for the VNFFGD,
are required. The classification policy is used by the SFC’s
service classification function to determine the traffic’s path
through the VNFs deployed in vMANDO. As the use of
VLANs is envisaged, theC-tag value that identifies the traffic
container must be used as classification policy in VNFFGD.
Thereby, the association between the traffic container and the
SFC is stablished.

After the creation of a valid VNFFGD, the SFC Handler
incorporates the descriptor to the Network Services cata-
logue of the NFV platform. Apart from creating instances of
SFC, this functional block also controls the rest of CRUD
operations. The same as the Traffic Container Handler,
the NFV-MANO interfaces are used to provide the described
functionalities as depicted in Fig. 5.

Considering that vMANDO concentrates different kind
of traffic, a specific SFC for each of them is required.
In this light, the following SFCs to be specified in different
VNFFGDs are defined:

� Default SFC for the data traffic: In the absence of SFCs
defined by the user, this SFC steers the data traffic of
the residential network to Internet. The corresponding
descriptor only includes the fixed VNFs that constitute
the SFC.

� SFC for a specific traffic treatment.This SFC is created
in response of specifying a new treatment schema to be
applied to a traffic container.

� SFC for the internal control traffic. As an in-band con-
trol is being used, an SFC to steer the traffic between
the Management System and the SDN-based RGW is
defined.

� SFC for the external control traffic. Considering that
a RENEMA app client must connect to its back-end
deployed at vMANDO, an SFC to steer the traffic
between Internet and the Management System VNF is
required.

� SFC for the services network traffic. The ISP includes
common network services such as DHCP or DNS. Thus,
this SFC steers the traffic of the residential network that
needs to reach this kind of common services.

C. OBJECTS AND API OF THE APPLICATION
The Traffic Treatment app uses objects to represent traf-
fic flows, traffic containers, VNFs and SFCs as depicted
in Fig. 6. The app includes several operations to control the
objects. These operations are exposed from the Management
layer through a REST API, so that the corresponding client
can use them. According to Fig. 6, the creation of a cer-
tain object depends on the previous creation of another. For
instance, in order to create an SFC, a traffic container must

FIGURE 6. Objects defined to provide a differentiated traffic treatment
and the relationship between them.

be previously created and the VNF catalogue must have valid
descriptors. In turn, to create a container, a traffic flow must
be previously created.

As mentioned before, the functional blocks of the app are
in charge of controlling the CRUD operations of such objects
which are included in the REST API. In general, the API
includes five base operations that can be applied to the dif-
ferent objects handled by the app as summarized in Table 1.
It is important to mention that the proposed API is based on
the definition made by ETSI [5] regarding the operations that
MANO provides through NS and VNF interfaces. As these
interfaces are intended to control the life cycle of descrip-
tors and subsequent instances of NS, VNF and VNFFG,
the Traffic Treatment app uses them to provide the required
functionality.

In order to use a certain operation of the API, a compre-
hension of the implicit functionality is required. Besides, it is
important to consider the request parameters as well as to
properly interpret the response parameters. The API structure
and operation are further explained in Section VI where the
proposals are validated in a real testbed.

D. OPERATIONAL DETAILS
This section shows an example of the interaction between
the app, the Switching service and NFV-MANO. In the NFV
environment, vMANDO represents a Network Service (NS)
that is instantiated by using the corresponding descriptor.
On the assumption that an instance of vMANDO and all its
components are properly running, the creation of new SFCs
requires the update of vMANDO. To this end, the update
operation of NS API is used. The process of applying a
Differentiated Traffic Treatment to a specific traffic container
can be summarized in five fundamental steps as depicted
in Fig. 7.

� In the first step, the traffic flows to be part of a traf-
fic container are created (Create traffic flow). For the
creation process, the required parameters are provided
via the REST API. The number of flows depends on
the user needs. For instance, the P2P (BitTorrent) traffic
can be allocated with a bounded bandwidth in order
to not affect the rest of user traffic. Considering that a
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TABLE 1. REST API provided by the Traffic Treatment app.

default flow for the data traffic exists, an additional flow
for the P2P traffic is needed. Regarding the additional
flow, the destination TCP port as match criterion for
OpenFlow can be used.

� In the second step, the traffic container is created (Create
traffic container). Certain parameters such as the traffic
flow to be associated, the dedicated bandwidth, among
others, are specified via the corresponding REST API.
The process requires to add the traffic container to
the Switching service, the Classification and Delivering
networks and the Classification & Shaping VNF. Each
entity notifies the app about the result of the operation
carried out.

� The third step consists of defining and then creating
the SFC (Create SFC). To this end, a list of avail-
able VNFs and their capabilities is shown. This list is
obtained from the catalogue of VNFDs that the NFV
platform provides. In order to build the SFC descriptor
(VNFFGD), the app uses certain specification param-
eters of the VNFs previously chosen and the traffic
container already created.
The SFC creation process involves deploying the
instances of the constituent VNFs. As new VNF
instances will be added to the vMANDO instance, an
update process of NS must be performed. According to

the NFV Management and Orchestration document
proposed by ETSI [5], the update process of a NS
requires verifying dependencies with other runningVNF
instances as well as verifying the availability of NFVI
resources supporting the NS instantiation.
At the end of the instantiation process, the app on-boards
the VNFFGD to the NS catalogue for validation. Then,
the SFC is created into vMANDO, using the Id of the
descriptor previously on-boarded.

� The fourth and fifth steps show the sending of notifi-
cations about the state of traffic containers and SFCs
(Traffic container push notification y SFC push noti-
fication). As notifications represent an asynchronous
communication started by the back-end, they are sent to
the client of the app using the ‘‘push’’ method.

Although the aforementioned explanation is focused on
the creation process of traffic flow, traffic container and
SFC, the remaining CRUD operations of the different objects
follow a similar pattern.

V. SOFTWARE DEFINED OPTICAL ACCESS
NETWORK ARCHITECTURAL DESIGN
As mentioned above, the access network plays an impor-
tant role in the creation of new programmable residential
networks capable of addressing the QoS requirements of
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FIGURE 7. Differentiated traffic treatment implementation process. The app communicates with the
Switching service using the Residential Network Service protocol [3]. Moreover, the app uses the services
provided by NFV-MANO through the NS and VNF interfaces.

the applications that run at home. The new emerging ser-
vices, such as real time virtual/augmented reality, online
videogames, 4K/8K television, tactile Internet or Internet of
Things (IoT) applications, demand highly restrictive network
requirements in terms of latency, high bandwidth, packet
loss ratio or network resilience. Besides, these applications
requirements are typically variable in time. Therefore, new
software defined access network architectures are required in
order to dynamically and quickly react to fulfil applications
requirements, efficiently administering and sharing access
network resources among customers.

Optical access networks based on GPON standard are the
preferred option nowadays, with new standards and technolo-
gies to come that will increase the bandwidth and functional-
ity available, like XGS-PON or NG-PON2. However, most of
the currently deployed PON networks do not provide direct
and flexible programmable control of service parameters. For
example, it is not generally possible to dynamically obtain
a temporal increase in bandwidth to use a high demanding
video application. Moreover, legacy GPON equipment does
not allow a dynamic and fast service configuration since
each time a new service is contracted by a residential user,
a synchronization time is needed between the OLT and the
ONT during which the service connection is interrupted.

In this light, several proposals are being developed in order to
integrate access networks into software defined architectures.
One of the most mature is VOLTHA, proposed in the context
of the CORD project. VOLTHA proposes to decouple the
control and data plane functions implemented in nowadays
OLTs, virtualizing the control function into a virtual OLT
entity (vOLT) and moving it to standard x86 servers hosted
in central offices.

VOLTHA follows the Network as a Switch paradigm [19],
modelling the access network as a virtual OpenFlow switch,
having one port for each ONU and one uplink that connects
the switch to the NFVI infrastructure where the virtualized
network functions of each residential network run (i.e., the
virtual residential gateway or vSG defined by CORD). The
switch is controlled through a standard OpenFlow interface,
which allows SDN controllers to manage the access network
as if they were pure SDN networks, creating the flows needed
to route the traffic between each residential gateway and the
corresponding VNFs.

VOLTHA architecture (Fig. 8) provides isolation between
PON low level details, allowing the creation of vendor agnos-
tic management systems. Vendors just need to provide a
controller (named Vendor-OLT adapter in Fig. 8) that offers
the southbound interface defined in the architecture and
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FIGURE 8. VOLTHA Architecture7. VOLTHA provides three northbound APIs: OpenFlow, for the
management of networks flows; and the REST and NETCONF APIs, for the general
configuration and management of the network.

translates the standard requests coming from VOLTHA into
the vendor-specific management interface. A standard ven-
dor adapter (OpenOLT) designed to be used with white-box
OLTs (i.e., OLTs that follow the open specifications pub-
lished by the Open Compute Project6) is also provided by the
architecture.

The use of OpenFlow protocol to control the access net-
work as a virtual switch facilitates its integration into a soft-
ware defined architecture. Events in the PON network can be
mapped to existing OpenFlow primitives, for example, when
a new user ONT is connected a port status message can be
generated to inform the controller. However, as mentioned by
Čejka and Krejčí [26], OpenFlow protocol is mainly focused
on the flow-based control of a switch and lacks the func-
tionality to configure other more durable parameters, like the
ones related to port configuration, the QoS queues, etc. For
that purpose, other protocols and APIs should complement
OpenFlow to allow the complete configuration of the access
network. In this light, there are some initiatives than propose
to use available fields in OpenFlow protocol to carry addi-
tional information that is used by the vOLT agent to config-
ure the PON services, for example, the METADATA field in
flow entries. Other initiatives propose to extend OpenFlow
protocol and messages in order to cope with the PON-related
parameters as mentioned by Khalili et al. [27].
On the other hand, VOLTHA defines two additional north-

bound APIs to complement OpenFlow: REST and NET-
CONF (Fig. 8). The NETCONF API is an interface based
on the NETCONF configuration protocol defined by IETF
in RFC6241. NETCONF provides mechanisms to install,
manipulate and delete the configuration of network devices,
by means of XML-based messages. This interface is sup-
posed to be used with the YANG data models being defined
for Passive Optical Networks by the Broadband Forum [28].
However, at present, it is still under definition and it is not yet
implemented in the reference implementation of the CORD

6https://www.opencompute.org
7https://wiki.opencord.org/display/CORD/VOLTHA

project (OpenCORD). The proposal to use NETCONF for
this purpose is aligned with the proposal made by ONF to
use the OF-Config protocol, (which is NETCONF based) for
the configuration of OpenFlow based switches.

The VOLTHA REST interface is an ad-hoc interface
designed to programmatically configure a PON. For that
purpose, it includes primitives, for example, to define the
type and parameters of the services offered to the customers,
in terms of the concepts defined in GPON terminology:
GEM ports (flows) and T-CONT (traffic classes) [28]. The
REST API is also available as a command line interface.
As mentioned, both VOLTHA interfaces (NETCONF and
REST) allow the dynamic modification of the service offered
to customer networks. Therefore, both could be used by the
user-centric management system to dynamically control the
QoS in the access network though the SDOAN Control entity
depicted in Fig. 1. Besides, the integration of access networks
into the architecture will require a deeper study about the
correspondence of service chains implemented in the central
office and the GEM ports and T-CONT traffic classes defined
in GPON.

Integration of access network is at present an ongoing task.
However, due to the lack of maturity of VOLTHA APIs,
as well as the lack of reference implementations, it was
decided to define a simple QoS API interface to be able to
control the QoS parameters of the validation scenarios based
on present GPON network access technology. This initial
version of the API and the tests made so far are described
in the next section.

VI. VALIDATION SCENARIO
As mentioned in Section III, the provision of a differentiated
traffic treatment requires integrating different SDN and NFV
components in a single architecture for residential networks
(Fig. 1). In this light, the main components of this compre-
hensive architecture such as the SDN-based RGW, the SDAN
and the SFCs to be deployed at the NFVI are included in the
global scenario designed to validate the architecture depicted
in Fig. 9.
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FIGURE 9. Proposed validation scenario. Note how the residential network, the access network and the
NFVI located at the ISP’s central office (CO) are integrated. For the sake of simplicity, the management and
control components have not been included in the figure.

FIGURE 10. Topology of the deployed GPON access network in the
experimental testbed.

The GPON access network comprises the OLT ‘‘Smart
OLT240’’ and the L2 ONT ‘‘WaveAccess 511’’ from the
TELNET-RI8 vendor as depicted in Fig. 10. The OLT
includes four ports, each supporting up to 64 ONTs.
As 802.1q and 802.ad standards are supported, C and S tag-
ging can be performed as previously described in Section III.
Two optical splitters 1:8 have been included to enable the
configuration of a two-stage splitting topology if desired.
The connection between the OLT and the optical splitters

8https://www.telnet-ri.es/en/

includes three spools of Standard Single Mode Fiber (SSMF)
of different lengths (two of 5 Km and one of 10 Km). Besides,
the splitters are connected to the ONTs using distribution
fibers and connection panels, from 100 meters up to 5 Km.

In the user’s premises a Banana Pi9 (Bpi) is placed to
perform the SDN-based RGW functions. The Banana Pi is
a router-based development board that includes four Ethernet
Gb ports (LAN ports), an Ethernet Gb port (WAN port) and
a WLAN interface. Considering that Bpi does not natively
support OpenFlow, an Open vSwitch (OVS) is installed, asso-
ciating OVS ports to the physical LAN and the WLAN ports.
It is expected that in the near future both the OLT and the
ONT natively support OpenFlow or any standard protocol of
the southbound interface of the SDN architecture.

vMANDO has been deployed over an emulated software-
defined central office by using Open Source Mano (OSM),
which is an orchestration and management framework of
network services based on ETSI NFV architecture. OSM
is connected to a Virtualized Infrastructure Manager (VIM)
emulator named Vim-emu [29], [30], which is responsible for
instantiating the VNFs composing vMANDO as docker con-
tainers. Initially, Tacker10 was considered and experimented
with as the NFV orchestration framework running over a full
OpenStack VIM, but, although Tacker allowed the deploy-
ment of one SFCs per Traffic Container, the deployment of
several SFCs could not be verified due to the limitation of
the management and orchestration capabilities of this NFV
platform.

Although several tests have been already made integrating
all the main components of the validation scenario using
real equipment (i.e., the GPON access network and Bpi
based RGW)11, the effort has been focused on evaluation the
feasibility of implementing the differentiated traffic treatment
proposal over available open source NFV platforms,
as described in the next subsections.

9http://www.banana-pi.org/r2.html
10https://wiki.openstack.org/wiki/Tacker
11http://oa.upm.es/52019/
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FIGURE 11. Request and Response parameters of ‘‘Create Traffic
Container’’ operation of the REST API. Note that the response parameters
match with the parameters described in Fig. 6. In addition, the request
parameters match with those described in Table 1.

A. DIFFERENTIATED TRAFFIC TREATMENT APP API
As explained in Section IV, the traffic treatment app functions
are exposed through a REST API, which provides a complete
set of operations with their associated parameters. Based
on the request parameters received, the app creates extra
parameters to include them in the appropriate object, executes
the operation and returns the response. Fig. 11 presents an
example of the use of this API to create a traffic container,
showing the request parameters to be specified. After the
execution of the ‘‘create’’ operation, the REST API sends a
response that includes the extra parameters that are associated
with the object Traffic Container (bottom of the figure). Due
to the extension of the CRUD operations that the REST API
includes (Table 1), the complete set of request and response
parameters have been omitted. Nevertheless, all the CRUD
operations of the REST API follow the structure depicted
in Fig. 11.

B. IMPLEMENTING VMANDO AS A NETWORK SERVICE
vMANDO has been implemented as a network service based
on NFV. A network service can be depicted through a Net-
work Connectivity Topology (NCT) graph and one or more
VNFFGs. The definition of different VNFFGs makes it pos-
sible to apply a differentiated traffic treatment, since different
SFCs can be associated to different Traffic Containers. Based
on the logical structure of vMANDO depicted in Fig. 3, the
resulting NCT is depicted in Fig. 12.

The Classification Network is replaced by the virtual
link VL1. The virtual link VL2 interconnects the different

FIGURE 12. Network connectivity topology graph (NCT) for vMANDO.

VNFs that are added to vMANDO. The virtual linkVL3 inter-
connects the Management Instance and the VNFs to the
External network. The virtual link VL4 provides connectivity
to the Services network.

In the context of a network service, the Management
Instance can be seen as a VNF that contains the user-centric
management system. A VNF is connected to a virtual link
through a Connection Point (CP), which represents a virtual
and/or physical interface. Each vMANDO can be considered
as an aggregated VNF with three endpoints (CP01, CP02 and
CP03) that must be connected to three different networks
to obtain the required behavior as the right part of Fig. 12
depicts.

C. DESCRIPTORS SPECIFICATION
In order to specify the required descriptors shown in Fig. 13,
the TOSCA12 Simple Profile for NFV [31] and YAML are
used. These descriptors must be on-boarded to OSM in
order to create instances of NSs and VNFs. These descrip-
tors have been added to a public repository in github [32].
Both vMANDOD and the different VNFDs describe the
NCT of Fig. 12. To provide a differentiated traffic treatment,
a VNFFG must be specified over the NCT by means of a
VNFFGD. On the one hand, based on a classification policy,
this descriptor specifies the forwarding path that the traffic
takes. Considering the eventual use of VLANs as Traffic
Containers identification mechanism, the classification pol-
icy might use the VLAN Id. On the other hand, the VNFFG
itself is described by listing the descriptors of the constituent
VNFs as well as the corresponding CPs and VLs.

12Topology and Orchestration Specification for Cloud Applications
(TOSCA) defines a language and a meta-model to describe services, their
components, relationships and management procedures.
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FIGURE 13. Relationship between service templates or descriptors used
to describe the components of vMANDO.

FIGURE 14. Experimental platform used for QoS and performance
evaluation. The VNFs are automatically deployed using the MANO
interfaces that OSM provides.

Together, vMANDOD, VNFDs, VNFFGDs and VLDs
allow applying a specific traffic treatment to a Traffic Con-
tainer of the residential network as depicted in Fig. 13.
Moreover, it is important to point out that the endpoints
of vMANDO (CP01, CP02 and CP03 in Fig. 12) can be
described in independent service templates. The TOSCA
Simple Profile for NFV does not consider this option. How-
ever, it would be very useful and can be considered as a
functional requirement to optimize the vMANDOD specifi-
cation. Thus, a service template designated as CPD might be
included as depicted in Fig.13.

D. QoS AND PERFORMANCE EVALUATION
An experimental platform based on the validation scenario
depicted in Fig. 9 has been developed to evaluate the fea-
sibility of implementing the differentiated traffic treatment
proposal over standard NFV platforms and to carry out a QoS
and performance evaluation (Fig. 14).

The experimental platform is based on the use of different
open source virtualization tools. The first one, named Virtual
Network over linuX (VNX) [33], has been used to emulate

both the residential, access and ISP networks. Residential
network systems are emulated by VNX using LXC contain-
ers, while the SDN-based RGW has been implemented as
an SDN enabled OVS switch. The access and ISP networks
are also emulated using OVS switches. Additionally, three
servers supporting the three different applications used in the
tests (video streaming, video conferencing and a file delivery
service based on FTP) are also emulated by LXC containers
deployed with VNX. On the other hand, the management
and orchestration platform used is OSM, which acts as both
the NFV orchestrator and the VNF manager, controlling the
NFVI resources which are emulated using Vim-emu.

As shown in Fig. 14, OSM uses the Vim-emu capabilities
to deploy the VNFs that compose the vMANDO network
service. Vim-emu deploys these VNFs packaged as Docker
containers. In this scenario, a simplified version of vMANDO
is considered, which consists of the following VNFs: Classi-
fication & Shaping, DHCP, and Routing. For that purpose,
three different docker images have been created so that each
VNF only includes the specific software components needed
to support each virtual network function. The VNFs and
network service descriptors have been defined using YAML
and they have been on-boarded into OSM to instantiate the
vMANDO network service. As it can be seen in Fig. 14, all
of the VNFs composing vMANDO are internally connected
to an OVS switch provided by Vim-emu and hosted inside
one of the docker containers that implement the Vim-emu
functionality.

Regarding the differentiated traffic treatment proposal,
the SDN-based RGW and the routing VNF have been pro-
grammed to tag and untag the traffic with the corresponding
802.1Q tags of each application, with the aim of implement-
ing QoS policies over the access network. A Hierarchical
TokenBucket (HTB) discipline implemented in the RGWand
in the Classification & Shaping VNF is in charge of imple-
menting these QoS policies using the Linux kernel Traffic
Control (TC) functionality. The Routing VNF is in charge of
connecting the residential LAN to the outside world, in this
case represented by the three application servers.

Fig. 15(a) shows the throughput (Mbps) demanded by
each test application when the Classification & Shaping VNF
is not active in the vMANDO network service. Initially,
the throughput demanded by application App_A (FTP) is
around 18 Mbps. Later, at second 30, Application App_B
(video conferencing) is initiated, so the available bandwidth
needs to be shared between the two applications. As a conse-
quence, the quality perceived by the video conference users
would be degraded and the time to download the file using
FTPwould be increased. Finally, at second 70, a third applica-
tion App_C (video streaming) starts to request a multimedia
content, consuming up to 14Mbps. As expected, a bandwidth
sharing mechanism is required in order to guarantee a mini-
mum QoS for each application.

Fig. 15(b) shows how the activation of the Classification &
Shaping VNF in the vMANDO network service provides
the required differentiated traffic treatment functionality.
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FIGURE 15. Behavior of the applications’ throughput that run at the residential network. (a) Differentiated traffic treatment is not active.
(b) Differentiated traffic treatment is active.

FIGURE 16. VNFs resource consumption.

The implementation of QoS policies based on an HTB disci-
pline per service inside this VNF guarantees the bandwidth
demanded by each application. As can be seen, App_A,
App_B, and App_C can achieve a maximum throughput
of 4 Mbps, 6 Mbps, 10 Mbps respectively, avoiding the
competition for the bandwidth previously shown.

The tests described have been complemented with a
preliminary evaluation of the resources consumed by the
proposed architecture when deploying multiple VNFs. The
virtual scenario has been deployed on an Ubuntu 18.04 sys-
tem equippedwith an Intel Core i7 8700 (3.2 GHz) and 24GB
of RAM. Fig. 16 shows the memory and CPU consumption
according to the variation of the number of VNFs deployed.
As expected, there is a linear relationship between the number
of VNFs deployed and the consumed resources. However, it is
important to take into account that resources consumption
mostly depend on the kind of service that the VNF pro-
vides. In this light, using containers to implement the VNFs
included in vMANDOs represents an appropriate choice to
keep resources consumption to a minimum. Besides, the use
of Vim-emu, based on docker containers, made it possible
to run the whole evaluation scenario in a single machine.

TABLE 2. API Proposed for the SDOAN.

This simplified the testing process, compared to the Open-
Stack based tests that needed additional servers.

E. SDOAN API
As mentioned before, due to the lack of maturity and avail-
ability of reference implementations of APIs to dynamically
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control the service QoS in access networks, it was decided
to define and implement a simple QoS REST API interface
to interact with the GPON equipment used in the validation
scenario (Fig. 10). Table 2 summarizes the functionalities that
the API provides.

This initial version of the API basically allows: the creation
and modification of the services defined in GPON (Service
Creation/Update primitives), specifying the QoS parameters
associated to the service; and the subscription of ONTs to that
services. The API is being implemented over the command
line interface provided by the TELNET-RI OLT and it will be
latter integrated and tested into the user-centric management
architecture. Additional tests carried out in relation to QoS
control in the access network are described in [34]. There-
fore, an SDN-GPON solution using OpenFlow that permits
residential users efficiently, fastly and dynamically adjust
their bandwidth demands is proposed and experimentally
validated. In fact, a dynamic network scenario in which users,
by means of a management app, have a contracted basic
bandwidth has been set up. In this scenario, users are allowed
to increase the bandwidth temporarily when using highly
demanding services.

VII. CONCLUSIONS AND FUTURE WORKS
Traditional or legacy residential networks provide limited
quality of service (QoS) support. As a consequence, services
or applications performance is not as expected and, therefore,
the QoE is poor. In addition, the ISP is restricted from offering
new end services and fully meeting user demands.

The differentiated traffic treatment proposal allows pro-
viding better and new network connectivity services to meet
the QoS requirements of applications that run at home. The
SDN/NFV based network architecture designed to support
the differentiated traffic treatment, represents a novel network
ecosystem that upgrades the residential network architecture.
Beyond addressing the current drawbacks of residential net-
works, the presented proposal provides an evolvable network
environment to adapt itself to future requirements of users and
multimedia services, as well as new emerging technologies.

The implementation of this approach consists of two
stages. Firstly, the traffic belonging to an application is differ-
entiated by creating a traffic flow on the SDN-based RGW.
Secondly, a specific SFC is created at vMANDO and it is
associated to the traffic flow previously created.

Certainly, the collaborative operation between SDN and
NFV allows complementing their individual contributions
and it makes possible the differentiated traffic treatment
implementation. Nevertheless, the operations to be carried
out both at SDN and NFV level must be orchestrated.
In this light, the Traffic Treatment app is defined to interact
with NFV-MANO and the RGW-based RGW to create the
required traffic flows, traffic containers and SFCs following
the user orders. With this approach, on one hand, the user
specifies what application will have a specific treatment and,
on the other hand, what will the specific treatment consist of.

Considering the NERG architecture and R-CORD as the
most notable examples of the RGW virtualization paradigm,
the differentiated traffic treatment with QoS support proposal
in conjunction with the user-centric management approach
represent an extraordinary improvement. However, despite
the promising results obtained from the experimental valida-
tion, there are unresolved issues that require further analysis.

As the Traffic Treatment app functionalities depend on the
life cycle operations of descriptors and instances that MANO
interfaces provide, the NFV platform to be used must accu-
rately implement every single functionality and operation
defined by ETSI. In this light, NFV platforms like ONAP or
OpenBaton13 can be used in future experiments.

According to ETSI, after the instantiation of a VNF, a
configuration interface is created to set the functional param-
eters of the service that the VNF provides. This interface
is used by the Element Management (EM) or the VNFM
of the reference architecture. Considering the user-centric
approach, this configuration interface must also be used by
themanagement system to allow the user tomodify theVNF’s
configuration. In this light, a VNF client can be integrated to
the Interaction layer of the Management architecture which
would be in charge of communicating with the VNF config-
uration interface. This VNF client mainly would provide a
graphical configuration interface and would perform the EM
tasks.

The presented proposals show how, from a centralized
location, all the functional components of the residential
network such as the SDN-based RGW, the SDOAN and the
SFCs can be managed and controlled. Moreover, by means of
the vMANDOconcept, the SDN andNFV components can be
grouped into a single entity. These particular characteristics
allow thinking that the provision of the Residential Network
as a Service (RNaaS) is a true option. In this light, the ISP is
provided with an agile and flexible environment to optimize
the life cycle control of residential networks and the creation
of new business models is encouraged. The RNaaS concept
provides the user the ability of defining and customizing
the functional characteristics of both the residential network
and the management system. The RNaaS concept allows the
residential network to adapt itself to the user needs.

Certainly, the user-centric approach aids in simplifying the
management tasks of the residential network. Nonetheless,
in advanced scenarios, Artificial Intelligence based compo-
nents can be integrated to support the management tasks.
For example, each VNF instance has a default or startup
configuration which can be modified during the lifetime of
the instance. This startup configuration might not be ade-
quate considering the current state of the virtual environment
where it will run. Thus, a mechanism can be proposed to
infer a startup configuration considering different functional
parameters of the VNF execution environment such as the
available computational resources or network congestion.
Besides, the user can be recommended to create a certain SFC

13https://openbaton.github.io/
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to improve the performance of the residential network. This
SFC recommendation systemwould use network status infor-
mation such as applications running at the user’s home, type
of user’s devices, parental control policies or SFCs previously
created to provide a specific recommendation.
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