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ABSTRACT

In-situ and In-field temperature and transistor BTI sensing techniques with
microprocessor-level implementation

Teng Yang

In modern deep-scaled CMOS technologies, various silicon-related pitfalls present chal-

lenges to the long-term performance of microprocessors. Such challenges include (1) local

hot spots, which breach the thermal limitations of a microprocessor, and (2) transistor ag-

ing, especially NBTI, which degrades transistor threshold voltage, ultimately threatening

the reliability of the entire memory block. In previous systems, the dummy circuit was

placed next to the subject, where the dummy was frequently analyzed, and the readout was

used to infer the condition of the target. Due to rapidly changing ambient conditions (e.g.,

temperature and voltage) and the potential scale of the target dimensions, such metrics may

not accurately represent the condition of the target. Moreover, such temperature sensors

and canary circuits occupy significant area.

Therefore, it would be highly preferable to monitor the target circuit in-situ, i.e., to

sense the precise transistor at operation. It is also important to achieve an accurate sensing

metric. When the temperature is analyzed, the readout should account for voltage and

process variations. While sensing the aging degradation, the readout should account for

voltage and temperature fluctuations. This would allow testing during in-field operation,

while the circuits achieve area-efficiency.

This research had two stages. One result of the first stage was a silicon test chip that

was a compact temperature sensor. It involved a family of PTAT+CTAT sensor front-ends

that unitized only 6 to 8 conventional CMOS logic devices, yielding a smaller sized chip.



The sensor demonstrates accuracy within the target and achieves a 14.3x smaller foot print

than preceding published designs. The second product of the first stage was a PMOS aging

sensor used in 6T SRAM circuits. The test chip has a real SRAM array, integrated with

the proposed PMOS NBTI sensor. It can sense real PMOS NBTI effects in any bit cell

(in-situ) and provide robust readings of temperature and voltage (in-field). Intensive aging

tests validated the proposed sensing technique.

The second stage was focused on implementing the in-situ and in-field sensing techniques

in a real processor. The MIPS microprocessor had a modified instruction cache (I$) and

instruction set architecture. With the addition of new instruction aging sensing and minor

modification of the circuits, the processor can execute aging sensing opportunistically to

evaluate the aging level of its instruction cache. A software framework was developed and

verified to estimate the retention voltage of the instruction cache over the lifetime of the

chip.

An area-efficient SoC was developed that could transform the instruction cache to an

ambient temperature sensor. It had a physically unclonable function (PUF), and it was

built with an area-saving technique similar to the earlier work.

This thesis has four chapters. They are presented in the chronological and they are

aligned with the research described above.
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Chapter 1

Introduction

1.1 Background

In modern deep-scaled CMOS technologies, various silicon-related pitfalls present long-

term challenges to microprocessor performance. Such challenges include but are not lim-

ited to: (1) local hot spots, which breach the thermal limitations of a microprocessor, and

(2) transistor aging, especially NBTI that degrades transistor threshold voltage, ultimately

threatening the reliability of the entire memory block. In previous systems, the dummy

circuit was placed next to the subject, where the dummy was frequently analyzed and the

readout was used to infer the condition of the target. Due to rapidly changing ambient

conditions (e.g., temperature and voltage), and the potential scale of the target dimensions,

such metrics may not accurately represent the condition of the target; additionally, such

temperature sensors and canary circuits occupy a significant amount of area.

Therefore, it would be highly preferable to monitor the target circuit in-situ, i.e., to

sense the exact transistor at operation. It is also important to achieve an accurate sensing

metric: when the temperature is analyzed, the readout should account for voltage and

process variations; while sense the aging degradation, the readout should account for voltage

1



and temperature fluctuations. Such a feature is called in-field operation. Additionally, the

circuits should achieve area-efficiency.

During my Ph.D. research period, I built 4 test chips (one in collaboration with Jiangyi

Li) to achieve my research goals.

1.2 Compact Voltage-scalable on-chip temperature sensor

Compact temperature sensors are critical to implement dynamic thermal management

(DTM) techniques in high-performance microprocessors (µPs) and systems on chips (SoC).

Those sensors are embedded at multiple locations on a die, and provide fine-grained tem-

perature information to DTM engine, which to maintain the µPs operate efficiently within

thermal budget.

There are three requirements for those temperature sensors. First, sensor front-ends need

to be very area efficient. So we opt-out BJT structure. Second, sensor readings need to have

a low calibration cost while achieving target accuracy (e.g. absolute <8◦C and a relative

<3◦C). So we avoid to use expensive 2-temperature-point calibration. Third, the sensors

should be able to operate at a low supply voltage and robust to VDD fluctuations. This also

eliminates the possibility of any BJT-based structures.

Based on three requirements, we designed a new type of temperature sensors, as shown

in fig. 1.1 and fig. 1.2. To achieve small area cost, the sensor only costs 6 or 8 NMOS

normal-sized transistors. To achieve low voltage operation, we set the sensors to operate

at the sub-threshold region. To achieve good accuracy at the low-cost one temperature

point calibration (OPC), we differentiate the readouts of VDD-compensated proportional-

to-absolute-temperature (PTAT) and complementary-to-absolute-temperature (CTAT) volt-
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Figure 1.1: Structures of proposed sensor front end

Figure 1.2: Layouts of proposed sensor front end

age generators [23]. We implemented three sensor frontend designs on the 65nm CMOS.

Three sensor front-ends are presented with different sizes and accuracies to meet different

performance-area requirements (area-optimized, balanced, and accuracy-optimized).

The balanced front end achieves a 14.3× smaller footprint than the 22nm design in [13],

while it exhibits a worst error of less than 7.0◦C (-3.4◦C < error < 3.6◦C), after calibration,

across 64 sensors in 8 chips. The worst-case measured error among 8 sensors in a chip across

8 chips is 5.2◦C. Our sensor can operate at VDDs from 0.6 to 1V, whereas none of the other

designs in the comparison can operate below 1V. The average error incurred by the voltage

scaling is 0.3◦C. The area-optimized front end has a footprint of 115µm2, and a worst-case

error of 8.8◦C (-2.0 < error < 6.8◦C) across 64 sensors in 8 chips after calibration. The
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accuracy-optimized front end exhibits the per-front-end area of 400µm2 which is still 10x

smaller than [13] and a worst-case error of 5.4◦C (-0.7 < error < 4.7◦C).

The compact footprint and the large voltage-scalability of the designs enable the integra-

tion of order-of-magnitude more sensor front ends on a chip at a small additional overhead,

enabling dense thermal monitoring in modern VLSI systems.

1.3 In-situ and In-field BTI sensors for register file

In modern deeply-scaled CMOS technologies, transistor aging effects such as bias temper-

ature instability (BTI), hot carrier injection (HCI), and time-dependent dielectric breakdown

(TDDB) have been one of the major challenges for maintaining long-term reliability of com-

puting systems [26]. In particular, negative bias temperature instability (NBTI) is one of the

most critical aging mechanisms, which can increase PMOS threshold voltage (VTH) at high

temperature when PMOS is negatively biased [27,29,57]. Such VTH degradation causes digi-

tal circuit delay to increase, compromising the maximum clock frequency over chip’s lifetime.

Recent studies also show that NBTI can be worse for technology scaling [59], confirming its

importance in future microelectronics.

NBTI can also degrade robustness of embedded memory circuits [30, 59]. Particularly

an 6-transistor (6T) register file (RF) is one of the most vulnerable blocks since it often

experiences high temperature due to high switching activities and the heat generated by

other digital gates around it. Furthermore, the 6T bitcell typically used in an RF has one of

its PMOSs negatively biased (i.e., stressed) during an RF is powered on. Last but not the

least, if a bitcell is not written frequently, one of the PMOSs in the bitcell can receive DC

stress, which is more detrimental than the AC one [31]. The degradation of VTH of PMOSs
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in bitcells can hurt robustness and performance of an RF. It can reduce the static noise

margin (SNM), thus worsening data retention voltage (DRV), read VMIN and read access

time. Note that the bitcell that undergoes the worst degradation determines the robustness

and performance of the entire RF it belongs to.

Conventional approeaches to mitigate NBTI impacts is to set design margins based on a

coarsed block-level estimation. Those margins including (1) Upsizing device size to reduce

random variations and (2) Operate RF block at a certain amount of higher VDD voltage than

pre-silicon block VMIN , a.k.a, a voltage margin. The coarse estimation leads to conservative

margin that degrades the area effeciency as well as increase power consumptions. Such

margin is pessimistic and unnecessary becuase the only one or tow worst-case bitcells limit

the perofrmance of the entire RF block [32].

To tackle this challenge, we propose techniques to dynamically monitor and decelerate

NBTI degradation in an RF with a focus to enable/enhance three critical abilities, namely

in-situ monitoring, in-field monitoring, and post-deployment NBTI management [55].

First, we devised an in-situ monitoring technique, i.e., directly sensing VTH of a target PMOS

in a bitcell instead of using of replica/canary circuits [33, 35]. Second, we have pursued to

enhance robustness in monitoring so as to enable in-field monitoring (post-deployment).

Robustness against temperature and power supply voltage (VDD) variations is paramount

since it is non-trivial to control such parameters in field as shown in fig. 1.3.

Finally, we developed a software framework for dynamic reliability management (DRM).

During chip’s lifetime, we can execute the framework routinely (e.g., every several months)

in the maintenance mode, which monitors VTH degradation, evaluates the degree and the

progressing rate of NBTI degradation, and analyzes the skew of VTH degradations between
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Figure 1.3: Demonstration of VTH sensing capability and robustness

two PMOSs in a bitcell. In addition to those monitoring, the framework can also create

recover vectors (RV) using the skew information of bitcells. Written into bitcells oppor-

tunistically, RVs can partially recover the more-aged one of two PMOSs in each bitcell and

thereby decelerating SNM and DRV degradation.

We prototype test chips, each of which includes a 1-Kb RF with the proposed techniques,

in a 65nm CMOS. The measurement results confirm the in-situ and in-field capability with

the average error of 19% against temperature variation (20-80C) and that of 21.8% against

VDD variations (0.5-1V) in monitoring an NBTI-induced VTH degradation larger than 30mV.

Those errors are respectively 4.4X and 3.4X smaller than the estimation of previous work [39].

We also confirm that RVs created based on our monitoring technique can successfully slow

down DRV degradation: in our 16-hour accelerated aging experiments, the RFs that store

the RVs from the proposed technique exhibit 30mV to 70mV less DRV degradation in average

than RFs storing random fixed values. The area overhead of the proposed technique is 27%

for a 1-kb RF and 21% for a 4-kb RF.
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1.4 Circuit, architecture and run-time framework for memory reliability man-

agement in a microprocessor

In deeply scaled VLSI systems, device aging effects, such as bias temperature instability

(BTI) have been identified as a key reliability challenge. Especially, embedded caches ($)

and register-files (RF) are highly vulnerable to NBTI since they use intrinsically sensitive

circuits and become hot as nearby logic circuits are actively switching and dissipating heat.

What’s worse is that the single worst-case bitcell can determine the reliability of the entire

memory block. It is paramount to manage the reliability of the embedded memory over the

chip’s lifetime.

To manage reliability it is cost-prohibitive to disassemble working µP and send the chip

to a laboratory. Thus, a key requirement is to perform the reliability management without

disassembly, i.e., post-deployment and in-field. In this work, we propose such a solution,

including circuits, a microarchitecture and a runtime software framework to implement a

post-deployment in-field memory reliability management.

Figure 1.4: Microprocessor architecture of proposed DRM technique
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We prototyped a test chip with the implementation of previous developed NBTI sensing

circuits into the circuit of instruction cache (I$) of a standard 5-stage MIPS µP (fig. 1.4).

we devised a RISC microarchitecture having a new instruction (called AS) to trigger the

reliability management. The µP can execute the AS instruction opportunistically during

its regular operation to sense the Vts of its bitcells, thereby evaluate its aging effects. The

sensor is able to in-situ sense the Vt of any one of six transistors in any bitcell. The sensing

readout is robust against temperature variations and thus very suitable to the on-the-fly

sensing, which it is impractical to regulate temperature rapidly.

Figure 1.5: (a) Sensing task assignment (b) Framework to estimate current DRV

We also proposed a runtime software framework (fig. 1.5) to convert the low-level Vt

measurements to circuit-/architecture-level metrics, i.e., the data retention voltage (DRV).

The framework is composed of basic operations (+, Ö) and can be accomplished by original

instructions of the µP ISA. Such extraction is critical for operating systems and firmware

as they need high-level metrics to run dynamic reliability managements (DRM), such as

to decelerate aging in bitcells [65], to reduce the guard band in dynamic voltage scaling

of memory during the standby mode, and to balance aging degradations among memory
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banks [63].

1.5 An area-efficient SoC with instruction cache transformable to a tempera-

ture sensor and a PUF

Heading towards the era of Internet of Things (IoT), it is critical for integrated-circuit

research and development to deliver compact, low-cost, and dependable edge devices with

various capabilities, e.g., sensing, computing, communication, and security [67]. This chal-

lenge has motivated to integrate an increasing number of components and function blocks

into a Microprocessor-based System-on-Chip (µP-SoC) to shrink system footprint and as-

sociated cost [82, 88, 89]. However, such integration often incurs silicon area increase since

most of analog, mixed-signal, and digital circuits require substantial amounts of silicon area

to implement fast, accurate, and robust functions.

An ambient temperature sensor (T-sensor) and a Physically Unclonable Function (PUF)

are two widely used components in IoT devices. The former is a critical building block for

environmental monitoring; the latter is a notable security macro used for secret key gener-

ation for cryptography and chip-ID generation for authentication. However, implementing

dedicated circuits for those functions requires non-negligible silicon area, especially when

they are designed for high accuracy and robustness [68–77,79,84,86–89].

It is noteworthy that in many applications, T-sensors and PUFs exhibit low duty cycle,

making the approach of dedicated hardware further inefficient in area. As shown in fig. 5.1(a),

for example, a T-sensor can be only active every several seconds (or even longer) since

ambient temperature changes rather slowly [82,88]. A PUF also needs to be active only upon

a request for e.g., encrypting and decrypting messages, and chip authentication processes
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[85, 86]. Therefore, the dedicated hardware can be idle for most of the time.

Figure 1.6: (a) Low duty cycle operation such as ambient temperature sensing and PUF. (b)
Dedicate hardware implementation of those functions compared with conventional design.
(c) Proposed transformation approach can save area.

Therefore, we aim to address such area inefficiency, and propose a novel technique to

transform the existing SRAM in the instruction cache (I$) of a µP into a T-sensor or a PUF

(fig. 1.6(c)). This hardware recycling approach can reduce silicon footprint while integrating

more features on a chip. To enable such transformation, we made a minimal amount of

change in the SRAM circuits, Instruction Set Architecture (ISA), and pipeline control logic.

The outputs of the transformed T-sensor and PUF operations are stored in the data memory

of the µP for post digital processing.

We prototyped a µP-based SoC with the proposed technique in a 65nm general-purpose

CMOS, fig. 5.1. The µP can operate at 320MHz at 1V supply voltage (VDD) and con-

sumes 10.6 pJ/cycle. The transformed T-sensor achieves an error of -0.5/+1.5◦C after One-

temperature-Point Calibration (OPC) across 26 instances. It achieves low VDD sensitivity,
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Figure 1.7: The proposed µp-SoC microarchitecture. The modified and added portions are
highlighted in yellow.

exhibiting only 0.46◦C error for 100mV VDD variation from 1V to 0.5V. The transformed

PUF also achieves a desirable randomness: the analog differential output shows a normal

distribution with µ=-1.3mV and σ=31.2mV; the digitized bitstream passes all the applica-

ble NIST tests and achieves 0.502 inter-PUF Fractional Hamming Distance (FHD). It also

achieves robustness comparable to the state of art: 0.027% unstable bit ratio and 1.97×10−5

Bit Error Ratio (BER) after Temporal Majority Voting (TMV11) and Comparator Input

Swapping (CIS) based masking.

The proposed transformation capability increases the area of the baseline µP by 12.9%

(9.2% only for the T-sensor and 9.1% only for the PUF). The first 6.3% is for the update in the

SRAM circuits and the next 6.6% is for the microarchitecture modification. The standalone

T-sensor [73] and PUF [76] circuits achieving the similar accuracy and robustness would

consume more silicon area, that would be 62.9% of the baseline µP area.
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Chapter 2

Compact, Voltage-scalable on-chip Temperature Sensor

2.1 Motivation

Compact temperature sensors are critical to implement dynamic thermal management

(DTM) techniques in high-performance microprocessors (µPs) and systems on chips (SoC).

Those sensors are embedded at multiple locations on a die, and the temperature information

sensed is used to maintain the chip operation within thermal constraints. While existing

sensor designs [13–18] achieve small area and high accuracy, emerging technology trends

such as multi-core architectures, 3D-integration, fin-fet devices, and low-voltage operation

require the development of sensors of better performance that meet stricter requirements.

There are three requirements for those emerging applications.

First, sensors need to be very area efficient. Recently, the number of sensors embedded on

a digital VLSI system has rapidly increased (fig. 2.1). Meanwhile, the continuing increasing

the level of integration (3D integration, SiP, etc.) and consequently the number of thermal

hot spots, future digital VLSI systems will have more locations that require thermal mon-

itoring. In order to reduce the overhead while monitoring all of those locations, the sensor

footprint needs to be minimized. Additionally, a compact footprint ensures design flexibility
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Figure 2.1: Trends in numbers of on-chip temperature sensors in µPs and SoCs

as sensor’s location is often determined at the later stages of the design process [13].

Second, sensors need to have a low calibration cost while achieving target accuracy (e.g.

absolute <8◦C and a relative <3◦C).

Third, the sensors need to be able to operate at a low supply voltage. Sub-1V operation

for digital VLSI systems is being extensively explored, as part of the ongoing request to

reduce power consumption. The conventional sensors hardly operate below 1V, thereby

requiring additional power distribution or local power regulation. The ability to operate

below 1V eliminates those overheads.

Existing published temperature sensor designs [13–18] hardly meet above requirements

simultaneously. BJT-based sensors [13, 14] achieve good accuracies but cost large area and

require above 1V VDD. A lateral CMOS diode based sensor [15] and CMOS Vt-based design

[17] achieve small foot print but require expensive two temperature point calibration (TPC)

to satisfy accuracy target.
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Therefore, we are motivated to propose a new type of temperature sensor design. To

achieve small area cost, the sensor only costs 6 or 8 NMOS normal-sized transistors. To

achieve low voltage operation, we set the sensors to operate at the sub-threshold region. To

achieve good accuracy at the low-cost one temperature point calibration (OPC), we differen-

tiate the readouts of VDD-compensated proportional-to-absolute-temperature (PTAT) and

complementary-to-absolute-temperature (CTAT) voltage generators [23]. To meet different

performance-area requirements, we implemented three sensor frontend designs on the 65nm

CMOS. Three sensor front ends with different sizes and accuracies, namely area-optimized,

balanced, and accuracy-optimized.

2.2 Operation Principle

Figure 2.2: Structures of proposed sensor front end

fig. 2.2(a) shows the basic structure of the proposed sensor front-end, which contains a

PTAT and a CTAT voltage generator with outputs VPTAT and VCTAT . Transistor M2, M4 are

native-Vt NMOS and transistor M1, M3 are thin-oxide, high-Vt NMOS at diode-connection.

To generate PTAT voltage, M2 is sized larger than M1; similarly, M4 is sized smaller than

M3 to generate CTAT voltage. The VPTAT and VCTAT are sensed, differentiated and digitized
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at the back-end read-out circuits. The read-out circuits are shared across all sensor front

ends. fig. 2.2(b), (c) and (d) show the actual implementations of the three sensor front

ends. Several supplementary devices are added to the basic structure to improve various

metrics. fig. 2.2(b) shows the design for optimal accuracy at the larger footprint (referred to

as accuracy-optimized design); fig. 2.2(c) shows the design for balancing area and accuracy

(balanced design); and fig. 2.2(d) shows the design for minimizing area (area-optimized

design). fig. 2.3 shows the layouts of the front ends. The areas of the three sensor front ends

are 400µm2, 279µm2 and 115µm2.

Figure 2.3: Layout snapshots of three proposed sensor front ends

The operation of the PTAT or CTAT generator can be explained through the device

current-voltage (I-V) characteristics between the top and bottom transistors. fig. 2.4(a)

shows the model that we used: either PTAT or CTAT generator contains a top transistor

(M2 or M4) with gate-source shorted (a.k.a. a single-transistor current source with zero Vgs)

and a bottom transistor (M1 or M3) configured as diode. Then we split the structure into top

and bottom parts from the output node of the sensor. Each breaking node is connected to

an ideal voltage source and force the voltage to VOUT . To demonstrate different mechanisms
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Figure 2.4: Simulation setups for the I-V characterizations

between PTAT and CTAT, we chose two sizes for top transistor (M2 is bigger than M4). To

ensure same reference, we use only one size for bottom transistor (M1). Then we swept VOUT

from 50 to 450mV at three different temperatures. The channel currents (Id) of transistors

are measured and plotted in fig. 2.4(b). Green lines represent Id of bottom transistor,

increasing with VOUT and temperature. Blue lines represent Id of the smaller top transistor

(M4), decreasing with VOUT but increasing with temperature. Red lines represent Id of the

bigger top transistor (M2) with similar trend, however, the absolute current value is nearly

three magnitude bigger than that of M4.

The intersect points between blue and green curves are the output of CTAT generator

(M4 with M1). The intersect points between red and green curves are the output of PTAT

generator (M2 with M1). Both intersections are at deep sub-threshold region. fig. 2.5(a)

shows the zoom-in of Id intersection between M4 (smaller top) and M1, the VOUT is CTAT.

fig. 2.5(b) shows the zoom-in of Id intersection between M2 (bigger top) and M1, the VOUT

is PTAT.

The analytical equation for VPTAT and VCTAT can be derived similarly as for the compact
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Figure 2.5: The zoomed-in temperature characteristics of the CTAT and PTAT generator

2-transistor voltage reference circuits [19]. Here, we focus only on VPTAT since the equations

for VCTAT are the same except for the different transistor notations. The sub-threshold

current is Equation (1)

ID = µC ′ox
W

L
(n− 1)φ2

t e
Vgs−Vt
nφt (1− e−

Vds
φt ) (1)

where µ is the carrier mobility, C ′ox is sheet oxide-capacitance density, W, L are the

width and length of the transistor, Vt is threshold voltage, n is subthreshold slope, VGS is

gate-source voltage, VDS is drain-source voltage, and φt is the thermal voltage. Based on

Equation (1), the current equations for M1 and M2 can be derived as Equation (2)


ID1 = µ1C

′
ox1

W1

L1
(n1 − 1)φ2

t e
VPTAT−Vt1

n1φt

ID2 = µ2C
′
ox2

W2

L2
(n2 − 1)φ2

t e
− Vt2
n2φt

(2)
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Since M1 and M2 are connected in series, ID1 and ID2 in Equation (2) are identical so

that we can solve the VPTAT as Equation (3)

VPTAT = n2 ln

(
µ1

µ2

· C
′
ox1

C ′ox2

· W1L1

W2L2

· n1 − 1

n2 − 1

)
k

q︸ ︷︷ ︸
slope

·T + Vt2 −
n2

n1

Vt1︸ ︷︷ ︸
offset

(3)

where k is the Boltzmann constant and q is the electron charge. The temperature sen-

sitivity (slope of VPTAT ) is, to the first order, determined by the size ratio between M1 and

M2. The offset of VPTAT is a function of process parameters Vt and n.

2.3 Accuracy Improvements

2.3.1 Output Range Tuning

We optimized the sensor front end to ensure that all transistors to operate in sub-

threshold and in saturation (i.e., VDS is several times larger than φt) across temperature

and process variations. This is critical because a high VDS ensures that the last term in

Equation (1) to be negligible, thereby reducing the VDD dependency and improving the

linearity of VPTAT and VCTAT over temperatures.

In order to ensure sufficiently high VDSs for transistors, we connect the gates of the top

transistors to the outputs, as shown in fig. 2.2(a). This is a modification of the original

topology in [19], and raises the level of VPTAT by approximately 1/2(Vt2 − Vt1) and that

of VCTAT by approximately 1/2(Vt4 − Vt3), contributing to sufficiently higher VDSs for the

bottom transistors (M1, M3). In addition, we carefully chose the device types to give VPTAT

and VCTAT optimal offsets in their output voltage, i.e. the second term in Equation (3). The

optimal offset is 1/2V DD since it ensures largest VDSs for both top and bottom transistors
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of the PTAT or CTAT generators. However, as the offset is roughly the difference of Vts of

the top and the bottom transistors, it tends to be less than 1/2V DD.

Figure 2.6: The output range and slope of PTAT and CTAT generator

Therefore, we explored the use of three different types of devices and found the lowest

values of the VPTAT (at 0◦C) and VCTAT (at 100◦C). As shown in fig. 2.6, using high-Vt

NMOSs for the bottom devices provides higher offsets (VPTAT,MIN = 291mV = 11φt at 0◦C

and VCTAT,MIN = 139mV = 5φt at 100◦C). This device choice further enables a sufficient

temperature sensitivity of 0.47mV/°C for VPTAT , and -0.11mV/°C for VCTAT .

For the accuracy-optimized and area-optimized front ends, we added a diode and a

temperature- and voltage-compensated voltage reference circuit [19], respectively, as a footer.

The footers can increase the offset of VCTAT which is typically smaller than VPTAT and limits

the accuracy of sensor front ends.
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2.3.2 Differential Read-out

In order to improve linearity over temperature even in the presence of process variations,

we propose a differential read-out scheme where the difference between VPTAT and VCTAT is

used to measure temperature. Good linearity over temperature is critical to reduce errors

after OPC. Using either VPTAT or VCTAT alone causes poor linearity since some of the

parameters determining the temperature-slope of VPTAT and VCTAT , namely n, µ, and Vt,

are temperature dependent [20, 21]. Moreover, those parameters vary with process, further

degrading linearity.

The differential reading scheme mitigates the impact of those nonlinear parameters on

the temperature-slope of VPTAT or VCTAT . Now the temperature-slope is mainly determined

by transistor sizing ratios after canceling process-dependent parameters. Both VPTAT and

VCTAT have form of Equation (3), we can find the expression for VDIFF = VPTAT − VCTAT

as Equation (4)

VDIFF ≈ n1 ln

(
W1W4L2L3

W2W3L1L4

)
k

q︸ ︷︷ ︸
slope

·T −∆Vt1,3 +
n1

n2

∆Vt2,4 (4)

where ∆Vti,j is Vti − Vtj. Since transistors {M1,M3} and {M2,M4} are the same type,

it is reasonable to assume that the TNOM values and temperature-dependencies of the pairs

{n1,n3}, {n2,n4}, {µ1,µ3}, {µ2,µ4}, {Vt1,Vt3}, {Vt2,Vt4}, {C ′ox1,C ′ox3} and {C ′ox2,C ′ox4} are

tracking each other across temperatures and process variations. Equation (4) clearly shows

that the sources of nonlinearity, i.e. n, µ, and Vt, are mostly canceled out.

In addition to reduce nonlinearity, the proposed differential reading scheme can mitigate
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the impact of systematic process variations. Systematic variations modulate the parameters

of the same transistor type in similar directions. As shown in Equation (4), the use of VDIFF

cancels out most of the dependencies of systematic process variations, comparing with the

single VPTAT (Equation (3)) or VCTAT .

Although removing most of the temperature and process-dependent parameters (µ, n)

in the slope term, the slope of VDIFF still suffers from local mismatches, which hurt the

accuracy. The expression of VDIFF can be expanded further to investigate the impacts

from local mismatches. The temperature dependency of threshold voltage (Vt) is given by

Equation (5)

Vt = Vt0 + (K1 +K2VBS)

(
T

TNOM
− 1

)
(5)

where K1 and K2 are temperature coefficients of Vt, TNOM is the reference temperature.

By plugging this into Equation (5), we can derive the explicit expression of VDIFF , as shown

in Equation (6)

VDIFF ≈
[
n1 ln

(
W1W4L2L3

W2W3L1L4

)
k

q
− ∆K1,3

TNOM
+
n1

n2

∆K2,4

TNOM

]
︸ ︷︷ ︸

slope

·T

+
n1

n2

(∆Vt0−2,4 −∆K2,4)− (∆Vt0−1,3 −∆K1,3)︸ ︷︷ ︸
offset

(6)

where ∆K1,3 is the mismatch of K1 between transistor {M1,M3}; ∆K2,4 is the mismatch

of K1 between transistor {M2,M4}. Body effect coefficients K2 is ignored since the value is

much smaller than K1.
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As shown in Equation (6), the offset term, which is insensitive to temperature, can be

removed after OPC. The slope term contains more parameters than Equation (4) after expan-

sion. The slope variation of VDIFF is caused by (1) process variation of n1, (2) mismatches

between four transistors’ dimension, (3) mismatch of K1 across four transistors, (4) mismatch

of n between transistor {M1,M2}. The straight forward approach to reduce slope variation

is to upsize W and L, which reduces the variability of such parameters as W, L, n and ∆K1.

This is pursued in this paper. Another way to further improve the variability might be to

use the common-centroid layout technique between PTAT and CTAT generators. This can

mitigate the parameter mismatches due to gradient variation.

Figure 2.7: Differential read improves linearity

Measurement results confirm the reduced impact of the temperature dependency of those

parameters on the linearity of VDIFF . As shown in fig. 2.7(a), when using either VPTAT or

VCTAT only, the poor linearity over the temperature range of 0 to 100◦C can cause -6◦C or

+7◦C error after OPC, respectively. The use of VDIFF achieves drastically better linearity,
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resulting in an error less than 1◦C after OPC. This is also confirmed by the process-corner

simulations. As shown in fig. 2.7(b), the use of VDIFF has errors of only ±1◦C across FF,

TT, and SS process corners, while the use of either VPTAT or VCTAT can cause 1.7 to 2X

larger errors.

2.3.3 Supply-voltage Scalability

Dynamic voltage scaling (DVS) is a popular technique in today’s digital VLSI systems to

reduce power consumption. The VDD is dynamically modulated to less than 1V when lower

performance demands allow to opportunistically save energy. Temperature sensors that

can work below 1V can share power grids with the digital circuits. The existing sensors,

however, cannot operate at sub-1V supplies; they need additional power distribution and

local regulation, causing a significant area overhead. In order to make the sensors to use

digital power rails, it is further critical to achieve a good power-supply reject ratio (PSRR).

In the proposed design the low-frequency PSRR (LF-PSRR) is particularly important since

the low-pass-filter like VDD-to-output behavior of PTAT and CTAT generators has a good

high-frequency PSRR [19].

The proposed differential reading can improve LF-PSRR, by canceling the error caused by

the common-mode change in VPTAT and VCTAT due to VDD scaling. The total output change

in VPTAT and VCTAT over VDD-scaling can be decomposed into a differential mode error

(DME = ∆VPTAT −∆VPTAT ) and a common mode error (CME = (∆VPTAT +∆VPTAT )/2),

where ∆VPTAT and ∆VCTAT are the change of VPTAT and VCTAT for a given VDD change.

In order to remove the remaining DME, as shown in fig. 2.2(b)(c) and (d), we added cas-

code devices on the top and biased them at VB. Thick-oxide native-Vt NMOSs were chosen
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for the cascode devices for two reasons. First, these devices have only a small amount of

gate-leakage. Second, their Vt is close to zero, allowing a bias voltage (VB) lower than VDD

which can be generated by an on-chip low-voltage low-power voltage reference circuit like

in [19]. fig. 2.8(a) and (b) show the error-reduction achieved by using the differential-reading

scheme and employing the cascode devices, respectively. The former achieves approximately

10dB improvement, and the latter can achieve additional 26dB in LF-PSRR. The resultant

measured error is 0.8◦C for a VDD scaling from 1V down to 0.6V in a typical chip. Be-

sides using cascode devices, increasing transistor length could be another way to improve

LF-PSRR, but this would cause an area penalty.

Figure 2.8: Differential reading achieves smaller error across the VDD scaling

2.3.4 Noise

The noise performance of the sensor front ends have been investigated with simulations.

fig. 2.9(a) shows the output noise spectrum of the balanced front end design at 100◦C.
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Figure 2.9: Noise simulation

Flicker noise with a corner frequency of about 10 kHz dominates. The differential reading

scheme slightly increases the noise output compared to reading either VPTAT or VCTAT . The

integration of the VDIFF noise spectrum from 1Hz to 100kHz is 27.6µVRMS, which is only

14.5ppm of the nominal VDIFF value of 190 mV at 100◦C. As shown in fig. 2.9(b), we also

performed transient noise simulations. The root-mean-square (rms) value of the noise output

of VDIFF is found to be 18.2µVRMS. This corresponds to a worst-case ±3σ error of 0.19◦C.

2.4 Read-out conditioning circuit design

Figure 2.10: Test-chip block diagram

As shown in fig. 2.10, we designed a test chip that has 32 sensor front ends with a
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shared back end. The back end comprises of a 32-to-1 two-channel analog multiplexer,

an input switch network (ISN), and an on-chip differential switched-capacitor difference

amplifier (DSCDA). The analog multiplexer takes 32 output pairs (the VPTAT and VCTAT of

32 sensor front ends) and passes one such pair to the ISN. The ISN then convey the inputs

to the DSCDA. The analog voltage from the amplifier (VOP , VON) is digitized by an off-chip

analog-to-digital converter (ADC). Alternatively, the on-chip amplifier can be bypassed via

the ISN. The ISN the produces VPE and VCE which are the outputs of the selected sensor

front end. VPE and VCE can be sensed with an off-chip buffer and then digitized by the

ADC. Both the analog multiplexer and the ISN use thick-oxide devices in order to eliminate

gate-leakage. Since the VPTAT and VCTAT are less than 0.4V across 0 to 100◦C, NMOS-only

switches can be used instead of transmission gates, which is more area efficient.

Figure 2.11: DSCDA schematics
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fig. 2.11(a) shows the schematic of the DSCDA, which consists of a classical 2-stage

folded-cascode fully differential amplifier (fig. 2.11(b)) and two symmetric programmable

switched-capacitor banks (CS1 and CS2). In order to minimize the impact of input-offset

(VOS) and low-frequency noise, auto-zero double-sampling [21] is used in the amplifier. As

shown in fig. 2.11(c), CS1 and CS2 can be configured from 1 ·CS0 to (16 + 8 + 4 + 2 + 1) ·CS0,

where CS0 is 150 fF. The holding-capacitors (CH1, CH2) are 150 fF each. MIM capacitors

are used to implement these capacitors.

Figure 2.12: Four modes of DSCDA

The ISN and the DSCDA can support four different modes to produce four analog out-

puts, namely VOP , VON , VPE, and VCE. In the self-reference (SR) mode, shown in fig. 2.12(a),

the VPTAT and VCTAT not only act as the two input signals, but also serve as each other’s ref-

erence voltage for the DSCDA. The second mode is the external-reference (ER) mode, where

VPTAT and VCTAT become signal inputs and two off-chip signals (VPE and VCE) are used for

reference inputs for the DSCDA (fig. 2.12(b)). The third mode is the amplifier calibration

mode, where two off-chip signals from VPE and VCE, respectively, are connected to both the

signal (V1, V2) and the reference (V1R, V2R) nodes of the amplifier (fig. 2.12(c)). The fourth
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operation mode is the off-chip readout mode, where the VPTAT and VCTAT of a sensor front

end are fed to the off-chip buffer via the VPE and VCE nodes (fig. 2.12(d)). In this work we

mainly used the SR mode since it supports the differential reading scheme without external

reference voltages and it can also provide higher robustness to the mismatch between CSs

and CHs than the ER mode. The output function of SR and ER modes is Equation (7)

ER : VOD =
CS
CH

[(VPTAT − VPE)− (VCTAT − VCE)]

SR : VOD = 2
CS
CH

(VPTAT − VCTAT )

(7)

Figure 2.13: The available amplification rooms of the ER and the SR mode

While we mainly use the SR mode, it is noteworthy that the ER mode can provide higher

voltage gain which may relax the precision requirement of the ADC. In fig. 2.13(a), at 50◦C,

V2R can be set as VPTAT (the middle point of the temperature range) and likewise, V1R as

VCTAT . The full difference between VPTAT and VCTAT (e.g., 18mV at 80◦C) can now be

amplified at a higher (e.g., 30X) gain. For the same case, the SR mode limits the maximum

gain to 9X, since the input voltage, VPTAT−VCTAT , contains a large temperature-independent
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offset (e.g., 70mV at 80◦C as seen in fig. 2.13(b)).

2.5 Silicon Implementation

Figure 2.14: Test chip die photo

The test chips for the proposed temperature sensors have been fabricated in a 65nm

General-Purpose CMOS process. fig. 2.14 shows the die photo of the test chip. The three

types of sensor front ends are configured in a 4-by-8 array. The area of the chip, including

I/O pads, is 0.9x0.72mm2.

2.6 Measurements

2.6.1 Sensor Accuracy

We measured multiple sensor front ends with two scenarios (off-chip amplifier with off-

chip ADC; on-chip DSCDA with off-chip ADC). Then the worst case errors are reported

based on statistics of the data.

First, we measured the performance of sensor front ends using an off-chip amplifier and

ADC. The off-chip ADC has a 16-bit resolution for an input range of ±10V, a sampling
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Figure 2.15: The measurements PTAT, CTAT, PTAT-CTAT and after OPC

Figure 2.16: The errors of 64 balanced front-end circuits after OPC

rate of up-to 100 kS/s, and an input common-mode voltage of 1.25V. We operated the ADC

at 20 kS/s. We swept the temperature from 0 to 100◦C with a step-size of 10◦C, while

measuring the VPTAT and VCTAT of the 64 balanced-sensor front-end designs across 8 chips.

fig. 2.15(a) shows the VPTAT , VCTAT , and VDIFF , with the VDIFF being calculated only

after we digitized and subtracted the VPTAT and VCTAT . Then, as shown in fig. 2.15(b), we

perform OPC, where the slope of VDIFF across temperature is extracted from the SPICE

simulations. The OPC-ed VDIFF are then converted to temperatures, and now the accuracy
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of the sensor front end, shown in fig. 2.16, can be found. The sensor front ends exhibit

an acceptable worst-case error of 7◦C (+3.6◦C < error < -3.4◦C). Worst-case errors of the

accuracy-optimized and area-optimized front end designs also are measured and found to be

5.4◦C (-0.7 < error < +4.7◦C) and 8.8◦C (-2.0 < error < +6.8◦C), respectively.

Figure 2.17: The summary of the error performance of three front-end designs after OPC

The sensor front ends are also measured with the on-chip DSCDA and the off-chip ADC.

The ISN is configured for the SR mode without external reference voltages. For the different

sensor front-end designs we use the different gains in the amplifier - 10x, 12x, and 16x

for the accuracy-optimized, balanced, and area-optimized designs, respectively – to amplify

the outputs to better match the input-range of the off-chip ADC. In contrast to the case

using the off-chip amplifier, the on-chip DSCDA amplifier directly generates VDIFF , which

is digitized by the ADC. fig. 2.17(a) shows the measured error of the three types of sensor

front ends. When the on-chip amplifier in the SR mode is used worst-case errors are 6.3◦C

(-0.6 < error < +5.7◦C), 7.1◦C (-3.6 < error < +3.5◦C), and 9.6◦C (-1.4 < error < +8.2◦C)
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for the accuracy-optimized, balanced, and area-optimized designs, respectively.

The measurements show that the sensor front ends with larger footprints can achieve

higher accuracy. Increasing the footprint of the sensor reduces worst-case error. As shown

by the black curves (black circles) in fig. 2.17(b), the error-spread decreases from 8.8◦C to

5.4◦C when the footprint of a front end increases from 115µm2 to 400µm2. The larger area

reduces the variations on temperature slope, represented by the blue curves (blue squares)

seen in fig. 2.17(b).

Figure 2.18: The relative error from measurements

We also measure the errors of the front ends relative to one another in a single chip

(defined as relative errors [14]). As shown in fig. 2.18(a), the worst-case relative error in a

chip is measured to be 4.5◦C. We also find the relative errors across eight chips. As shown

in fig. 2.18(b), the relative errors are measured to be from 3.6◦C to 5.2◦C. The accuracy

can be improved further when two-temperature-point (20 and 80◦C) calibration (TPC) is

used. Worst-case errors with the TPC are measured to be 4.7◦C, 3.8◦C, and 7.8◦C for the
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accuracy-optimized, balanced, and area-optimized designs, respectively.

2.6.2 VDD Scalability

Figure 2.19: VCC scalability measurements

We measured the VDD scalability of the proposed sensor front-end designs. For each

front end type we measured 40 instances across 5 chips, while sweeping the VDD from 0.6

to 1V. The OPC is performed at 0.6V, and the calibration settings are used across the

entire voltage range. fig. 2.19(a) depicts the error measurements of three types of designs.

The average- and worst errors of the balanced front end are 0.3◦C and 1.0◦C, respectively,

across 0 to 100◦C and 0.6 to 1V, when they are calibrated at VDD=0.6V. The VB used is

0.4V. fig. 2.19(a) also shows the errors of the other types of front ends. The average- and

worst-case errors of the accuracy-optimized front ends are measured to be 0.2◦C and 0.7◦C,

respectively.

We also considered the case where the VB has variations. As shown in fig. 2.19(b), a
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typical balanced sensor with VB=0.4V has the LF-PSRR of -79dB and an error of 0.1◦C over

the voltage scaling from 0.6 to 1V. If VB fluctuates within a range of ±40mV from 0.4V, the

LF-PSRR is measured to be <-55dB, which corresponds to an error of 0.5◦C for the same

voltage scaling. The measurement results for the area, power dissipation, temperature slope,

LF-PSRR, and errors of the front ends are summarized in table 2.1. fig. 2.19(c) depicts the

error measurements of three types of designs. The average- and worst errors of the balanced

front end are 0.7◦C and 1.6◦C, respectively, across 0 to 100◦C and VB varies from 390mV

to 410mV, when they are calibrated at VDD=0.6V. fig. 2.19(c) also shows the errors of the

other types of front ends. The average- and worst-case errors of the accuracy-optimized

front ends, area-optimized front ends, are measured to be 0.8◦C and 2.0◦C, 1.4◦C and 2.3◦C

respectively.

2.7 Conclusion

We compare the proposed sensor circuits to the state-of-the-art designs. As shown in

table 2.2, the balanced front end achieves a 14.3x smaller footprint than the 22nm design

in [13], while it exhibits a worst error of less than 7.0◦C (-3.4◦C < error < 3.6◦C), after

OPC, across 64 sensors in 8 chips. The worst-case measured error among 8 sensors in a chip

across 8 chips is 5.2◦C. Our sensor can operate at VDDs from 0.6 to 1V, whereas none of

the other designs in the comparison can operate below 1V. The average error incurred by

the voltage scaling is 0.3◦C. The area-optimized front end has a footprint of 115µm2, and

a worst-case error of 8.8◦C (-2.0 < error < 6.8◦C) across 64 sensors in 8 chips after OPC.

The accuracy-optimized front end exhibits the per-front-end area of 400µm2 which is still

10x smaller than [13] and a worst-case error of 5.4◦C (-0.7 < error < 4.7◦C).
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Table 2.1: Summary table of three sensors

Table 2.2: Comparison table to the state-of-the-art
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We presents three ultra-compact and voltage-scalable on-chip temperature sensor designs

to support dynamic on-chip thermal management. The compact footprint and the large

voltage-scalability of the designs enable the integration of order-of-magnitude more sensor

front ends on a chip at a small additional overhead, enabling dense thermal monitoring in

modern VLSI systems.
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Chapter 3

In-situ and In-field NBTI sensor for Register Files

3.1 Motivation

In modern deeply-scaled CMOS technologies, transistor aging effects such as bias temper-

ature instability (BTI), hot carrier injection (HCI), and time-dependent dielectric breakdown

(TDDB) have been one of the major challenges for maintaining long-term reliability of com-

puting systems [26]. In particular, negative bias temperature instability (NBTI) is one of the

most critical aging mechanisms, which can increase PMOS threshold voltage (VTH) at high

temperature when PMOS is negatively biased [27,29,57]. Such VTH degradation causes digi-

tal circuit delay to increase, compromising the maximum clock frequency over chip’s lifetime.

Recent studies also show that NBTI can be worse for technology scaling [59], confirming its

importance in future microelectronics.

NBTI can also degrade robustness of embedded memory circuits [30,59]. Particularly an

SRAM-based register file (RF) is one of the most vulnerable blocks since it often experiences

high temperature due to high switching activities and the heat generated by other digital

gates around it. Furthermore, the 6- transistor (6T) bitcell typically used in an RF has one

of its PMOSs negatively biased (i.e., stressed) during an RF is powered on. Last but not
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the least, if a bitcell is not written frequently, one of the PMOSs in the bitcell can receive

DC stress, which is more detrimental than the AC one [31].

The degradation of VTH of PMOSs in bitcells can hurt robustness and performance of

an RF. It can reduce the static noise margin (SNM), thus worsening data retention voltage

(DRV), read VMIN and read access time. Note that the bitcell that undergoes the worst

degradation determines the robustness and performance of the entire RF it belongs to.

One of the conventional approaches to mitigate NBTI effects is to increase device sizes.

Upsizing a bitcell helps reduce random variations thus renders a narrower pre-aging VTH

distribution. However, upsizing can achieve only a limited amount of improvement since it

cannot completely eliminate the asymmetric degradations between two pull-up PMOSs in a

bitcell (i.e., ∆VTH,PL vs. ∆VTH,PR). Note that asymmetric degradation largely affects the

bitcell’s stability. In addition, the amount of upsizing may need to be determined to address

the worst-case aging effects, which may result in pessimistically large bitcells. Finally, recent

studies show that VTH degradations caused by NBTI is relatively insensitive to initial VTH

distribution [32].

To tackle this challenge, we propose techniques to dynamically monitor and decelerate

NBTI degradation in an RF with a focus to enable/enhance three critical abilities, namely

in−situ monitoring, in−field monitoring, and post−deployment NBTI management [55].

First, we devised an in-situ monitoring technique, i.e., directly sensing VTH of a target

PMOS in a bitcell instead of using of replica/canary circuits [33, 35]. Canary circuits can

be embedded to tracks the reliability of the target circuits. It is, however, not in-situ,

and therefore various mismatches between the target and the canary circuits can degrade

monitoring accuracy. VTH degradation caused by NBTI effects (defined as ∆VTH,stress) is a
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complex function of various parameters such as process, voltage, and temperature (PVT)

variations. Ref. [36] derived the equation for VTH degradation (eq. (1)).

∆VTH−stress =
[
KV

√
tstress + 2n

√
∆VTH0

]2n

(1)

where tstress is stress time, KV is a parameter that depends on an electrical field and

temperature, n is time exponent, and VTH0 is an initial VTH process variation from the

nominal value. If a replica sensor experiences the different stress condition from target

circuits, it cannot accurately track target circuits. Due to this unavoidable mismatch, a

designer has to add the margin to replica sensor output for the worst-case mismatch. This

indeed renders the results of replica circuits largely pessimistic.

Figure 3.1: Measured VTHs between left and right PMOS in the bitcells from 1Kb RF

In fact, the mismatch between replica circuits and target circuits can be larger than the

typical amount of NBTI degradation. fig. 3.1 shows the measured pre-aging VTH variations

of right and left PMOSs in each bitcell in a 1-kb 6T-SRAM register file in 65nm CMOS. The
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variations of both left and right VTHs, after removing the mean values, vary from -50mV

to 50mV with the sigma values of 17.0 and 17.1mV, respectively. This makes the existing

replica sensors less accurate in monitoring NBTI in SRAM bitcells.

Second, we have pursued to enhance robustness in monitoring so as to enable in-field

monitoring (post-deployment). Robustness against temperature and power supply voltage

(VDD) variations is paramount since it is non-trivial to control such parameters in field.

Previous works have proposed in-situ sensing techniques [?]. However, they are not in-

field, sensitive to temperature and VDD variations. This is because they use ring-oscillator

frequencies [37–39], bitline currents [?, 40] or logic gate delays [42], to monitor NBTI degra-

dation. One may consider to use a built-in self-test (BIST) technique post deployment. For

example, we can embed a BIST that can store test patterns, sweep VDD, and check bit flips

to find DRV. This requires, however, high-precision voltage regulators to modulate VDD in

a fine-grained manner. In our experiment, as a baseline we swept VDD from 0.2V to 0.5V

at step of 0.01V. It also requires a considerable number of test iterations to find 0-to-1 and

1-to-0 bit flipping. Another problem of this approach is that the results may be sensitive to

temperature.

Finally, we developed a software framework for dynamic reliability management (DRM).

During chip’s lifetime, we can execute the framework routinely (e.g., every several months) in

the maintenance mode, which monitors VTH degradation, evaluates the degree and the pro-

gressing rate of NBTI degradation, and analyzes the skew of VTH degradations between two

PMOSs in a bitcell. In addition to those monitoring, the framework can also create recover

vectors (RV) using the skew information of bitcells. Written into bitcells opportunistically,

RVs can partially recover the more-aged one of two PMOSs in each bitcell and thereby decel-
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erating SNM and DRV degradation. We prototype test chips, each of which includes a 1-Kb

RF with the proposed techniques, in a 65nm CMOS. The measurement results confirm the

in-situ and in-field capability with the average error of 19% against temperature variation

(20-80C) and that of 21.8% against VDD variations (0.5-1V) in monitoring an NBTI-induced

VTH degradation larger than 30mV. Those errors are respectively 4.4X and 3.4X smaller than

the estimation of previous work [39]. We also confirm that RVs created based on our mon-

itoring technique can successfully slow down DRV degradation: in our 16-hour accelerated

aging experiments, the RFs that store the RVs from the proposed technique exhibit 30mV

to 70mV less DRV degradation in average than RFs storing random fixed values. The area

overhead of the proposed technique is 27% for a 1-kb RF and 21% for a 4-kb RF.

3.2 Register File Architecture

Figure 3.2: RF configured to sensing mode supports in-situ monitor PMOS VTH
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fig. 3.2(a) shows the schematic of the RF designed with the proposed monitoring tech-

nique. It consists of a baseline RF in the light blue box and circuits added for implementing

the proposed technique in the orange boxes. The baseline RF is based on the regular 6T

SRAM bitcell. It has a 32x32 bitcell array, inout flip-flops, an address decoder, bitline (BL)

circuits (i.e., BL drivers, sensing amplifiers, and output latches) and ground (GND) gating

switches to support low-leakage sleep mode [43]. The inout flip-flops hold/generate address

(ADDR), word-line enable (WLEN), bitline pre-charge enable (PREC), input data (DIN),

and output data (DOUT).

To implement our sensing scheme, we add a bitline header (BLH) and a BL test driver

(BLTD) to each column, and one 32-to-1 analog multiplexer (AMUX) shared across all

columns. We also add several control signals: EC to select the even-indexed columns of the

array, OC to select the odd-indexed columns of the array, and SEL[4:0] to select one of the

32 inputs in the AMUX. In the normal SRAM operation, EC and OC are set to 0.

The top part of fig. 3.2(a) shows the schematics of the BLHs. Each BLH contains a

sensor device (SD), dummy devices and a bypass switch (BPS). The BPS bypasses SD at

normal SRAM operation. The bottom part of fig. 3.2(a) shows the schematics of the BLTDs.

It can connect the BL and BLB of a column to either VDD or GND based on the states of

EC and OC. GND gating switches on the right side of fig. 3.2(a) are turned off upon the

assertion of EC or OC. The AMUX on the top of fig. 3.2(a) can select one of the sensor

outputs, i.e., one of the vertical 32 VDD rails denoted as VDD1 to VDD32, and feed it to an

off-chip analog-to-digital converter (ADC).

By exercising those additional circuits, we can transform a selected 6T SRAM bitcell

into a pair of sensor circuits whose outputs track VTHs of PMOSs in a bitcell. fig. 3.2(c)

44



schematically shows the transformation of a bitcell C3,6 as an example (the bitcell is high-

lighted in yellow in fig. 3.2(a)). The first step of the transformation is to assert EC and

de-assert OC (because the bitcell C3,6 is located at an even-indexed column). This disables

the BPS and thus connects the power supply rails of the C3,6 (VDD6 and VDD7) to the main

supply rail (VDD) only through the SDs (use SL and SR for identification). This also makes

the BLTDs to pull the BLs and BLBs of the even-indexed columns to GND and pull those of

the odd-indexed columns to VDD. The EC assertion (or OC assertion) also makes the GND

gating switches to float the GND of bitcells.

The second step is to assert WL3 so as to turn on the access transistors (AL and AR) of

the C3,6. As the BL and BLB of the C3,6 is connected to GND through BLTD6, the drain

and gate nodes of the PL and the PR in the C3,6 also become GND. It is noteworthy that

this turns off the PR of the adjacent bitcell C3,5 and the PL of the another adjacent bitcell

C3,7 since their gates receives VDD from BLTD5 and BLTD7. This reduces the leakage from

the bitcells C3,5 and C3,7 to the VDD6 and VDD7 rails and improve monitoring accuracy

(further discussed in Sec. II. E). Nodes Q and QB can be successfully pull down to GND

since AL and AR are much stronger turned on than PL and PR. Monte Carlo simulations

at 80◦C, 0.6V VDD indicated that the maximum voltage (3σ) at Q or QB is 0.5mV at TT

corner and 1.7mV at FS corner. NMOS access transistors are turned on only during read

and write operations and thus undergo little BTI aging.

With these two steps, the effective circuits of the bitcell C3,6 become a pair of sensor

circuits in fig. 3.2(c). The vertical supply rails VDD6 and VDD7 become the output of the

circuits, denoted as VL and VR. The outputs VL and VR become proportional to the VTH of

the DUT PMOSs: PL and PR, respectively. In the next two subsections, we will discuss the
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circuit design and operation of this effective circuit.

3.3 In-situ PMOS VTH Sensor

3.3.1 Sensor Circuits

The post-transformed effective circuit (fig. 3.2(c)) consists of a low-VTH PMOS SL (or

SR) biased at zero-VGS and a high-VTH PMOS PL (or PR) configured as a diode. The PL (or

PR) is minimum-sized as in a typical SRAM bitcell design. We set the width and the length

of SL (or SR) to 1.92µm and 0.16µm, respectively, to optimize temperature sensitivity.

fig. 3.2(b) shows the layouts of BLHs and bitcells of two adjacent columns. BLHs and

bitcells have identical column pitch of 3.27µm. The BPS, located in the top of BLH, is a

high-VTH PMOS whose length is 60nm and width is 5.12µm. We size it for a balance between

two competing objectives, namely minimizing IR drop during regular SRAM operation and

minimizing its leakage during NBTI sensing operation.

Each BLH contains a half of SL (1/2 SL), a half of SR (1/2 SR), and dummies. The

other halves of SL and SR are located in the SHs in the adjacent columns. The dummies

can improve parameter matching between 1/2 SL and 1/2 SR. Two VDD rails run vertically

on both sides of a BLH. The area of a BLH is 10.1µm2.

Our bitcell follows the NMOS-centered layout for separating the VDD rails of PMOSs in

a bitcell. Ref. [44] shows that the NMOS-centered layout has little area penalty as compared

to the conventional PMOS-centered layout. The area of the bitcell is 2.45µm2 drawn under

the logic rule.
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Figure 3.3: Demonstration of VTH sensing capability and robustness

3.3.2 Sensor Operation Principle

In this section, we explain the operation of the post-transformed effective circuit (fig. 3.2(c)).

First, we investigate the sensor’s ability to track PL’s (or PR’s) VTH change. We first charac-

terize the current-voltage (I-V) curves of both transistors PL and SL at a nominal condition

(20◦C, 0.5V, no aging). By modulating VL from 50 to 300mV, as shown in fig. 3.3(a), we

can plot the drain current of SL (IS, blue) and PL (IP, red) as a function of VL. Since

SL and PL are connected in series, the intersection point of the two currents (i.e., IS=IP )

represents the output of the sensor. Now, to emulate NBTI degradation, we change the

VTH of PL to -380mV, -410mV and -440mV and re-plot IPs. As shown in fig. 3.3(a), the

VTH modulations move the intersection of IH and IP. To be clearer we plot VL as a function

of VTHP , where we can observe that VL tracks VTHP almost linearly. We also perform 1-k

Monte-Carlo simulations to find the correlation between VL (or VR) and the VTH of the PL

(or PR). As shown in fig. 3.2(c), they are strongly correlated with 0.92 R2 value, implying

that the sensor outputs can well track NBTI incurred VTH degradation.

Second, we investigate the output robustness against temperature variations. We re-plot

both IS and IP across three temperatures (20, 50 and 80◦C). As shown in fig. 3.3(b), both

IS and IP increase with temperature. This makes the intersection point of IS and IP move
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upward, but their projections to X-axis, i.e., sensor output voltage, change little, only by

6mV.

Finally, we investigate the output robustness against supply voltage variation. We sweep

VDD from 0.5V to 1.0V and re-plot IS and IP . While IS and IP change, as shown in fig. 3.3(c),

again VL changes little, by 11mV.

The size of PU transistors (PL, PR) is determined firstly according to bitcell implemen-

tation. For example, high-density bitcells have minimize size of PU (e.g. 120n/60n) while

low leakage bitcells have a larger length for PU (e.g. 120n/80n). The sensor (SD) is tuned at

second step to the optimal size to achieve good sensor gain, robustness against temperature

and VDD variations. Several combinations between PU-SD with simulated specs are listed

in table 3.1.

Table 3.1: Different PU-SD combinations

In addition to the above simulation-based investigation, we also derive an analytical

expression for VL. Based on well-know sub-threshold channel current equation, we can

calculate IH with VGS=0 and IP with VGS=-VL. By equating IS and IP , we can derive VL

as eq. (2)
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
VL = |VTH,PL| −

[
nPL

nSL
|VTH,SL|+ TnPLk

q
ln
(
βSL
βPL
· nSL−1

nPL−1

)]
βi = µiC

′
oxi

Wi

Li

(2)

, where k is the Boltzmann constant, q is the electron charge, and i is an index to represent

either PL or SL. In addition, based on [46], VTH can be modeled as eq. (3)

VTH = VTH0 + (KT + KTBSVBS)

(
T

TNOM
− 1

)
(3)

, where VTH0 is the threshold voltage at T=TNOM , KT is the temperature coefficient,

KTBS is the body-source voltage related temperature coefficient, and TNOM is nominal tem-

perature. For both SL and PL, VBS equals zero. Then, from eq. (2) and eq. (3), we can

derive the equation for VL as below.

VL = |VTH0,PL|+ T

[
KTT,PL

TNOM

− nPLKT,SL

nSLTNOM

− nPLk

q
ln

(
βSL

βPL

· nSL − 1

nPL − 1

)]
−
(

KT,PL −
nPL

nSL

KT,SL +
nPL

nSL

|VTH0,SL|
) (4)

Above equation well describes the characteristic of the output VL. First, VL is a linear

function of VTHPL. Second, we can reduce VL’s temperature dependency by optimizing βSL

values; in our design we can size SL as PL is fixed as a part of a bitcell. Third, the lack

of VDD term implies that VL is robust to VDD variations for the first order. Note that VL

can include the effects from various aging mechanism (e.g., HCI that degrades mobility)

other than NBTI. Still the NBTI is considered the leading mechanism in SRAM circuits in

the modern highly-scaled technologies [57]. Thus, we treat the operation of our circuits for
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monitoring NBTI for the simplicity.

3.3.3 Differential Reading

Although eq. (4) implies that the output of the VTH sensors is robust against temperature

and VDD variations, various second-order effects can compromise the robustness. Process

variation can further deviate the output (VL) of the proposed VTH sensor. However, we

are mostly interested in the differences of outputs. For example, to evaluate the amount

of NBTI degradation, we are interested in the difference of sensor output (∆VL) between

pre- and post-aging moments. Additionally, to create RV (see Sec. V for details) we are

interested in the difference of the VTH degradations of PL and PR in a bitcell (∆VL−R).

Using such differences of values can significantly relax the matching requirements between

various devices, for example, between SL and PL, between SR and PR, and between SL and

SR.

To evaluate the robustness improvement of such differential readings over process, voltage,

and temperature variations, we derive ∆VL as eq. (5).

∆VL = |∆VTH0,PL|+ ∆T

[
KT,PL

TNOM

− nPLKT,SL

nSLTNOM

− nPLk

q
ln

(
βSL

βPL

· nSL − 1

nPL − 1

)]
(5)

We assume that NBTI increases VTH0,PL by ∆VTH0,PL. This equation shows that the dif-

ferential reading can remove the impacts of some of process variations. As shown in eq. (4),

VL has the third term that is sensitive to various device parameters. ∆VL does not have

this term. Note that eq. (5) contains the device parameters of SL but those parameters,

e.g., VTH0,SL, KT,x and nx, barely change between pre- and post-aging moments since SL
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is active only during the sensing operation and thus hardly undergoes NBTI degradation.

This equation eq. (5) also shows that the differential reading can improve robustness against

temperature variation since the temperature difference between pre- and post-aging measure-

ments (∆T ) is smaller than absolute temperature (T) in K by 5.8X (=(273+80)/(80-20)).

We also derive ∆VL−R as eq. (6).

∆VL−R = ∆VL −∆VR = |∆VTH,PL| − |∆VTH,PR|+
∆T

TNOM

· o (∆KT,LR,∆nLR)︸ ︷︷ ︸
sensing error

(6)

As SL and SR are identical and large, their device parameters, e.g., KT and n, can be

cancelled each other in eq. (6), improving robustness. However, PL and PR are small and

their mismatch, as denoted as ∆KT and ∆n, remains.

3.3.4 Sensor Gain (VTH Sensitivity)

Figure 3.4: The gain of the VTH sensor across temperature and supply voltage variations

To achieve accurate monitoring, we need sensor gain (defined as the ratio of NBTI-induced
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Table 3.2: Sensor gain across different process corners

VTH change to the sensor output voltage change) that is stable across process, temperature,

and voltage variations. As shown in fig. 3.4, the sensor gain is found to be 0.88 at a nominal

condition (50◦C, 0.6V) and exhibits a small amount of variability across temperature and

VDD variations. In the worst-case temperature condition (20◦C), the sensor gain is 0.868,

which is 1.4% smaller than that in the nominal condition. In the worst-case VDD condition

(1.0V), the gain is 0.887, which is 0.8% larger than that in the nominal condition. table 3.2

shows the simulation results across different process corner combinations for sensor (SD) and

DUT (PL or PR). The worst-case sensor gain variability is found to be 5.6% between FF

and SS.

3.3.5 Leakage Reduction

In fig. 3.2(a), the net VL (or VR) is connected to 2x32 PMOSs from 2x32 bitcells across

column5 and column6. The key challenges in designing the proposed sensor circuits is to

suppress leakages from adjacent bitcells, e.g., bitcells at column5 and bitcells at column6

except the selected one (C3,6). The leakage of those PMOSs can degrade the robustness

against temperature and VDD variations as well as the tracking ability of NBTI degradation

of the proposed sensor circuits.
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Figure 3.5: Sensor leakage snapshots

fig. 3.5 describes the leakages from 64 PMOSs when the bitcell C3,6 is transformed to

sensor circuits. In the ideal condition, the current of SL (IS) should be identical to the

current of PL (IP ). However, the other PMOSs inject leakage to or sink leakage from the

node VL, making IS and IP different (30.7nA and 31.9nA, respectively). The difference is

attributed to: (i) the subthreshold and gate leakages of off-state BPS (Ileak1= 2.3nA); (ii)

the leakage of the PMOS of the neighbor bitcell C3,5 (Ileak2=24pA).

The remaining 62 PMOSs in the bitcells in the two columns (i.e., Cx,5 and Cx,6, where x

is from 0 to 31 except 3) can also sink leakage (Ileak3 and Ileak4) from VL. To reduce them,

we can utilize GND gating switches. Simulations show that this can reduce Ileak3 and Ileak4

down to 0.7nA and 1.8nA, respectively. In summary, the total leakage that perturbs VL (i.e.,

Ileak1+Ileak2+Ileak3+Ileak4) is 1.2nA at 0.6V and 50◦C. This total leakage is 3.8% of IP and

thus their impact on VL is minimal.

We also investigate the ratio of the perturbing leakage to IP across temperatures and

VDDs. fig. 3.6(a) indicates the ratio becomes the smallest at high temperature and low VDD

and the largest at low temperature and high VDD (worst-case condition). fig. 3.6(b) shows
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Figure 3.6: Sensor leakage simulation

worst-case ratio at different corners and at FS, the ratio is 25.6%. fig. 3.6(c) shows the Monte

Carlo simulation at this corner, which provides a pessimistic estimation of the ratio.

3.3.6 Noise

Various noise sources, e.g., random telegraph noise (RTN), can affect the voltage output

of the proposed circuits. Ref. [56] introduced a comprehensive study of the relations between

RTN and BTI. In our work, we rely on the averaging technique to mitigate the impact of

various noise (in addition to the differential reading for slow and static noise sources); for

example we took 1-k samples and then use the mean value of the samples in most of our
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measurement. This is because we envision relatively slow monitoring in our work.

3.4 Silicon Prototyping

Figure 3.7: Chip microphotograph and the layout of a register file with the proposed tech-
nique

We prototyped test chips, each of which contains three 32X32b RFs with the proposed

technique in a 65nm CMOS. fig. 3.7 shows the chip photo and the pre-silicon layout snapshot

of one of the RFs. The total area of the RF is 7,070µm2. The area of the baseline RF is

5,580µm2. As shown in fig. 3.8, the additional circuits for the proposed sensing technique

include an analog MUX, BL test drivers, BL headers, and the area increase of the controller

due to the additional control signals, and take an additional silicon area of 1,490µm, marking

an area overhead of 27%. When implement our technique to a larger RF, the sensing circuits

(SD, BLPD and AMUX) only increase in one direction (along wordline). This makes the

overhead increasing in square-root of memory size. For example, we estimate the overhead

reduced to 21% (2,280µm2 out of 10,660µm2) for a larger 64X64b RF.
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Figure 3.8: Area overhead of the proposed technique

3.5 Measurements

3.5.1 Monitoring NBTI Degradation

We first examine the ability and evaluate the performance of tracking NBTI degradation

of the proposed sensors. For this, a chip undergoes an accelerated aging test (AAT). The

setup of the testing is as follow. The chips are packaged in QFN and each of them is mounted

on an FR4 PCB. We placed the PCB and the chip in a temperature chamber (TestEquity

107), which is communicated to a computer running National Instruments LabVIEW soft-

ware, via the high-temperature tolerant cables and connectors. Then, we wrote the RF with

a fixed, 0/1 randomly distributed pattern and then stressed at 1.6V and 125◦C for 16 hours.

The AAT aims to mimic the degradations after long-time use of chips.

In the measurement we have used an off-chip ADC which meet the relatively low to

moderate bandwidth, throughput, and resolution (0.25 1mV VLSB). The sensor output
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(VSEN) needs to travel through a potentially long wire. As our scheme does not envision

high-speed aging monitoring, the wire RC delay is tolerable. Also, the sensor produces

voltage output and drives a capacitive load. Therefore the current draw is low, making

it immune to the large resistance of long wires. Noise from nearby digital systems, e.g.,

coupling noise, can be mitigated by shutting down their operation during the maintenance

period. Shielding would be also helpful to mitigate digital noise. Finally, we sample signal

multiple times and use the average value, further mitigating the noise impact.

Figure 3.9: Measurements of NBTI-related VTH degradation/recovery

We measured the sensor outputs every two hours. fig. 3.9(a) shows the measured sensor

outputs for a typical bitcell which stores Q=1 and QB=0 along AAT. The sensor outputs
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(VL and VR) can well track VTH degradation and recovery for two PMOSs due to NBTI.

QB=0 makes the PL in the bitcell to undergo NBTI degradation, which is tracked by the

change of VL of 33.4mV. On the other hand, the PR in the bitcell experiences a VTH recovery

of 5.3mV, indicated by the change of VR. fig. 3.9(b) shows the measured the distributions of

VL and VR values across 1024 bitcells in an RF after first step of AAT. Because the chip is

fresh, the amount of recovery (shift between blue and green histograms) is smaller than the

amount of degradation (shift between red and green histograms).

3.5.2 Robustness in Monitoring

We also experimentally verify the robustness of sensor outputs against temperature and

VDD variations. We measure the pre- and post-aging sensor outputs while sweeping temper-

ature from 20 to 80◦C across nine RF instances. We define a metric called reading error as

eq. (7).

ERROR =
VERR

VERR + VNBTI
× 100% (7)

, where VERR is the worst-case output voltage change across temperature variations during

post-aging measurement and VNBTI is the difference of output voltages of pre- and post-aging

measurements at a nominal temperature (50◦C). fig. 3.10(a) shows the measurements of a

typical sensor, exhibiting VERR is 7.7mV and VNBTI is 33mV. This causes a reading error of

18.9%. We then repeat this measurement for 1024 sensors in a typical RF instance across

VNBTI ’s of 10mV to 50mV and show the statistical result in fig. 3.10(b). The reading errors

decrease with larger NBTI degradations: if monitoring NBTI degradation larger than 30mV,
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Figure 3.10: Robustness measurements against temperature variations

the proposed sensors exhibit the mean and the worst-case sensing errors of <19% and <35%,

respectively.

Additionally, we investigate the output robustness if taking the difference between two

sensor outputs of the same bitcell, which we use to create reliable recovery vector. If NBTI

degradation is larger than 30mV, the L-R differential reading can achieve the mean and

the worst-case sensing errors of <11% and <28%, respectively. We also repeat the similar

experiments across nine RF instances. As shown in fig. 3.10(c), the mean sensing error is

<20% for monitoring a single-ended output and <12% for monitoring the difference of two

outputs from a bitcell, for monitoring NBTI degradation larger than 30mV.

Finally, we investigate the output robustness against VDD variations. We perform the

similar experiments by sweeping VDD from 0.6V to 1.0V. As shown in fig. 3.11(a), a typical

sensor exhibits a reading error of 20% with VERR =7.8mV and VNBTI=34.8mV under the

worst-case 0.5V VDD variation. Measurements with a typical RF instance show that the
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Figure 3.11: Robustness measurements against supply voltage variations

mean and the worst-case errors are <21.8% and <33.6%, respectively, for monitoring NBTI

degradation greater than 30mV (fig. 3.11(b)). Again, sensing the difference of VL and VR

reduces the mean and the worst-case errors down to <7.2% and <20.5%. As shown in

fig. 3.11(c), across nine RF instances, we find that the mean error is <23% for a single-ended

output and <9% for the difference of two outputs from a bitcell.

3.6 Aging Deceleration Experiment

Previously, techniques such as power gating and bit inversing have been proposed to

decelerate aging in SRAM circuits. Power gating is an efficient way to decelerate BTI

aging [60], which could recover the VTH of each transistor to its pre-aging value that is set by

random and systematic process variation. Bit-inversing proposed to periodically change the

logic mapping of a memory block, which can conceptually balance the times that a bitcell

stores 0 or 1 [61]. Whereas it is effective for the average aging behavior, it may not be able
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to cover the bitcell that undergoes the worst-case aging.

In this section, we will outline our framework that can accurately estimate the polarity

of DRV of a bitcell (e.g., 0 if a bitcell can hold 0 more robustly than 1 at low VDD) from

the sensor readings. With those polarity estimations, we will show that our framework can

create RVs. By storing them in the RF, we can slow down aging and the skew of the left and

right side of a bitcell. Since our proposed technique creates a recovery bit for each bitcell, it

can target the very worst-case aged bitcell that dictates array-level reliability. The RV does

not do this at the cost of the average-case aged bitcells because each of the average bitcells

would also receive a recovery bit designed for each of them. The goal of the framework and

experiment are to demonstrate the circuit-level feasibility of in − situ aging deceleration

(partial recovery), rather than the system-level study nor complete recovery.

3.6.1 Monitoring the Polarity of Data Retention Voltage

To characterize the DRV of bitcells, we use four metrics: DRV0, DRV1, DRVD and

∆DRVD. DRV0 is defined as the minimum VDD that the bitcell can hold ’0’ robustly; sim-

ilarly, DRV1 as the minimum VDD for holding ’1’ robustly. DRVD is defined as (DRV0 -

DRV1). Finally, we define ∆DRVD as eq. (8).

∆DRVD = DRVDpost−DRVDpre = (DRV 0post−DRV 1post)−(DRV 0pre−DRV 1pre) (8)

, where the pre- and post- subscripts represent the moment of bitcell measurement before

and after chip’s deployment. Presumably, ∆DRVD represents the shift of DRV caused by
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NBTI degradation. To estimate ∆DRVD from measurement, we also define ∆VD as eq. (9).

∆VD = (VR,post − VR,pre)− (VL,post − VL,pre) (9)

, and verify its relation to ∆DRVD through measurements. Specifically, we write random

data (the same 0 and 1 probabilities) in an RF and perform an accelerated aging test at 1.6V,

125◦C for 16 hours. We measure DRV0, DRV1, VL, and VR before and after the aging test. As

shown in fig. 3.12, ∆DRVD and ∆VD exhibit a good linear relationship. In particular, those

bitcells that exhibit the change of DRV polarity (e.g., DRV0pre > DRV1pre but DRV0post

> DRV1post) show the 0.667 R2 value. Those bitcells experiencing small change in DRV

show the 0.59 R2 value.

Figure 3.12: Measured ∆VD as a function of ∆ DRVD after AAT

3.6.2 Recovery Vector

It has been demonstrated in previous literature [47–50] that removing the stress can

recover a part of wearout in transistors. At circuit level, recover vector (RV) is a word

generated by algorithm that stays in an RF and decelerates aging of more-aged PMOSs in
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the bitcells. Several previous works proposed techniques to generate RVs based on data-

transaction statistics of memory blocks [51–53] and based on power-up state measurement

during burn-in tests [54]. However, as an indirect sensing method, the transaction-statistics

approach may not decelerate the aging of the worst-case bitcell. This is a critical problem

as the worst-case bitcell determines the reliability of the entire RF. On the other hand, the

power-up measurement approach does not target in-field operation, and thus may not be

robust against temperature and voltage variations.

Indeed, the most accurate way to create RVs is to measure DRV by sweeping VDD until

each bit flips, which we call voltage-sweep based RV generation (VRV). However, this ap-

proach is also impractical for in-field operation. This approach requires a power supply that

can modulate its output from super-threshold to sub-threshold levels in a fine-grained man-

ner. Adding and using such power supply increases hardware and timing overhead sources

and consumes very long time (Multilevel VDDs sweeping for both ’0’ and ’1’ holding cases).

Also, we prefer to use the nominal level of VDD for the other part of systems while exercising

VRV, which requires us to create an isolated power grid for the RF.

In this work, we investigate a novel in-situ method, called sensor-based RV generation

(SRV), to create RVs based on ∆VD monitoring. As shown in previous section and fig. 3.12,

the sign of ∆VD strongly relates to that of ∆DRVD. Using this relationship, therefore, we

can create RVs.

To measure the performance of our proposed SRV framework, we performed aging ex-

periments. Specifically, we compare three methods to generate RVs, namely our proposed

SRV, the most accurate VRV, and the one that uses a fixed random pattern RV. As shown

in fig. 3.13, the experiment steps are as follow:
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Figure 3.13: The sequence of recovery vector experiment

1. We measure the sensor outputs of bitcells in an RF instance at the nominal condition

(50◦C, 0.6V). The outputs are stored in two 1024-by-1 vectors VL0(i) and VR0(i), where

i is a bitcell index. The text file that stores the vectors is 20kB and it is stored in an

off-chip non-volatile memory (e.g. HDD).

2. We write random data in the RF and stress it at 125oC, 1.8V for 16 hours.

3. We generate RVs using the SRV method (defined as RVSRV ). We transform bitcells

into the proposed sensors and read the outputs. To generate the current RVSRV (i),

we compare the current (VL, VR) and the initial (VL0(i), VR0(i)) sensor outputs. After

finding RVSRV , only (VL0(i), VR0(i)) are retained; others are discarded.

4. We generate RVs using the VRV method (defined as RVV RV ). We first measure DRV0

and DRV1 of bitcells by reducing VDD from 1V to 50mV in the step of 5mV. Every

step, we check if each bitcell flips. We calculate RVV RV with the found DRV0 and
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DRV1.

We write the RVSRV , RVV RV , and a random RV (RVRND) in the three different sections

of the same RF. Then we have the chip for 1 hour at 125oC and 1.8V. We repeat above steps

3 to 5 for eight times.

Figure 3.14: PMOS VTH is recovered through RVSRV

We first examine the effectiveness of recovering PMOS VTH by decelerating with RVSRV .

We calculated and plotted the difference between sensor outputs that measured at the end

step of AAT and after the first step of applying RVSRV . fig. 3.14 shows the histograms of

both VL and VR shift.

fig. 3.15(a) shows VL-VL0 and VR-VR0 measurements of a bitcell during the experiment.

During the initial aging phase (yellow background), the bitcell stores 0. This makes the

PR of the bitcell stressed and thus increases VR by 16mV. On the other hand, PL recovers

and VL slightly decreases by 3mV. After the initial aging phase (i.e., at step 4), we start

to calculate RVSRV , which is 1 at the step 4 (fig. 3.15(b)). This RVSRV is written on the

bitcell. At the step 6, we find that the RVSRV significantly recovers DRV degradation.

Then we continue to generate and use RVSRV , which roughly alternates between 0 and 1.
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Figure 3.15: Measurements during aging deceleration experiment

This implies the RVSRV keeps balancing the strengths of PL and PR. fig. 3.15(c) shows the

measured DRV0 and DRV1 of the bitcell during this experiment. During the aging phase

(yellow background), DRV0 increases by 80mV. The RVSRV loaded at step 4 reduces DRV0

by 30mV after two steps. We confirm the similar results across all the bitcells in an RF.

As shown in fig. 3.16, our proposed RVSRV reduces VL−R of bitcells. The number of bitcells

with |VL−R| > 40mV reduces from 35 to 4.

We experimented on the RVs and the DRV of an entire RF, i.e., the DRV of the worst-case

bitcell. In the similar aging experiment, we generate and use RVSRV , RVV RV , and RVRND,

each for one third of an RF. As shown in fig. 3.17(a), the bitcells receive RVSRV exhibits
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Figure 3.16: PMOS aging skews of bitcells before and after experiment

210mV RF-wide DRV, which is 10mV worse than the DRV of the group that receives RVV RV

and 30mV better than that of the group receiving RVRND. We repeat this experiment for

six RF instances. As shown in fig. 3.17(b), the proposed RVSRV enables 30-70 mV less DRV

degradation than RVRND. It also performs competitively with RVV RV .

We also estimated time needed for generating RVs, most of which is spent in sensing and

digitizing. If we assume to use a 10-MSPS ADC and the average value of 1,000 samples, it

would take 0.2 ms for sensing a bitcell. For a 32x32 array, the time to generate RVs is 0.2 s.

The sensing/digitizing time is proportional to the size of the array. We can make the time

more scalable with advanced sampling techniques. For example, we could monitor only the

top 10% worst-case bitcells found in the first thorough sensing, which are likely to remain

as the most-aged bitcells.
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Figure 3.17: Measured DRVs during deceleration experiments of a typical array and multiple
arrays

The results from those aging deceleration experiments confirm the feasibility of our pro-

posed framework for aging management. It requires further system and architecture level

research on long-term chip operation, aging dynamics, and available recovery time to be

applied to a commercial processor.

3.7 Comparison and Conclusion

The closest work for in-situ monitoring of robustness of SRAM bitcells is Ref. [39] al-

though it does not target to monitor NBTI degradation. The underlying idea of this work is

to monitor the frequency of a ring oscillator that includes a bitcell of interest in it. However,

the use of ring-oscillator frequency makes this technique not suitable for in-field operation

since the frequency is a strong function of temperature and VDD. As the work did not in-
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vestigate the robustness against temperature and VDD variations, we simulated the similar

circuits in a 65nm. As summarized in table 3.3, the ring-oscillator based technique exhibits

3.4X more error over the same 60oC temperature variation and 4.6X larger error over the

same 0.4V VDD variation.

Table 3.3: Comparisons to existing sensing techniques

table 3.3.

We introduce an in-situ technique to in-field monitor NBTI degradation in a 6T SRAM

RF. The technique can transform each bitcell into a pair of VTH sensors. The sensor outputs

track the VTH of PMOSs in a bitcell robustly against temperature and VDD variations.

Measurements confirm that the proposed technique exhibits 3.4X and 4.6X higher robustness

in monitoring NBTI-induced VTH degradation than the conventional technique. We can also

use the outputs of the proposed sensors to generate RVs, recover PMOS NBTI aging and

decelerate DRV degradation in an RF.
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Chapter 4

Circuits, Architecture and Run-Time Framework for

Memory Reliability Management in a Microprocesosr

in the Field

4.1 Motivation

In deeply scaled VLSI systems, device aging effects, such as bias temperature instability

(BTI) have been identified as a key reliability challenge. Especially, embedded caches ($)

and register-files (RF) are highly vulnerable since they use intrinsically sensitive circuits,

like 6-T SRAM structure, and become hot as nearby logic circuits are actively switching

and dissipating heat. What’s worse is that, unlike in logic circuits, the single worst-case

bitcell can determine the reliability of the entire memory block. It is, therefore, paramount

to manage the reliability of the embedded memory over the chip’s lifetime.

To manage reliability it is cost-prohibitive to disassemble working µP and send the chip

to a laboratory. Thus, a key requirement is to perform the reliability management without

disassembly, i.e., post-deployment and in-field. In this work, we propose such a solution,

including circuits, a microarchitecture and a runtime software framework to implement a
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post-deployment in-field memory reliability management.

Towards this goal,

1. We devised a circuit technique that can in-situ sense the Vt of any one of six transistors

in any bitcell in an array. The sensing readout is robust against temperature variations

and thus can be used in-field where it is impractical to regulate temperature when

measuring.

2. We applied this technique on a typical L1-cache (instruction cache, I$) design. In

addition, we devised a RISC microarchitecture having a new instruction (called AS)

to trigger the reliability management. This µP can execute the AS instruction oppor-

tunistically during its regular operation to sense the Vts of its bitcells, thereby evaluate

its aging effects.

3. We proposed a runtime software framework to convert the low-level Vt measurements to

circuit-/architecture-level metrics, i.e., the data retention voltage (DRV). The frame-

work is composed of basic operations (+, Ö) and can be accomplished by original in-

structions of the µP ISA. Such extraction is critical for operating systems and firmware

as they need high-level metrics to run dynamic reliability managements (DRM), such

as to decelerate aging in bitcells [65], to reduce the guard band in dynamic voltage scal-

ing of memory during the standby mode, and to balance aging degradations among

memory banks [63].

We prototyped a µP test chip with the proposed techniques. Measurements show that the

proposed sensing circuits can track aging-induced Vt modulation with 16.7% average error

across 0 to 100◦C. Also, the devised microarchitecture can sense the Vts of the six transistors
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of each of the 1-k bitcells in the I$ by executing 4-k instructions and taking less than 1s

using a 10-bit 10-kSPS off-chip ADC. Assuming we perform such sensing every month, it

takes only 7.8 × 10−7% of the total operation time. Finally, the proposed framework can

estimate I$’s DRV and its degradation within error of 10% and 12%.

4.2 Circuits and Micro-architecture Design

The circuit for sensing Vt of any of six transistors in a bitcell is based on the transformation

technique [64] and summarized in fig. 4.2. By asserting and deserting proper WLs and BLs,

we can transform a bitcell into a sensor that can produce voltages proportional to Vts of

pull-up (PU: PL, PR), pull-down (PD: NL, NR), or access (AX: AL, AR) transistors.

fig. 4.1 shows the configuration of the circuits during Vt sensing of PL in a bitcell C5,7:

VDDA is connected to GND through APS by setting P[1:0]=11; WL[5] is asserted through

WLDEC since RI[4:0]=5; with CI[4:0]=7, SN=0, SP=1, SL=1, and SR=0, BL7 and BLB7

are connected to SCS through BLMUX; one of five transistors (T0) in SFE is selected using

1-hot SC[4:0] to achieve better temperature robustness.

Finally, the target transistor PL in the selected bitcell is connected to SFE (sensor front-

end) to form a circuit that produces a temperature-robust voltage (VSEN) that is proportional

to its Vt. Configurations for sensing PU, PD, and AX are summarized in fig. 4.2. VSEN is

then digitized by the ADC as SD.

To utilize the above sensing circuits and monitor its own memory reliability, we modified

the microarchitecture of the 16-bit MIPS-ISA processor by adding the sensing instruction

AS (fig. 4.3). The instruction contains OP, RS, RT and IMM domains. It is executed in a

way similar to the memory-store instruction (ST) which stores the value of a target register
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Figure 4.1: Peripherals that converting a bitcell PMOS in-situ into a Vt sensor

($RT) to the data memory (DMEM) at address $RS+IMM. The difference is that AS stores

the sensing result (SD) to DMEM. The stored data can be used by other instructions for the

DRV estimation framework or other post-sensing data processing. AS refers $RT for sensing

configuration such as the row and column addresses of the bitcell to be sensed (RI[4:0],

CI[4:0]) and the type of transistors (PU, PD, AX) to be sensed.

To support the AS execution, we modified pipeline stages IF and ID and added several
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Figure 4.2: Configurations to enable converting 6 transistors into Vt sensors

blocks (fig. 4.4 and fig. 4.1). In the IF stage, we added wordline selector (WLSEL) between

original wordline decoder (WLDEC) and bitcell array (I$.DATA) to assert a target WL

during sensing. We also added peripherals to I$: an array power switch (APS) to control

power grids of the array (VDDA, VSSA); a bitline multiplexer (BLMUX) to select the bitline

pair of the targeted bitcell. We use thick-oxide transistors for a larger on to off current ratio

in the BLMUX to minimize leakage. The APS is carefully designed and verified to avoid IR

drop across it.

In the ID stage, we modified it such that it can identify AS and generate a trigger

signal (ASE) to activate the Hazard Detection Unit (HDU) and a FSM for sensing operation

(ASFSM). We also added a MUX to pass either $RT (ASE=0) or SD (ASE=1) to the next

stage EX.

We also added sensor configure switch (SCS) to change connections between the selected

bitline pair and the sensor frontend (SFE) for sensing PU, PD, or AX of a bitcell.

The operation of the AS instruction is shown in fig. 4.5. The ASFSM (AS finite-state-

machine, fig. 4.6) starts with the initial state S0. Once ID detects AS, it asserts ASE. HDU
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Figure 4.3: Formats comparison between existing instruction ST and added instruction AS

catches ASE and treats this as a structural hazard and thus immediately disables/stalls the

pipeline. ASFSM catches ASE at the next clock edge and enters the state S1 from S0. At

S1, it latches $RT, asserts ICCH to hold ICC and enters S2. At S2, it parses $RT, generates

the control signals WLSEL, BLMUX, APS, SCS, SFE, and waits for tens of clock cycles

during which a bitcell of the I$ is transformed to a sensor and produce a stable VSEN . The

VSEN settling time is less than 20µs with an approximate 1pF capacitance load at room

temperature. Due to the transformation, the cache loses the contents and therefore asserts

CM (cache miss) to notify ICC to initiate an instruction loading. However, the assertion of

ICCH delays this loading until the sensing is completed. At S3, ASFSM notifies the off-chip

ADC to start conversion. Upon completion of the conversion, the ADC puts data (SD) to

the bus and asserts EOC. ASFSM detects EOC, enters S4, latches SD and configures I$

back to the normal mode within a few cycles. Then ASFSM enters S5, which it releases

ICC by de-asserting ICCH. This makes ICC to load instructions on the I$, and after that
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Figure 4.4: Microprocessor architecture of proposed DRM technique

assert RDE. ASFSM catches RDE, enters SE and releases the pipeline by asserting PLR in

one cycle. At the next clock cycle, the pipeline stall is released (PLE:0→1), SD goes to the

EX stage and ASFSM goes back to S0. Two cycles later, SD is stored to DMEM at address

$RS+IMM.

4.3 Testchip and Measurements

The proposed µP was fabricated in 65nm CMOS. fig. 4.7 shows the die photo and area

breakdown. The area overhead of the architecture change for µP with 1K-b L1 cache is 8.9%

and expect to be scaled down with larger memories since only BLMUX increases in square

root of memory size. We expect an on-chip ADC is available in most of the systems for other

purposes and can be reused for our proposed application. We tested and verified that the

proposed µP can successfully execute the newly-added and existing instructions. At 1V, it

achieves 250MHz clock frequency.

We then performed an accelerated aging test (AAT) under 125◦C and 1.8V. Every 15min,

we change the random data (with 30% ‘1’ and 70% ‘0’) stored in the I$; every 2 hours we
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Figure 4.5: Timing diagram when executing instruction AS

measure both sensor outputs and DRVs. fig. 4.8(a) shows the aging of PU, PD, and AX

of a typical bitcell. NBTI is measured stronger than PBTI; AX undergoes little aging as

it is turned off for most of the time. fig. 4.8(b) shows the statistics of PMOS degrada-

tion. fig. 4.8(c) shows the temperature sensitivity of the sensor outputs: 130ppm/◦C and

650ppm/◦C for the average and the 3.5σ worst case, respectively.

4.4 DRV Estimation Framework

Using the prototyped µP chip, we devised a framework to estimate pre-aging DRV (called

DRVO) and its degradation (called ∆DRV) across chip’s lifetime. The framework consists

of three modules: retention preference estimator (RPE), DRV estimator (DE), and DRV

degradation estimator (DDE).

The RPE (fig. 4.9(a)) predicts if a bitcell is better at retaining ‘0’ or ‘1’ at low VDD. This

asymmetry is developed as device mismatch, both from process variation and aging, shifts
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Figure 4.6: ASFSM state transfer graph

the voltage transfer curves (VTC) of the left and right inverters of a bitcell. The input to the

RPE, a 3-by-1 vector, is the differences of sensor outputs of the left and right side of devices of

a bitcell. We find this helps to remove the common-mode offset in sensing measurement. We

then trained a 3-by-1 coefficient vector A using the pre-aging measurements from 3k bitcells

of 3 chips. Finally, the multiplication of the input and coefficient vector A is threshold-ed

to 1 or 0. fig. 4.10(a) shows the RPE output accuracy across 7 chips with the same A. For

the critical bitcells that DRV>0.18V, it achieves zero error.

The DE (fig. 4.9(b)) estimates the DRV amplitude of a bitcell, which is the larger value

between DRV0 (DRV for holding ‘0’) and DRV1 (DRV for holding ‘1’). The input to the

DE is a 6-by-1 vector, whose first three elements are the sensing results of the PU, PD,

and AX of the stronger one of the two inverters in a bitcell. The second three elements

are that of the weaker inverter. We can choose the stronger and weaker inverter based

on the output of the RPE. Then we generate the coefficient vector B based on the pre-
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Figure 4.7: Area breakdown and chip die photo

aging measurement data from 3k bitcells from 3 chips. A bias term (b0) of the B is used

to compensate systematic variations. fig. 4.10(b) shows the strong relationship between the

measured DRV and estimated DRV. fig. 4.10(c) shows the accuracy of DRV estimation across

7 chips. For the DRV values>0.18V, the DE achieves =10% error.

Finally, the DDE (fig. 4.9(c)) estimates DRV degradation due to BTI aging. The input is

a 2-by-1 vector, whose elements are the sensor output changes from the initial output (e.g.,

∆VPL = VPL − VPL0) of the more aged transistor pair (PL, NR or PR, NL) of a bitcell.

Here, we also use the RPE output to select the more aged transistor pair. We also find the

coefficient vector C by regressing data from 2k bitcells from 2 chips before and after 12.5-hr

AAT. The multiplication of the input and C vectors yields ∆DRV.

fig. 4.11 shows the foundation of DDE: strong relationships between ∆VPL and ∆DRV1

(left); ∆VPR and ∆DRV0 (right). fig. 4.12 shows the estimated and measured ∆DRV as a

function of ∆VP and ∆VN . fig. 4.13(b) shows the histogram of estimation error. fig. 4.13(c)
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Figure 4.8: Sensor measurement (a) a cell case (b) a chip case (c) sensitivity to temperature

shows that the RMS and the worst-case error in the 12.5-hr AAT.

fig. 4.14(a) shows our framework combining the above three modules. During the manu-

facturing test (pre-aging), the initial sensor outputs (e.g., VPL0) are measured and stored at

non-volatile memory (CSV file with size of 306kB used in our experiment; the size can be

smaller if data compression is used). Since aging develops slowly, the processor can perform

sensing and DRV estimation infrequently and only when a processor is idle. After sensing the

cache, the processor runs the framework to estimate the DRV: first it loads the initial sensor

outputs to the RPE and DE modules to estimate the original DRV (DRVO); then it loads

the current measurements to the RPE and DDE modules to estimate the DRV degradation

(∆DRV). The current DRV value is then DRVO+∆DRV.

fig. 4.15(a) shows DRV estimation error: -12 to 7% for the critical bitcells (DRV>0.2V).

fig. 4.15(b) shows the measured and estimated array DRVs (worst case across 1024 bitcells) of

two chips as AAT goes, showing our framework estimates DRV well over long-term reliability
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Figure 4.9: Framework modules to estimate (a) retention preference (b) DRV (c) DRV
degradation

degradation.

Table 4.1: Comparison table

Finally, we compare our results with the previous works (table 4.1) that in-situ monitor

memory reliability [39, 64–66]. Existing work mainly focuses on memory design [39, 64–

66], whereas our work demonstrates the holistic integration of memory, µP, and software

framework. Compared to [65], the accuracy of our sensing circuits and DRV estimation
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Figure 4.10: (a) RPE: coefficient A and accuracy (b) Estimated and measured original DRV
(c) DE: coefficient B and accuracy

framework is better while reducing sensing time by 33% since it requires only to sense four

V ts per bitcell, The techniques presented in [39, 66] are not designed for in-field operation

and thus the sensing results vary across temperature.

4.5 Conclusion

In this work, we propose circuits, a microarchitecture, and a framework to dynamically

sense the reliability of on-chip memory of a µP in the field. The sensing circuits can robustly

monitor Vts of transistors in bitcells in-situ, achieving a small error over a wide temperature

range. The µP is expanded with a new instruction that exercises the circuit transformation

for sensing with minimal hardware overhead. Finally, we developed and verified a software

framework that estimates the DRV of the L1 cache over a chip’s lifetime. The proposed

technique can be used to reduce the guard-band in setting the standby-mode VDD for mem-

ory. Also, it can be used for recovery vector generation [65] and aging management among
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Figure 4.11: ∆DRV and PMOS Vt sensor output correlation

multiple memory blocks [63].
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Figure 4.12: Estimated and measured ∆DRV correlation

Figure 4.13: (b) error statistics (c) errors across AAT
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Figure 4.14: (a) Sensing task assignment (b) Framework to estimate current DRV

Figure 4.15: DRV estimation error for (a) bitcells, (b) L1 Cache
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Chapter 5

An Area-Efficient SoC with an Instruction-Cache

Transformable to an Ambient Temperature Sensor and

a Physically Unclonable Function

5.1 Motivation

Heading towards the era of Internet of Things (IoT), it is critical for integrated-circuit

research and development to deliver compact, low-cost, and dependable edge devices with

various capabilities, e.g., sensing, computing, communication, and security [67]. This chal-

lenge has motivated to integrate an increasing number of components and function blocks

into a Microprocessor-based System-on-Chip (µP-SoC) to shrink system footprint and as-

sociated cost [82, 88, 89]. However, such integration often incurs silicon area increase since

most of analog, mixed-signal, and digital circuits require substantial amounts of silicon area

to implement fast, accurate, and robust functions.

An ambient temperature sensor (T-sensor) and a Physically Unclonable Function (PUF)

are two widely used components in IoT devices. The former is a critical building block for

environmental monitoring; the latter is a notable security macro used for secret key gener-
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ation for cryptography and chip-ID generation for authentication. However, implementing

dedicated circuits for those functions requires non-negligible silicon area, especially when

they are designed for high accuracy and robustness [68–77,79,84,86–89].

It is noteworthy that in many applications, T-sensors and PUFs exhibit low duty cycle,

making the approach of dedicated hardware further inefficient in area. As shown in fig. 5.1(a),

for example, a T-sensor can be only active every several seconds (or even longer) since

ambient temperature changes rather slowly [82,88]. A PUF also needs to be active only upon

a request for e.g., encrypting and decrypting messages, and chip authentication processes

[85, 86]. Therefore, as shown in fig. 5.1(b), dedicated hardware can be idle for most of the

time.

Figure 5.1: (a) Low duty cycle operation such as ambient temperature sensing and PUF. (b)
Dedicate hardware implementation of those functions compared with conventional design.
(c) Proposed transformation approach can save area.

Therefore, we aim to address such area inefficiency, and propose a novel technique to

transform the existing SRAM in the instruction cache (I$) of a µP into a T-sensor or a PUF
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(fig. 5.1(c)). This hardware recycling approach can reduce silicon footprint while integrating

more features on a chip. To enable such transformation, we made a minimal amount of

change in the SRAM circuits, Instruction Set Architecture (ISA), and pipeline control logic.

The outputs of the transformed T-sensor and PUF operations are stored in the data memory

of the µP for post digital processing.

We prototyped a µP-based SoC with the proposed technique in a 65nm general-purpose

CMOS. The µP can operate at 320MHz at 1V supply voltage (VDD) and consumes 10.6

pJ/cycle. The transformed T-sensor achieves an error of -0.5/+1.5◦C after One-temperature-

Point Calibration (OPC) across 26 instances. It achieves low VDD sensitivity, exhibiting only

0.46◦C error for 100mV VDD variation from 1V to 0.5V. The transformed PUF also achieves

a desirable randomness: the analog differential output shows a normal distribution with

µ=-1.3mV and σ=31.2mV; the digitized bitstream passes all the applicable NIST tests and

achieves 0.502 inter-PUF Fractional Hamming Distance (FHD). It also achieves robustness

comparable to the state of art: 0.027% unstable bit ratio and 1.97 × 10−5 Bit Error Ratio

(BER) after Temporal Majority Voting (TMV11) and Comparator Input Swapping (CIS)

based masking.

The proposed transformation capability increases the area of the baseline µP by 12.9%

(9.2% only for the T-sensor and 9.1% only for the PUF). The first 6.3% is for the update in the

SRAM circuits and the next 6.6% is for the microarchitecture modification. The standalone

T-sensor [73] and PUF [76] circuits achieving the similar accuracy and robustness would

consume more silicon area, that would be 62.9% of the baseline µP area.

89



5.2 Circuit Design and Transformation

5.2.1 T-sensor Transformation

The key idea in the proposed transformation is convert SRAM bitcells, peripherals and

addition devices into target analog circuits by applying certain logic values on bitlines (BL),

wordlines (WL), etc. In the T-sensor transformation, the target analog circuit topology

is a compact Complementary-To-Absolute-Temperature (CTAT) voltage generator (Refs.

[68,83]).

To support such transformation, as shown in Figs. 2(a, b), we updated the peripherals

of an SRAM block (in the I$) in mainly four ways:

1. We inserted a wordline selector (WLSEL) between the WL decoder and the WLs such

that it can assert multiple WLs based on the control signal RS[31:0].

2. We added a bitline multiplexer (BLMUX) in parallel with existing BL circuits. The

BLMUX can connect multiple BL and BLB pairs into a pair of BLS and BRS (.e.g.

BL[30:1] to BLS, BLB[30:1] to BRS) based on the control signal CS[31:0].

3. We added Power-Gating Switches (PGS), which can change the VDD nodes of bitcells

(VV DD) to the ground (GND) level with control signal PS[1:0]. Note that the arrays

shares a common VDD and VSS, although multiple PGS are drawn to match the physical

layout.

4. We added Sensor Configuration Switches (SCS) and a T-sensor header (CT), where

we used thick-oxide IO devices for part of the circuit to suppress subthreshold leakage

and thus achieve better circuit isolation.
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fig. 5.2(c) summarizes the settings for those peripherals, stored in and accessed as a

register $RT.

Figure 5.2: (a) The SRAM with the added peripherals showing the configuration for T-sensor
transformation. (b) The schematics of SCS and CT. (c) $RT and control signal values. (d)
The effective circuits of the transformed T-sensor.

The CTAT generator formed via the transformation mainly consists of two transistors:

(i) parallel-connected Pull-Up (PU) PMOSs of selected 6-T SRAM bitcells and (ii) a native

device added for the transformation. The equivalent circuits are shown in fig. 5.2(d). The

bottom transistor CB is formed by aggregating the left pull-up PMOSs (PLs) of the selected

bitcells. The top device CT is a native device added for the transformation. The gate voltage

of the CB (i.e., the BRS node from the BLMUX) is connected to GND. We can sense the

output VCTAT to measure ambient temperature. Note that we can use the right PU PMOSs

of bitcells for the same transformation with the complimentary settings for the SCS. Both

CT and CB operate in the subthreshold region, thus via the similar steps in Ref. [68], the
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expression of VCTAT can be derived as:

VCTAT =

[
k

q
nCB ln

(
βCT

βCB

· nCT − 1

nCB − 1

)
+

(
KT1,CB −

nCB

nCT

KT1,CT

)]
︸ ︷︷ ︸

temperature coefficient

T + Vth0,CB −
nCB

nCT

Vth0,CT︸ ︷︷ ︸
offset

(1)

, where k is the Boltzmann constant; q is the electron charge; βx = µxC
′
ox
Wx

Lx
is the

transistor strength; nx is the subthreshold slope; µx is carrier mobility; C ′ox is unit area oxide

capacitance; Wx and Lx are channel width and length; KT1 is the temperature dependency

of threshold voltage; Vt0 is the threshold voltage at nominal temperature.

The temperature coefficient of VCTAT (the first term of Equation (1)) is sensitive to

process variations, and exhibiting non-linearity, yet can be calibrated by modulating βCB,

which is derived as:

βCB = NR · NC · βP = NR · NC · µPC
′
ox,P

WP

LP

(2)

As shown in Equation (2), the control signals NC and NR, which respectively selects

the number of columns and rows of the bitcells to be combined in the transformation, can

modulate βCB. fig. 5.3 shows the linearity-optimal NC and NR settings across process corners

(simulation). The optimal NC and NR helps improve linearity of VCTAT vs temperature

curves, and can be found from a batch of chips in testing. We can then perform OPC to

compensate the variation of the offset, which presents in the second term of Equation (1).

We also made several design choices to mitigate random process variation. First, we

reduce the random process variation in CB by combining NR ·NC of PU PMOS transistors
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Figure 5.3: (a) Accuracy-optimal NC and NR combinations across process corners and (b)
the corresponding temperature coefficient

to form a the total transistor area of NR·NC ·WP ·LP , where WP (=160nm) and LP (=80nm)

are the PU PMOS dimensions. Moreover, to minimize the edge effects, we designed the rows

and columns to be selected from the center to the edge of the bitcell array.

We made several efforts to make the sensor output VCTAT robust against VDD variation.

Similarly from the Ref. [68], we first set the VGS of the CT to be 0V and increased the channel

length of the CT so as to reduce the impact of Drain Induced Barrier Lowering (DIBL) and

Channel Length Modulation (CLM). To digitize the outputs, an off-chip ADC is used for test

flexibility. It communicates with the microcontroller via a simple hand-shaking protocol.

5.2.2 PUF Transformation

fig. 5.4(a) shows the circuits for the PUF transformation. The key idea is to form a pair of

2-Transistor threshold-voltage (Vt)-based temperature-compensated voltage generators and

compare their outputs to produce one PUF bit using a voltage comparator. This is similar
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to the bitcell proposed in Ref. [69].

Figure 5.4: (a) Circuits configurations for PUF transformation. (b) The schematics of the
PUF peripherals that contains PUF footers, a comparator and an input swapper. (c) $RT
and control signals. (d) The effective circuits of the transformed PUF bitcell.

To form a pair of voltage generators, we connect two access transistors of two adjacent

bitcells (XR of C1,1 and XL of C1,2 ) to a pair of footer devices (FR and FL) in the PUF

peripherals (fig. 5.5) through WLSEL and BLMUX. fig. 5.4(c) summarizes the control signals

of the WLSEL and the BLMUX and the settings for $RT for PUF transformation. These

make the BLMUX to connect BLB[i] to BRS and BL[i+1] to BLS, where i stands for the

selected column index. It also pulls BL[i] and BLB[i+1] down to the GND level by setting

two nodes, QB in the column[i] and Q in the column[i+1], to the VDD level. The two access

transistors (XR of C1,1 and XL of C1,2 ) and two footers (FL and FR) now form a PUF bitcell

(fig. 5.4(d)). All the devices in the effective PUF circuit operate again in the subthreshold

region. Thus the output voltage (VPUFL and VPUFR) can be derived as:
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Figure 5.5: Schematics of the PUF peripherals

VPUFL = −Vth,XL + VDD − Vth,FL + φt ln

(
βXL

βFL

· nXL − 1

nFL − 1

)
(3)

The difference of the output voltages thus can be derived as:

VPUFD = VPUFL − VPUFR ≈ Vth,XR − Vth,XL (4)

, which shows that the VPUFD is random since it is a strong function of random Vt

mismatch of XR and XL. Note that FR and FL are significantly larger devices and thus

exhibit much less random Vt variations. In addition, VPUFD exhibits good robustness against

temperature variations since we sized the PUF footer to minimize temperature dependency

and the differential operation removes a good shared portion of the remaining temperature

dependencies.

Then, by digitizing VPUFD with a comparator (CMP), we can generate a PUF bit, namely
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F[i]. After this, the BLMUX is configured to connect the PUF footers to the next pair of

bitlines (i.e., BLB[i+1] and BL[i+2]) to generate the next PUF bit (F[i+1]). This process

continues till a PUF word (15 bits) is generated from the bitcells in the first half of the

selected row in the SRAM. The process continues for the second half of the row and the

other rows and produces total 960 (32×30) PUF bits.

In the proposed transformation circuits, the leakage from the unselected rows could affect

PUF output voltages. For example, the bitcells sharing the bitlines with the target bitcells

can contribute leakage to the bitlines. Thus, to minimize such leakage, in the beginning

of the PUF transformation, we first set all WLs high by asserting RS[31:0] and then select

the target row. This ensures QBs and Qs of the unselected bitcells in the selected columns

become high, creating a negative VGS for the access transistors of those unselsected bitcells,

significantly reducing the leakage current.

The Pull-Up (PU) or Pull-Down (PD) transistors could also be used to form the similar

structure, but we choose to use the access transistors since they undergo less transistor

aging effects, allowing better bit stability over chip’s lifetime [78]. In fact, Negative Bias

Temperature Instability (NBTI) can modulate the Vt of PUs and PDs by as high as several

tens of mV [81]. This makes it difficult to use them in our PUF transformation.

We also chose one access transistor from each of two adjacent bitcells since they are placed

in proximity (fig. 5.4(d)) and thus share the similar systematic variation. As comparing to

Ref. [78] which digitizes two output voltages sequentially via an off-chip ADC, this design

compares VPUFL and VPUFR directly with a comparator. This can improve the throughput,

energy consumption, and reduce quantization error.

Last but not the least, we propose a method to identify unstable bitcells and generate a
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mask to remove them in PUF evaluation. One of the critical problems in robustness is that a

PUF bitcell whose XL and XR have small Vt mismatch can be sensitive to noise, temperature

and VDD variations. Those unstable bitcells could produce the same digital output even if

we swap the inputs of the comparator, i.e. connecting BLB[i] to FR and BL[i+1] to FL, due

to the offset of the comparator circuits, Vt mismatch of the PUF footers, or temporal noise.

Thus, we can perform such swapping multiple times to identify and create a mask for

theses unstable bitcells. When implementing this, we leverage the configurability of the

BLMUX, and therefore it incurs little additional overhead. Note that introduction of bit-

masking involves storing the mask in non-volatile memory, and results in extra area overhead.

However, such overhead scales with the miniaturization of non-volatile memories in the recent

technologies [69].

We compare our proposed CIS based mask generation to the conventional Repetitive

Readout (RR) method [77, 84]. In the RR-based method, a large number (N) of repetitive

PUF readings, e.g. samples, are compared to identify if any bit has different reading between

the samples. Similarly, in the CIS-based method, we use the total number of N samples,

but with N/2 input-swapped and N/2 non-swapped. For each bit, if its readings with and

without swapping are the same in any of the N/2 pairs, this bit is considered unstable. As

shown in fig. 5.6(a), the CIS method can identify more unstable bits with a less number of

samples. It also exhibits the smaller worst-case error. Here the error is defined against a

reference mask generated based on roughly 10× more samples (500).

We test the performance of the masks. fig. 5.6(b) shows the unstable bit ratio post mask

application. The results are from the worst-case mask among the total 400 masks that we

generated across different sample sizes. It is shown that the CIS based method outperforms
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Figure 5.6: (a) The accuracies of masks generated by the proposed CIS and the conventional
RR techniques. (b) The unstable bit ratios post mask applications.

the RR method, particularly if a good number of samples are used to generate a mask.

Further improvement of the mask generation can be made through body-biasing the SRAM

array to track the temperature dependencies of Vt [84]. Also, CIS and RR methods can be

combined.

5.3 Micro-architecture Design

To perform the above-mentioned transformations and store the outputs of T-sensor and

PUF to the Data MEMory (DMEM), we add a new instruction called ITS (fig. 5.7(a)).

This instruction has the similar format as the Store Word (SW) instruction in the original

MIPS ISA [90], which stores $RT to DMEM at the address $RS+IMM. Instead, the 16-bit

register $RT in the ITS specifies the configuration of transformation, whose value needs to
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be updated accordingly before the execution of ITS. The definition of the $RT is summarized

in fig. 5.7(b). ITS also stores Sensor output Data (SD), instead of $RT, to DMEM.

Figure 5.7: (a) ITS and (b) $RT formats for transformations.

We modified the microarchitecture to support the added instruction, as is shown in

fig. 5.8. The baseline µP has a standard 5-stage RISC pipeline and support a subset of the

MIPS ISA [90]. The I$ in the Instruction Fetch (IF) stage is direct-mapped and can store up

to 64 cache lines. The data memory of the I$ (I$.DATA) is made of conventional 6-T SRAM.

We also updated the ID stage to support the newly-added ITS and added a 2-to-1 MUX for

routing $RT. Finally, we updated the cache controller (CC) and the Hazard Detection Unit

(HDU) such that the µP handles the transformation and related operation conformal to the

existing microarchitecture control.

These modification increases the area of the µP roughly by 6.5% ( 3,000µm2). The

modifications also make a moderate impact on the critical path delay, increasing it by 12%,

which comes from extra logic before the WL’s and extra capacitance on the BL’s, although

we did not optimize the critical path delay post microarchitecture modification. On the other

hand, as the SRAM bitcells are not affected in the modification, the read/write stability and
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Figure 5.8: The proposed µp-SoC microarchitecture. The modified and added portions are
highlighted in yellow.

noise margin are not impacted. Regarding the power overhead, as most part of the added

circuitry are not active during normal operation, the power overhead is only 5µW.

The execution of ITS performs through four main steps; (i) it transforms the I$ to either a

T-sensor or a PUF; (ii) the transformed T-sensor or PUF produces output, which is digitized

and stored in DMEM; (iii) it transforms the T-sensor or PUF back to the I$; (iv) the I$

loads the next instructions to execute. During this process, it stalls the pipeline for several

cycles, which is considered as a structural hazard in the microarchitecture. The T-sensor

and PUF results, stored in DMEM, can be further processed via software in the µP.

fig. 5.9 describes the ITS execution in detail. First, in the S0 cycle, an ITS instruction

enters the ID stage, asserting a signal called ITSE. The HDU considers this as one of the

structural hazards, stalling the pipeline by de-asserting PLE. In the next cycle (S1), ITSE

initiates the SFSM, which decodes $RT and transforms the I$ into either a T-sensor or a PUF

based on the configurations specified in $RT. Since the circuit transformation invalidates all
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the data stored in the I$ it asserts a Cache Miss flag (CM). However, the cache controller

(CC) is notified by the cache-controller-hold (ICCH) signal from the SFSM in advance and

thus ignores the asserted CM flag.

Figure 5.9: The sequences of the µP-SoC of executing one ITS instruction.

In the following cycle (S2), the sFSM waits for tens of micro-second until the analog

output of the T-sensor or the PUF settles. The output is then digitized to SDATA by an

ADC (in T-sensor) or by a CMP (in PUF). Finally, in the cycle S3, the SFSM transforms

the T-sensor or the PUF back to the I$ in 1µs and it releases the ICCH. This makes the

CC load the next set of instructions into the I$ from the main memory. Once this loading

de-asserts the CM, the SFSM has the HDU to escape from the structural hazard state via a

signal called Pipeline ReLease (PLR). Now the ITS instruction enters the EXecution (EX)

and then MEMory (MEM) stages, where it stores SDATA in the DMEM.
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5.4 Testchip and Measurement

Our µP-SoC with the proposed transformation capability was prototyped in a general pur-

pose 65nm CMOS. fig. 5.10 shows the chip die photo. fig. 5.11 shows the detailed area break-

down. The additional hardware for the T-Sensor and PUF transformation takes 5,795µm2,

which is 12.9% of the 16-bit 5-stage RISC µP having 1.2kb I$ and 2kb DMEM. If only

considering sensor frontends, i.e. the modifications made in the SRAM, the area overhead

is 2,845µm2, or 6.3% of the original µP area. When counting separately for T-sensor and

PUF, the area overheads are 9.2% and 9.1%, respectively.

Figure 5.10: The die photo of the prototyped µP-SoC.

Figure 5.11: Detailed area breakdown.

fig. 5.12 shows the performance and power dissipation measurements of the µP-SoC. At
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VDD=1V, µP-SoC can operate at the clock frequency as high as 320MHz. It consumes 10.6

pJ/cycle performing a compute-intensive task (bubble sorting).

Figure 5.12: Clock frequency and power dissipation of the muP-SoC.

We characterized the transformed T-sensor. Across 0-100◦C, it achieves the temperature

sensitivity of -0.62mV/◦C. The post-OPC error is measured to be -0.53/+1.46◦C across 26

instances at VDD=0.6V (fig. 5.13(a)) after batch trimming for NC and NR. During batch

trimming, we perform OPC while sweeping NC and NR on the first 10 instances and search

for the optimal combination (fig. 5.13(b)). The optimal parameters are then applied to

other instances. We also measured the sensitivity to VDD variation across six T-sensor

instances. Calibrated at 0.6V, the T-sensors achieve a worst-case error of 1.86◦C across

the VDD variations of 0.5 to 1V and across the temperature range of 0-100◦C (fig. 5.13(c)).

As shown in fig. 5.14, we also tested Two-temperature-Point Calibration (TPC) at 10 and

90◦C, which can reduce the error down to -0.52/+0.6◦C across 26 instances. The power

consumption of the T-sensor is simulated and shown in fig. 5.13(d).

For the transformed PUF, we measured the randomness, uniqueness, and robustness. The

differential outputs (VPUFD) show a normal distribution with µ=-1.3mV and σ=31.2mV. The
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Figure 5.13: T-sensor measurement results: (a) Post-OPC accuracy. (b) The post-OPC
worst-case error across NC and NR combinations. (c) Post-OPC accuracy across VDDs. (d)
The power dissipation across corners and temperatures.

PUF bits passed all the applicable NIST random tests (fig. 5.15(a)).

We performed 500 PUF bit readings and found that the unstable bit ratio is 5.39% at

the nominal condition (1V, 27◦C). We also investigate the unstable bit ratios using TMV

and CIS based masking techniques. fig. 5.15(b) shows that TMV11 can reduce the ratio

down to 1.7%. The CIS based masking technique can reduce the ratio down to 0.027% with

TMV11. We tested a mask generated with 80 samples and based on the proposed CIS based

technique. It can reduce the unstable bit ratio down to 1.1% without TMV.

We also measured the BER at the nominal condition (1V, 27◦C) across several TMV
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Figure 5.14: T-sensor measurement results: The error of the transformed T-sensors after
TPC.

window sizes (fig. 5.15(c)). As we increase the sizes, the BER reduces. Specifically, TMV11

can scale BER down to 0.754%. The CIS based masking (80 samples), combined with

TMV11, can reduce the BER down to 0.11% and 0.00197% for the worse and average case,

respectively. Native readings exhibit 0.33% and 0.0153% BERs for the worse and average

case, respectively. The power consumption of the PUF across temperature and process

corners is simulated and shown in fig. 5.15(d).

As shown in fig. 5.16, we also characterized the uniqueness of the PUF outputs by the

means of fractional Hamming distance (FHD). The inter-PUF FHD is measured to be 0.5017

(mean). This is close to the ideal value of 0.5, confirming that the PUF codes are highly

unique. Due to the limited number of chips measured, we divided the PUF codes into 4

sub-codes for FHD evaluation. We also measured inter- and intra-PUF FHD distributions

with TMV11 applied, which show the mean separation of 332×, exhibiting high robustness

against temporal noise.

At the corner temperatures of -15◦C and 85◦C, the proposed PUF instances respectively

exhibit the maximum BERs of 6.79% and 7.33% with TMV11. The BERs are measured by
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Figure 5.15: PUF measurement results: (a) Applicable NIST test results on the 3712-bit
PUF output. (b) the unstable bit ratios of the PUF with the TMV and CIS. (c) The BER
with the TMV and CIS. (d) The power dissipation across corners and temperatures.

comparing the reference PUF outputs generated at the corner temperatures and at 27◦C.

The temperature-induced bit-flipping ratio per 10◦C is measured to be 0.86%. This is

calculated from the increase in average BER to rule out the impact of temporal noise. The

CIS-generated mask helps reduce BERs. With a TMV11 scheme, as shown in fig. 5.17, it is

0.002% at the nominal temperature, 5.28 % at 15◦C and 5.82% at 85◦C. Average bit-flipping

ratio per 10◦C variation is 0.5%. Note that we calibrated CMP’s input offset voltage at

27◦C only and thus we expect the results can be improved if automatic calibration is used

across temperatures.
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Figure 5.16: PUF measurement: Distributions of the inter-PUF and intra-PUF FHDs

Figure 5.17: PUF measurement: BER across temperature variations

Finally, we compare our transformed T-Sensor and PUF to other recent works. table 5.1

summarizes the recent state-of-the-art temperature sensor circuits that report the similar

VDD and temperature operating range. One of the designs that achieves comparable perfor-

mance and robustness is Ref. [73]. It achieves the post-OPC error of -1.4/+1.4◦C, and its

front end takes 2,700µm2 in a 65nm.

table 5.2 summarizes the comparison with recent state-of—the-art PUF circuits. Our

proposed transformed PUF achieves substantially better robustness than the previous works

based on the power-up reset states of SRAM [76, 80]. Note that Ref. [80] uses the indus-
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Table 5.1: Comparison table for T-sensor

Table 5.2: Comparison table for PUF

trial SRAM bitcells with push rules, which results in much smaller area. However, the use

of SRAM power-up states for PUF in general has low robustness. Refs [78, 80] proposed

techniques to improve the robustness. Some other weak PUF circuits having the similar

robustness against temperature and VDD variations take silicon footprints of 25,296µm2 [76]

to 40,374µm2 [77] (scaled to 65nm) for the same code length of 928 bits. As shown in

fig. 5.18(a), if a SoC integrates dedicated hardware for temperature sensing and PUF, for

108



example Refs. [73] and [76], the area overhead is 27,996 µm2, which is 9.8× larger than that

of our proposed transformation approach (2,845 µm2). Note that the dedicated hardware

approach also needs microarchitecture modification to have the interface to the T-sensor and

the PUF. Thus we consider the overhead of microarchitecture modification to be common

in both approaches.

Figure 5.18: (a) The area overhead comparisons. (b) Extra energy per cycle conservatively
estimated with PUF operation.

It is noteworthy that asides from energy consumption of T-sensor/PUF operation it-

self, the proposed transformation technique involves flushing and reloading I$ for each T-

sensor/PUF operation. Assuming 1.5nJ per 16Bit instruction energy cost for reloading

I$, and every time 2 instructions are reloaded as the array width is 32Bit, there will be

1.5nJ×2/960B=3.13pJ/bit extra energy cost for each PUF bit. Such energy cost dominates

the system-level energy consumption of T-sensor and PUF operation. However, as T-sensor

and PUF operations are relatively low-frequency tasks, the extra energy cost in such oper-

ations will show limited impact on the total system energy efficiency especially considering

that the processor will also load instructions into I$ in normal operation, mitigating the

relative energy overhead from the I$ reloading.
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As is shown in fig. 5.18(b), considering the extra energy consumed per cycle, we con-

servatively estimated the impact of PUF operation by varying the time intervals between

each PUF operation. The PUF operation is chosen as it consumes more energy than the

temperature sensor since all 960 bits needs to be evaluated. As can be seen, the extra energy

cost is 0.3pJ/cycle ( 2.8%) even when the PUF operation occurs frequently at every 1ms.

Note that here we’re conservatively assuming the processor do not access off-chip memory

at all.

Meanwhile, the energy cost of masking and TMV can also be estimated. For masking,

the extra energy cost can be roughly estimated as an extra instruction for bit-wise masking.

Assuming 15 PUF bits are processed per instruction, which is the number of bits generated

per PUF operation, the extra energy cost of bit-wise masking will approximately 0.71pJ/bit.

Note that the energy cost can be minimized with extra logic hardware, instead of extra

instructions assumed in the above estimation. For the TMV, its energy cost can be estimated

by multiplying the energy cost in native reading scheme by the number of TMV iterations.

For instance, the TMV11 scheme will cost 4.18 (=0.38×11) pJ/bit.

5.5 Conclusions

In this prototype work, we present a µP-SoC prototype that integrates temperature

sensing and PUF features for area-constraint IoT devices. We propose a transformation

approach which can recycle the I$ temporarily for ambient temperature sensing or PUF

code generation. The area overhead of the hardware for the transformation is 9.8× smaller

than the overhead incurred by the conventional approach that integrates dedicated hardware

for each feature. Measurement results of the prototyped chips show that the transformed
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T-sensor and the PUF achieves accuracy, robustness, and area-efficiency comparable to the

state of the art.
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Conclusion

As transistors continue to scale down in size and there are ever-increasing demands for

performance, the chip die area is expected to keep growing. To allow for thermal manage-

ment, more distributed temperature sensors are required. It is desirable to build such sensor

front-ends from standard logic devices, give them small footprints and low calibration cost,

and make them robust to variations in processes and voltage.

Meanwhile: transistor aging, especially NBTI in PMOS, has become a main concern in

memory reliability. As NBTI gradually increases the PMOS threshold voltage, it affects

the bit cells by lowering data retention voltage and decreasing the node charging speed. It

can also damage peripheral circuits, such as weakening the retention capability of a domino

keeper and increasing the droop of a power gate. It is vital to monitor PMOS aging through-

out the lifetime of a chip. We believe in-situ monitoring will become popular if chips can be

devised that have low overhead and low integration cost. Such in-situ monitoring must be

stable against fluctuations of temperature and voltage to produce accurate readouts during

in-field sensing.

In my research, we designed a family of compact temperature sensor front-ends to ac-

commodate various SoC application scenarios (accuracy vs. area). We also investigated how

to mitigate the impact of process and voltage variations. The test chip showed that our
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proposed sensor front-ends could achieve target accuracy, and they had sufficient tolerance

to voltage variations. Their key features were (1) small footprint, (2) using standard logic

devices, and (3) low calibration cost.

We then explored an area-efficient PMOS NBTI sensor and developed a technique to

integrate it into standard 6T SRAM bit cells. We built two test chips with real SRAM

arrays to demonstrate the sensor, in addition to the sensing techniques that can capture

PMOS NBTI effects during aging tests. The sensing can be conducted both in-situ and

in-field. We also developed a model that takes measurements to estimate the data retention

voltage of SRAM. Finally, we put the SRAM, integrated with the aging sensor, into a MIPS

microprocessor as the I$ and tapeout in the silicon. We devised the instruction set with

an additional AS to enable the sensing of aging on the fly. Based on the novel hardware

structure, we also developed and verified a framework to estimate aging in the L1 cache. It

can also generate on-time recover vectors to mitigate impacts. We believe our processor is a

milestone of in-situ aging sensing technique.

The concepts of SRAM transformation and sensor integration are also used in my last

test chip, which is a collaborative project with Jiangyi Li. we build a MIPS microprocessor

which can transform I$ into a high-accuracy ambient temperature sensor and stable PUF.

This test chip has demonstrated a new approach to reuse on-chip hardware resources.
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