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Abstract 

Dopamine D2 Receptors Modulate the Cholinergic Pause and Flexible Learning 

Kelly Marie Martyniuk 

 

 Animals respond to changes in the environment and internal states to modify their 

behavior. The basal ganglia, including the striatum contribute to action selection by integrating 

sensory, motor and reward information. Therefore, dysregulation of striatal function is common in 

many neuropsychiatric disorders, including Parkinson’s disease, Huntington disease, 

schizophrenia, and addiction. Here, using fiber photometry, pharmacology, and behavioral 

approaches in transgenic mice, I explored the cellular and circuit mechanisms underlying key 

striatal functions. In Chapter 1, I begin by presenting the existing literature on the anatomy and 

physiology of the striatum. Next, I review the important functions of the striatum. Within this 

general review, I highlight the specific roles that striatal (DA) and acetylcholine (ACh) play in 

striatal circuitry and function. In Chapter 2, I demonstrate the naturally evoked ACh dip has a DA 

component and a non-DA component. Specifically, I show that DA via cholinergic DA D2 

receptors (D2Rs) modulate the length of the ACh dip and rebound ACh levels following the dip. 

In addition, I show that DA coordinates the activity between DA and ACh during behavior. Finally, 

I present data that supports a role for ACh in motivated behavior. In Chapter 3, I show that 

cholinergic D2Rs are not necessary for reward learning but do facilitate reversal learning in a 

probabilistic choice task. In addition, I show that changes in DA and ACh levels contribute to 

reversal learning in a probabilistic choice task. Finally, in Chapter 4, I discuss the general 

conclusions and study implications, as well as future directions. 
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Chapter 1: Introduction 

The striatum is the primary input of the basal ganglia and is intimately involved in action 

selection, motor learning, motivation, reinforcement learning, behavioral flexibility, and reward 

processing (Aoki et al., 2015; Aosaki et al., 1994a; Bradfield et al., 2013; Cachope et al., 2012; 

Carvalho Poyraz et al., 2016; Gallo et al., 2018; Gerfen & Surmeier, 2011; Joshua et al., 2008; 

Kellendonk et al., 2006; Schultz et al., 1997). Given this, dysregulation of striatal function is 

common in several neurological disorders including, Parkinson’s disease, Huntington disease, 

obsessive compulsive disorder and addiction (Albin et al., 1989; DeLong, 1990; Graybiel, 2000, 

2008; Hyman et al., 2006). Therefore, examining striatal physiology is crucial for understanding 

normal striatal function and in disease. Here, I will describe the anatomy, physiology, and primary 

functions of the striatum. 

1.1 Anatomy and physiology of the striatum 

1.1.1 Regions of the striatum 

As the primary input into the basal ganglia, the striatum receives excitatory glutamatergic 

input from various cortical and thalamic regions and dopaminergic inputs from the midbrain 

(Figure 1.1A) (Bolam et al., 2000; Kincaid et al., 1998; Smith et al., 1994). In primates, the dorsal 

striatum is separated by the internal capsule into two distinct nuclei, the caudate and the putamen. 

Like primates, rodents have two distinct dorsal striatal regions, the dorsal medial and dorsal lateral, 

which are anatomically and functionally different from each other (Joel & Weiner, 1994; Parent 

& Hazrati, 1995; Yin & Knowlton, 2006). A third region, the ventral striatum (nucleus accumbens) 

has distinct properties and inputs from the dorsal striatum (Figure 1.1B) (Nicola, 2007).  
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1.1.2 Striatal neurons 

Classically, striatal neurons have been categorized into two main groups: spiny projections 

neurons (SPNs) and aspiny interneurons. SPNs constitute ~95% of all striatal neurons, are 

GABAergic and project out of the striatum (DiFiglia et al., 1976; Kemp & Powell, 1971; Kita & 

Kitai, 1988; Liles, 1974; Precht & Yoshida, 1971; Preston et al., 1980; Yoshida & Precht, 1971). 

The remaining 5% of striatal neurons consist of large aspiny cholinergic interneurons (CINs) and 

various GABAergic interneurons (Kawaguchi, 1993; Kawaguchi et al., 1995). Here, I will further 

discuss the properties of SPNs and CINs.  

Striatal projection neurons (SPNs) 

 SPNs are the principle striatal neurons. While SPNs have a similar morphology, they can 

be segregated into two categories classified by their axonal projection targets and expression of 

neuronal markers. Direct pathway SPNs (dSPNs) project monosynaptically to the output nuclei of 

the basal ganglia. Indirect pathway SPNs (iSPNs) send their axons to the external segment of the 

globus pallidus (GPe), which is disynatpically connected to the output nuclei of the basal ganglia 

(Figure 1.1A) (Smith et al., 1998). In addition to their divergent projection pathways, SPNs also 

express different neurochemical markers. dSPNs contain dopamine (DA) D1 receptors, while 

iSPNs express DA D2 receptors (Gerfen et al., 1990; Surmeier et al., 1996). DA receptors are G-

protein coupled receptors, but they can be divided into two main categories depending on the 

activation of downstream targets (Kebabian & Calne, 1979). D1/5 DA receptors are Gαs- or Gα(olf)- 

coupled and are positively linked to adenylyl cyclase, while D2 receptors are Gαi-coupled and are 

negatively linked to adenylyl cyclase  (Corvol et al., 2001; Hervé et al., 2001; Hervé et al., 1993). 

Due to this difference in DA receptor expression, DA differentially modulates SPN activity. Local 

application of DA excites dSPNs and inhibits iSPNs (Gerfen & Surmeier, 2011). In addition, DA 
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DLS DMS 

NAc 

A 

B 

Figure 1.1. Diagram of basal ganglia circuits and regions of the striatum. (A) Diagram of basal ganglia 

circuits. The striatum receives excitatory inputs from the cortex and thalamus. The striatum also receives 

dopaminergic input from the midbrain (not shown). Spiny projection neurons (SPNs) differentially project out of 

the striatum to the output of the basal ganglia. dSPNs (red) that express DA D1 receptors project directly to the 

SNr, while iSPNs (blue) that express DA D2 receptors, project to the GPe. Adapted from (Gerfen & Surmeier, 

2011). (B) Diagram of the three striatal regions. The dorsal striatum is divided into two regions, the dorsal medial 

striatum (DMS) and the dorsal lateral striatum (DLS). The third region is the ventral striatum or nucleus 

accumbens (NAc). Adapted from (Kreitzer, 2009) 
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inhibits presynaptic glutamate release via Gi-coupled D2 receptors on corticostriatal projections 

(Bamford et al., 2004). Finally, SPNs also express different neuropeptides and genes, further 

segregating their properties and potentially specific function in the striatum.  

Cholinergic interneurons (CINs) 

CINs represent 1-2% of all striatal neurons, however, their influence is substantial. CINs 

have large somata (20-50 µm), long-ranging dendritic arborizations and extensive axonal fields 

(Kawaguchi et al., 1995; Wilson CJ, 1990). CINs are spontaneously active and respond to reward 

predicting cues and salient outcomes (Apicella et al., 1997; Goldberg & Reynolds, 2011). Their 

response is typically triphasic, starting with initial burst firing followed by a prolonged pause and 

a rebound in burst firing. Given their widespread reach and unique firing pattern, CINs are poised 

to modulate the striatal microcircuitry and overall striatal function.  

A key feature of CINs is their pause in tonic firing. Classic studies of “Tonically Active 

Neurons” (TANs), the presumed counterparts of CINs in non-human primates (NHPs), 

demonstrate that TANs will pause in firing in vivo following a salient cue. When the salient cue is 

not paired with a reward ~15% of TANs will pause, however, when the salient cue is repeatedly 

paired with a reward 60-70% of TANs will pause their firing (Figure 1.2A) (Aosaki et al., 1994a). 

What are the mechanisms underlying the CIN pause? Original studies done in NHPs, demonstrate 

that the CIN pause is DA dependent. DA lesions and local administration of a D2R antagonist 

completely abolished the pause (Figure 1.2B) (Aosaki et al., 1994b; Watanabe & Kimura, 1998).  

This is consistent with more recent studies done in rodents demonstrating that CIN pauses can be 

induced by local exposure to DA or by stimulation of DA terminals, and are both abolished by 

D2R antagonists (Augustin et al., 2018; Chuhma et al., 2014; Straub et al., 2014; Wieland et al., 
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2014). Furthermore, CIN pauses that are induced by DA or by local stimulation of the striatum are 

eliminated in a selective CIN D2R knockout mouse (Augustin et al., 2018; Kharkwal et al., 2016). 

  

A 

B 

Figure 1.2. Pauses in TAN activity are induced by salient cues and are DA dependent. (A) Single unit recordings 

of TANs during a behavioral task before (left) and after (right) conditioning. TANs pause their firing to the click 

after the learned association of the click with reward. EMG traces show increased activity of tongue muscles after 

conditioning but not before. Adapted from (Aosaki et al., 1994a). (B) Population activity of TANs recorded before 

(top) and after (middle) conditioning, and after MPTP infusion (bottom left) and on the intact side (bottom right). 

Conditioned pauses in TAN activity are abolished after DA lesions. Adapted from (Aosaki et al., 1994b) 
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Finally, the CIN pause coincides with changes in DA activity in response to reward-predicting 

cues (see below) (Schultz, 2007; Schultz et al., 1997). Together, these studies support a role for 

DA in regulating the CIN pause.  

Other studies suggest that the CIN pause is driven by excitatory inputs arising from the 

thalamus or cortex or by long-range GABAergic projections (Brown et al., 2012; Cover et al., 

2019; Ding et al., 2010; Doig et al., 2014; English et al., 2012b; Matsumoto et al., 2000; Zhang et 

al., 2018). Non-selective stimulation of thalamic inputs to the striatum leads to burst firing in 

striatal CINs followed by a pause that is blocked by a D2R antagonist (Ding et al., 2010). 

Consistent with this, selective stimulation of intralaminar nuclei of the thalamus terminals in the 

striatum causes CIN burst firing followed by a prominent pause. However, the CIN pause was not 

entirely abolished by D2R antagonism (Cover et al., 2019). Here, the mechanism proposed is that 

glutamatergic excitation of CINs leads to burst firing, due to their expression of HCN and sodium 

channels. (Bennett et al., 2000; Jiang & North, 1991). Following firing, CINs go into a pronounced 

after hyperpolarization state due to activation of calcium channels during the action potential, 

which triggers a potassium current (IKr) via activation of inward rectifying potassium (Kv7) 

channels (Goldberg & Wilson, 2005; Kawaguchi, 1993; Reynolds et al., 2004; Wilson CJ, 1990; 

Wilson & Goldberg, 2006; Zhang et al., 2018). Together, these studies suggest that the initiation 

of the CIN pause is driven by excitatory thalamic or cortical inputs.  

The cause for this discrepancy could be due to several factors, including the species or 

techniques used. Notably, the original primate studies showing DA dependence looked at the 

naturally evoked TAN pauses, while the rodent studies that used stimulation to evoke CIN pauses 

suggest DA independence. Therefore, further exploration of the mechanisms underlying the 

naturally evoked CIN pause should provide clarity on this question. 
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1.1.3 Striatal neuromodulators 

The two main neuromodulators in the striatum are dopamine (DA) and acetylcholine 

(ACh). Both DA and ACh are known for their involvement in key striatal functions including 

movement and reward processing. Notably, there is growing evidence that DA and ACh regulate 

the release of each other within the striatum. Here, I will describe each of their key targets and 

how they regulate striatal circuity and function. 

Dopamine (DA) 

DA plays an instrumental role in learning, acting as a teaching signal that reflects reward 

prediction error (Jermey J. Day et al., 2007; Ali Mohebi et al., 2019; Nasser et al., 2017; Schultz 

et al., 1997; Elizabeth E. Steinberg et al., 2013). This teaching function is encoded by phasic 

bursting of DA neurons, which induces a rapid but transient increase of extracellular DA. Initially, 

DA is released in response to an unpredicted reward, but over learning the response shifts away 

Figure 1.3. DA neurons encode 

reward prediction errors (RPEs). 

Before learning (top), an unpredicted 

reward enhances the activity of DA 

neurons. After learning (middle), the 

reward predicting cue elicits an increase 

in DA firing, while the now expected 

reward does not. After learning 

(bottom), unexpected reward omission 

depresses DA activity at the time when 

the reward was expected. Adapted from 

(Schultz et al., 1997). 
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from the reward outcome and towards the reward predicting cue. In the case of unexpected reward 

omission, DA neurons are depressed at the exact time the reward was expected (Figure 1.3) 

(Schultz, 2007; Schultz et al., 1997). On a longer timescale, DA encodes the availability of rewards 

for specific actions highlighting a role for DA in action selection (Schultz, 2007).   

DA neurons originating in the ventral midbrain terminate in the striatum. Dopaminergic 

inputs from the substania nigra pars compacta (SNc) terminate in the dorsal striatum (Prensa & 

Parent, 2001), while DA neurons from the ventral tegmental area (VTA) innervate the ventral 

striatum (Fields et al., 2007). DA modulates striatal circuity and function via DA receptors located 

on all striatal neurons; however, different neurons express different types of DA receptors. Striatal 

projection neurons (SPNs) differentially express DA receptors: dSPNs express D1 receptors while 

iSPNs express D2 receptors, as previously described. GABAergic interneurons primarily express 

D5 receptors (Centonze et al., 2003; Rivera et al., 2002). Cholinergic interneurons (CINs) express 

both D2 and D5 receptors (Yan et al., 1997; Yan & Surmeier, 1997), which I will discuss further. 

DA inhibits the activity of CINs via DA D2 receptors. Stimulation of DA terminals in the 

striatum, induces pauses in tonically active CINs that are blocked by D2 antagonists (Chuhma et 

al., 2014; Straub et al., 2014). DA mediated CIN pauses are also eliminated in a selective D2 

receptor knockout mouse (Kharkwal et al., 2016). Furthermore, overexpression of D2 receptors in 

CINs extends the pause resulting in a deficit in inhibitory learning (Gallo et al., 2021).  

Acetylcholine (ACh) 

Like DA neurons, CINs modulate their activity in response to reward predicting cues and 

reward outcomes (see above, Figure 1.2). Tonically active CINs release ACh into the extracellular 

space. CINs only account for 1-2% of all striatal neurons, however, their extensive axonal fields 

enable widespread ACh release, which can act locally or have a more expansive modulation via 
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volume transmission (Bolam et al., 1984; Contant et al., 1996). CINs provide the majority of the 

ACh within the striatum; however, it is rapidly degraded by extracellular acetylcholinesterase, an 

enzyme that limits ACh diffusion. ACh regulates striatal neurons via both muscarinic (mAChR) 

and nicotinic (nAChR) receptors. mAChRs are located on SPNs, CINs, GABAergic interneurons 

and cortical/thalamic afferents, while nAChRs are primarily expressed on DA terminals and 

GABAergic interneurons. 

The corticostriatal and thalamostriatal circuits that lead to excitation of striatal SPNs is 

modulated by ACh release (Bolam et al., 2000; Ding et al., 2008; Doig et al., 2010; P. Pakhotin & 

E. Bracci, 2007; Smith et al., 2004). Tonic release of ACh rapidly inhibits glutamate release from 

cortical and thalamic inputs via M2-class mAChRs, thereby reducing the excitation onto SPNs 

(Akaike et al., 1988; Barral et al., 1999; Briggs et al., 1981; Malenka & Kocsis, 1988). At the same 

time ACh acts directly on SPNs by potentiating their response to glutamate via M1-class mAChR 

(Ding et al., 2010). Therefore, it is suggested that presynaptic inhibition by ACh serves to tune 

excitation of these synapses while also priming SPNs to be more responsive to glutamatergic 

excitation. This mechanism supports a role for ACh in regulating corticostriatal and 

corticothalamic circuits underlying action selection (for an more in depth review, see (Goldberg et 

al., 2012). In addition, ACh excites striatal interneurons via nAChRs activation leading to 

inhibition of SPNs (English et al., 2012a; T. W. Faust et al., 2015; Koós & Tepper, 2002; Witten 

et al., 2010).   

ACh modulates striatal DA release via nAChRs, which are expressed on DA terminals. 

Stimulation of CINs in both acute brain slices and in vivo induces DA release in the striatum 

(Cachope & Cheer, 2014; Cachope et al., 2012; Cragg, 2006; David Sulzer et al., 2016; Threlfell 

et al., 2012). However, activation of nAChRs is complex. In acute brain slices, transient loss of 
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striatal ACh release reduces DA release following electrical stimulation but enhances DA release 

in response to DA burst firing (Zhou et al., 2001). Inhibition of acetylcholinesterase (AChE), the 

enzyme that breaks down extracellular ACh, also reduces DA release (Zhou et al., 2001). This 

result demonstrates excess ACh causes desensitization of nAChRs on DA terminals. Moreover, 

the effect of nAChR activation has been shown to be dependent on the frequency of DA neuron 

firing. In response to a single action potential, nAChR activation reduces DA release but enhances 

DA release during phasic burst firing (Rice & Cragg, 2004; Zhang & Sulzer, 2004; Zhou et al., 

2001). This is consistent with in vivo studies showing that nicotine at high concentrations will 

desensitize nAChRs, leading to enhanced DA release when DA neurons are burst firing (Pontieri 

et al., 1996). Furthermore, synchronized ACh release from CINs can evoke DA release via axo-

axonic activation of nAChRs located on DA terminals (Cachope et al., 2012; Threlfell et al., 2012). 

In addition, ACh enhances DA release in the striatum via M5 mAChRs on DA terminals (Shin et 

al., 2015). Taken together, these studies demonstrate that ACh directly affects DA release and acts 

as a frequency-dependent filter on DA release and provides insight on the delicate balance between 

DA and ACh signaling in the striatum.  

Both DA and ACh signals respond to reward outcomes and reward predicting cues and 

increasing evidence suggests that they co-regulate each other (Cachope & Cheer, 2014; Cachope 

et al., 2012; Chuhma et al., 2014; Cragg, 2006; Helseth AR, 2021; Kharkwal et al., 2016; Straub 

et al., 2014; David Sulzer et al., 2016; Threlfell et al., 2012; Yan & Surmeier, 1991). Therefore, 

further studies that can simultaneously measure task evoked changes in striatal DA and ACh levels 

during behavior are needed to determine if/how this coregulation drives learning and behavior. 

This type of experiment is now possible with recent technology advancements in imaging that 
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allow for DA and ACh levels to be monitored in awake behaving mice (Labouesse & Patriarchi, 

2021).  

1.2 Functions of the striatum 

As the primary input into the basal ganglia, the striatum receives sensory and motor 

information from the cortex and thalamus as well as modulatory input from dopamine afferents. 

Using this information the striatum has been shown to be important action selection, motor 

learning, motivation, reinforcement learning,  behavioral flexibility, and reward processing (Aoki 

et al., 2015; Aosaki et al., 1994a; Bradfield et al., 2013; Cachope et al., 2012; Carvalho Poyraz et 

al., 2016; Gallo et al., 2018; Gerfen & Surmeier, 2011; Joshua et al., 2008; Kellendonk et al., 2006; 

Schultz et al., 1997). Here, I will further discuss the striatum’s role in motivation/reinforcement 

learning and behavioral flexibility.  

1.2.1 Motivation and reinforcement learning 

The striatum regulates motivated behaviors (Carvalho Poyraz et al., 2016; Corbit et al., 

2001; Gallo et al., 2018; Lex & Hauber, 2010; Mai et al., 2012; Nowend et al., 2001; Tai et al., 

2012; Yin et al., 2005a; Yin et al., 2005b). Motivation can be defined as the process that initiates, 

guides, and maintains goal-directed behaviors. This process includes a “directional” component, 

engaging animals to select a behavior that leads to a desirable outcome, which is the basis of 

reinforcement learning. The “activational” component initiates and sustains the vigor and 

persistence of actions and depends motivational drive, which incorporates both internal state of 

the animal and its environmental context (Salamone, 1998; Simpson & Balsam, 2016). Deficits in 

motivation is common in many psychiatric disorders, including schizophrenia and addiction. 

Therefore, we can use reinforcement learning as a model to better understand the circuits 
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underlying motivation in health and in disease. Here, I will describe the key aspects of 

reinforcement learning.   

Reinforcement learning has several different components, allowing the dissection of each 

component when animals engage in reward-seeking behaviors. Initially, animals must learn that 

specific actions lead to rewarding outcomes. To do this, animals perform a cost-benefit analysis. 

The costs can include physical or mental effort, time, or loss of potential beneficial outcomes, 

while benefits can include the value of reward. Therefore, the value of each cost and each benefit 

must be computed and encoded. Importantly, the value of reward must be encoded when a goal is 

achieved and stored for retrieval in the future when achieving that goal becomes necessary again. 

This is crucial for reinforcement learning where the value of reward is dependent on both prior 

experience as well as the current state and environmental context. After completion of a cost-

benefit analysis, animals learn the necessary behavioral direction and vigor of action needed to 

repeatedly obtain a rewarding outcome (Simpson & Balsam, 2016).  

Dopamine (DA) plays a key role in reinforcement learning. In the 1980’s, Wolfram Schultz 

and colleagues performed single-unit recordings of midbrain DA neurons in primates during an 

instrumental task involving reach movements for a food reward following auditory and visual cues 

(Aebischer & Schultz, 1984; Schultz, 1986). These studies report an increase in phasic activity in 

~60% of recorded striatal projecting DA neurons that was time-locked to the presentation of the 

auditory and visual cues.  This increase in phasic DA activity also occurred before arm movement 

and prior to any EMG activity in the arm muscle. Moreover, DA responses were reduced when the 

visual cue was removed. Less than 1% of recorded DA neurons decreased their activity to the 

presentation of auditory and visual cues. About 30% of recorded DA neurons increased their phasic 

activity during reaching movements, however this change in DA activity was slow and less robust 
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compared to the changes in response to the auditory and visual cues, suggesting that the activity 

of DA neurons does not report specific movements. In contrast, this is substantial literature 

showing that changes in DA activity tracks with movement and is important for movement 

initiation and action selection (for an in depth review, see (Klaus et al., 2019). Later in the 1990’s, 

Schultz and colleagues showed that midbrain DA neurons respond to unpredicted rewards, reward-

predicting cues and unexpected reward omission (see above, Figure 1.3) (Schultz et al., 1997). 

Together, these studies provide evidence that DA is involved in reward prediction error, a model 

of reinforcement learning, which predicts that phasic DA release into the striatum encodes a 

discrepancy between the prediction and expectation of a reward outcome (Schultz, 1998).   

Like DA neurons, striatal cholinergic interneurons (CINs) are also engaged during 

reinforcement learning. In the 1980’s and 1990’s, researchers showed that tonically active neurons 

(TANs), the presumed counterpart of CINs, respond to conditioned sensory stimuli that signal 

reward and evoke behavioral reactions in highly trained primates, while not specifically 

responding to body movements (Apicella et al., 1991; Kimura, 1986, 1992; Kimura et al., 1984). 

Aosaki and colleagues extracellularly recorded the activity of striatal TANs in primates 

undergoing classical Pavlovian conditioning, where a click sound was paired with a reward. This 

study’s goals were to determine the activity of TANs during the acquisition phase and to test the 

maintenance and plasticity of the TANs response over training. Before conditioning, only 17% of 

recorded TANs responded to the click reward. During training, the number of TANs responding 

increased and by the end more than 50-70% of recorded TANs responded to the click reward. The 

responses included a pause in firing ~90 msec after the click and in some cells the pause was 

proceeded by a brief excitation and in most cells the pause was followed by a rebound excitation 

(see above, Figure 1.2). These responses were maintained over training and remained even after a 



14 

 

4 week break in training. Moreover, when they trained the primates to receive rewards to a new 

conditioned stimulus, the recorded TANs were able to switch their response to the new stimulus, 

indicating the flexibility of TAN responses. These results demonstrate that TANs are actively 

recruited during the acquisition phase of a reinforcement task as they respond to a reward-paired 

sensory stimuli that induces a conditioned behavior (Aosaki et al., 1994a). This responsiveness in 

TANs might modulate the activity of surrounding striatal projection neurons that are engaged in 

learned sensorimotor behaviors. 

Both DA neurons and CINs are engaged in reinforcement learning and changes in their 

activity are time-locked to each other. However, it remains unknown if they are encoding 

overlapping or distinct aspects of reinforcement learning. Therefore, further studies that can 

monitor the activity of DA neurons and CINs at the same time during learning will be crucial for 

answering this question. Morris and colleagues first developed this approach by conducting single-

unit recordings from striatal TANs and midbrain DA neurons in primates while they were 

subjected to a probabilistic instrumental conditioning task. They found that both DA neurons and 

TANs responded to reward-related events, including salient cues and reward outcomes. However, 

only DA neurons and not TANs responded to reward predictability (Morris et al., 2004). This 

result indicates that while DA neuron and TAN activity is coincident, they encode distinct 

properties underlying reinforcement learning. This is consistent with DA neurons and TANs 

encoding differences between reward and aversive events at distinct time points (Joshua et al., 

2008). However, it is yet to be determined if they mutually co-regulate each other during reinforced 

behaviors and whether the change in TAN/CIN activity is necessary for learning; therefore, 

manipulation of DA and ACh signaling is necessary to answer this question. 
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1.2.2 Behavioral flexibility 

 Behavioral flexibility can be defined as the ability to shift response patterns or strategies 

when there is a change in environmental contingencies. In addition to regions of the frontal cortex, 

the basal ganglia and specifically the dorsal medial striatum (DMS) has been implicated for its role 

in behavioral flexibility (Clarke et al., 2008; Ragozzino, 2007; Ragozzino et al., 2002). In addition, 

several neurochemicals have been implicated for the role in reversal learning, including serotonin, 

DA, ACh and glutamate (Izquierdo et al., 2017).  To study behavioral flexibility in humans, 

primates and rodents, researchers utilize a set of paradigms collectivity called reversal learning. 

Reversal learning requires a subject to flexibly shift their behavior when previously learned 

reward-related contingencies are reversed. Therefore, reversal learning can be used to assess 

behavioral flexibility when stimulus-outcomes (S-O) or response-outcomes (R-O) change 

(Izquierdo et al., 2017). Moreover, alterations in striatal dopamine (DA) and acetylcholine (ACh) 

are common in many neuropsychiatric disorders, including schizophrenia and Parkinson’s disease 

where patients are prone to deficits in cognitive flexibility (Bohnen & Albin, 2009; Howes et al., 

2012; Weinstein et al., 2017). Here, I will discuss the studies that implicate the DMS in behavioral 

flexibility and highlight how DA and ACh regulate reversal learning. 

 Neuroimaging studies done in humans show the recruitment of both the dorsal (Rogers et 

al., 2000) and ventral (Cools et al., 2002) regions of striatum during reversal learning, while basal 

ganglia lesions are linked to impairments in reversal learning. For example, neurotoxic lesions of 

the dorsal striatum (DMS) impair reversal learning in primates and rats (Braun & Hauber, 2011; 

Castañé et al., 2010; Clarke et al., 2008; Ragozzino, 2007). The DMS receives input from 

prefrontal cortex, including the orbitofrontal and prelimbic cortices, which both contribute to 

behavioral flexibility (Berendse et al., 1992; Dias et al., 1997; Jones & Mishkin, 1972; Nonneman 
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et al., 1974; Ragozzino, 2007). Several studies have examined how inactivation of the DMS affects 

acquisition and reversal learning. In one study, experimenters used 2% tetracaine (TET) to 

inactivate the DMS and tested rat’s performance during a response and visual discrimination task. 

In each task, rats had the choice to make a right or left turn and a visual cue was randomly place 

in one of the choice arms. In the response task, once a choice was made to turn left or right the rat 

must continue to turn in the same direction to receive a food reward regardless of the visual cue. 

In the visual task, rats had to enter the visual cue arm and continue to turn to the visual cue arm 

regardless of turning in the same direction to receive a food reward. TET inactivation of the DMS 

did not impair the acquisition of either the response or visual task strategy. However, DMS 

inactivation did impair a shift between the response and visual strategies. Further analysis of the 

error pattern revealed that DMS inactivation did not increase preservation errors, but rather caused 

an increase in regressive errors, indicating an inability to adapt a new strategy (Ragozzino et al., 

2002). This finding is consistent with other studies where DMS inactivation and lesions of the 

DMS cause an impairment in reversal learning (Kolb, 1977; Pisa & Cyr, 1990; Ragozzino & Choi, 

2004).    

 Striatal dopamine (DA) neurons and tonically active neurons (TANs) play a key role in 

reinforcement learning (see above). Are both DA and ACh also involved in behavioral flexibility? 

Studies in humans, primates and rodents have demonstrated DA’s role in reversal learning. In 

humans, methylphenidate, a drug commonly used to treat attention deficit disorder (ADD) and 

attention deficit hyperactivity disorder (ADHD), increases extracellular DA levels via blocking 

the DA transporter, DAT, and improves reversal learning (Clatworthy et al., 2009). Consistent 

with this, stimulation of DA neurons in the substania nigra pars compacta (SNc) or ventral 

tegmental area (VTA) improves performance in spatial reversal learning in rats (Adamantidis et 
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al., 2011; Rossi et al., 2013), while DA depletion in the striatum causes impairments in reversal 

but not acquisition learning in marmosets (Clarke et al., 2011). Together, these studies suggest that 

DA signaling, and the availability of striatal DA optimize reversal learning.  

As previously described, DA modulates striatal circuits via different DA receptor subtypes 

and each subtype has been shown to have different roles in regulating reversal learning. First, DA 

D2 receptor (D2R) agonists and antagonists impair reversal learning in humans (Mehta et al., 

2001), primates (Lee et al., 2007; Smith et al., 1999) and rodents (Boulougouris et al., 2009). This 

is consistent with studies showing that non-specific D2R ablation in mice also impairs performance 

in reversal learning in mice (De Steno & Schmauss, 2009; Kruzich & Grandy, 2004; Kruzich et 

al., 2006). Of note, these D2R ablation studies were not cell-type specific, therefore, studies that 

selectively delete D2Rs from specific striatal neurons will reveal the role of each D2R expressing 

cell type in reversal learning. Moreover, low D2R availability correlates with impaired reversal 

learning in humans (Jocham et al., 2009), primates (Groman et al., 2011) and rodents (Laughlin et 

al., 2011). These studies indicate that reversal learning relies on the optimal balance of D2R 

function. In contrast, antagonism of DA D1 receptors (D1Rs) does not impair reversal learning in 

primates (Lee et al., 2007).   

Like DA neurons, changes in TAN/CIN activity are associated with initial learning in a 

reinforcement task (see above) (Joshua et al., 2008; Morris et al., 2004). Despite this, 

pharmacological and CIN-specific lesion studies in the dorsomedial striatum (DMS) and ventral 

striatum (NAc) does not reveal a role for striatal ACh during initial learning, but rather impaired 

performance when task contingencies change (Aoki et al., 2015; Bradfield et al., 2013; Brown et 

al., 2010; Okada et al., 2014; Okada et al., 2017; Ragozzino et al., 2009). This is consistent with a 

study where genetic inactivation of the vesicular acetylcholine transporter (vAChT), which 
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eliminates ACh storage and release in the striatum, causes an impairment in reversal but not 

acquisition learning (Favier et al., 2020).  Several hypotheses have been proposed to explain why 

CIN activity is sensitive to changes in task contingencies that guide behavioral flexibility. First, 

one group proposed that CINs “track beliefs of the current state” (Stalnaker et al., 2016). Another 

group proposed that CIN activity is important for decreasing the interference between old and new 

memories, which is important for switching actions when task contingencies change (Bradfield et 

al., 2013).  

CIN activity is multiphasic in response to salient cues and reward outcomes (see above). 

This multiphasic response might differentially regulate the activity of striatal projection neurons 

(SPNs) and guide animals to stop current actions and explore alternative actions. Researchers have 

shown that the initial excitation and rebound excitation in the CIN response inhibits SPN activity, 

however, the consequences of the CIN pause on SPN activity depends on the duration of the pause.  

Using optogenetic tools to vary the length of the CIN pause, these studies have demonstrated that 

length of CIN pauses differentially modulates SPN activity. Short pauses (< 500 msec) have a 

minimal effect on SPN activity, medium pauses (> 500 msec) moderately inhibit SPN activity, 

while longer pauses (15 sec) strongly disinhibit SPN activity (English et al., 2012b; Witten et al., 

2010; Zucca et al., 2018). Therefore, this discrepancy in CIN pause length on regulating SPN 

activity could indicate that shorter and longer pauses may have different effects on flexible 

learning. This hypothesis was supported by computational modeling. In this model, varying the 

lengths of CIN pauses had no effect on acquisition learning but did effect reversal learning 

(Franklin & Frank, 2015). While shorter CIN pauses facilitate quicker reversal learning, longer 

pauses slows down reversal learning (Figure 1.4). This model supports the hypothesis that shorter 

CIN pauses results in decreased activity-dependent plasticity of corticocortical projections, which 
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allows for the flexibility to explore alternative actions in future trials. In contrast, longer CIN 

pauses cause stronger disinhibition of SPNs via increased activity-dependent plasticity of 

corticocortical projections, supporting the preservation of current actions while inhibiting 

exploration of alternative actions. Therefore, future studies that can manipulate the length of CIN 

pauses during behavior flexibility tasks will determine if varying pause lengths does affect reversal 

learning. Moreover, both striatal DA and ACh have been shown to regulate flexible learning, 

however, it has yet to be determined if they are co-regulating each other or acting independently 

of each other to guide behavioral flexibility.  

1.3 Conclusions 

 There is growing evidence that striatal dopamine (DA) and acetylcholine (ACh) mutually 

co-regulate each other. In this chapter, I have described the extensive research showing that DA 

and ACh signals overlap during key striatal-dependent functions, including reinforcement and 

flexible learning. I have also outlined the mechanisms by which DA and ACh regulate they release 

of each other. However, several questions remain. First, do striatal DA and ACh co-regulate each 

other to promote learning? Second is the multiphasic response of CINs entirely regulated by DA 

A B 

Figure 1.4. Computational modeling of CIN pauses predicts performance during reversal learning. (A) 

Varying CIN pause duration does not affect acquisition learning. (B) Shorter CIN pauses enhances reversal 

learning, while longer pauses slows down reversal learning. Adapted from (Franklin & Frank, 2015). 
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via its receptors on CINs? This question remains open and controversial as the literature supports 

a role for DA as well other striatal inputs, including thalamus and cortex in regulating the CIN 

pause. Third, what are the behavioral consequences of varying CIN pause durations? Future work 

will need to explore the mechanisms underlying different pause lengths and how learning is 

affected. Fourth, how does varying CIN pause lengths affect DA signaling? While the literature 

has described the effect of CIN pause lengths on corticostriatal projection plasticity, it remains 

unknown how DA signaling is affected. Answering these questions will be vital to understanding 

how co-regulation of DA and ACh signaling affects striatal function and learning. Ultimately, this 

work could enhance our understanding of several neuropsychiatric disorders and provide a 

framework for better therapeutic strategies.  

 This thesis describes work done to address some of these key questions. First, a new 

imaging strategy to simultaneously monitor the activity of striatal DA and ACh during behavior 

was used to determine how DA regulates the ACh dip in a reinforcement task. I found that the 

duration, but not the initiation, of the ACh dip is dependent on striatal DA via proper CIN DA 

receptor (D2R) function. In addition, the rebound in ACh levels are also dependent on DA. These 

results confirm that there is a DA-dependent and a non-DA-dependent component of the CIN 

pause. Moreover, I found that CIN D2Rs are necessary for the coordinated activity between DA 

and ACh. Next, I explored the consequences of a shorter ACh dip on behavior. First, I found that 

the size of the ACh dip inversely correlates with behavioral responding: the larger the dip the faster 

the mice pressed a lever in a reinforcement task. This result suggests a role for ACh in motivated 

behavior. Finally, I found that selective ablation of CIN D2Rs shortens the ACh dip and facilitates 

reversal learning in a probabilistic choice task. This finding indicates that the length of the ACh 

dip is important for flexible learning, supporting the computational model by Franklin and Frank 
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where shorter CIN pauses promote reversal learning compared to longer pauses (see above) 

(Franklin & Frank, 2015).  

 Altogether, these findings reveal the importance of optimal balance between striatal DA 

and ACh signaling underlying key striatal functions. This work also provides hope for the 

development of new treatment strategies for many neuropsychiatric disorders.  

 Lastly, as part of this thesis work as outlined in Appendix A, we examined the role of D2Rs 

in indirect pathway spiny projection neurons (iSPNs) in the ventral striatum (NAc). The goal of 

this study was to determine the behavioral consequences of upregulation of D2Rs in NAc iSPNs. 

We found that upregulation of D2Rs in iSPNs did not affect Pavlovian conditioning or extinction 

and did not impair No-Go learning. Our results support previous findings that D2Rs in NAc iSPNs 

play a specific role in motivation by balancing cost/benefit computations but do not necessarily 

affect associative reward learning (Gallo et al., 2018; Martyniuk et al., 2021). 
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Chapter 2: Dopamine D2Rs Coordinate Cue-Evoked 

Changes in Striatal Acetylcholine Levels 

2.1 Abstract 

In the striatum, acetylcholine (ACh) neuron activity is modulated co-incident with 

dopamine (DA) release in response to unpredicted rewards and reward predicting cues and both 

neuromodulators are thought to regulate each other. While this co-regulation has been studied 

using stimulation studies, the existence of this mutual regulation in vivo during natural behavior is 

still largely unexplored. One long-standing controversy has been whether striatal DA is responsible 

for the induction of the cholinergic pause or whether D2R modulate a pause that is induced by 

other mechanisms. Here, we used genetically encoded sensors in combination with 

pharmacological and genetic inactivation of D2Rs from cholinergic interneurons (CINs) to 

simultaneously measure ACh and DA levels after CIN D2R inactivation. We found that CIN D2Rs 

are not necessary for the induction of cue induced dips in ACh levels but regulate dip lengths and 

rebound ACh levels. Importantly, D2R inactivation strongly decreased the temporal correlation 

between DA and Ach signals not only at cue presentation but also during the intertrial interval. 

This points to a general mechanism by which D2Rs coordinate both signals. At the behavioral 

level D2R antagonism increased the latency to lever press, which was not observed in CIN-

selective D2R knock out mice. This latency correlated with the cue evoked dip length supporting 

a role of the ACh dip and it’s regulation by D2Rs in motivated behavior. Overall, our data indicate 

that striatal DA coordinates phasic ACh and DA signals via CIN D2Rs, which is important for the 

regulation of motivated behavior. 
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2.2 Introduction 

Dopamine (DA) plays a key role in learning, serving as a teaching signal that reflects 

reward prediction error (Jermey J. Day et al., 2007; Ali Mohebi et al., 2019; Nasser et al., 2017; 

Schultz et al., 1997; Elizabeth E. Steinberg et al., 2013). This teaching function is encoded in the 

phasic bursting of DA neurons, which induces a rapid but transient increase of extracellular DA. 

DA is initially released in response to an unpredicted reward, but with learning the response shifts 

away from the reward outcome towards reward predicting cues (Schultz, 2007; Schultz et al., 

1997).  

Like DA neurons, cholinergic interneurons (CINs) in rodents and their presumed 

counterparts, “tonically active neurons” (TANs), in primates modulate their activity in response to 

reward predicting cues and salient outcomes. CINs represent about 1-2% of the neurons in the 

striatum and regulate mental processes including reinforcement learning, action selection, 

associative learning, and cognitive flexibility (Aoki et al., 2015; Bradfield et al., 2013; Joshua et 

al., 2008; Matamales et al., 2016; Maurice et al., 2015; Morris et al., 2004; Okada et al., 2014). 

Pharmacogenetic inhibition of CINs in the NAc also increases the influence of appetitive cues on 

instrumental actions pointing to a role of striatal ACh in motivation (Collins et al., 2019). CINs 

are tonically active and show a multiphasic response to salient and conditioned stimuli that can 

http://dio.org/10.1101/2021.12.08.471871
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include a short excitation followed by a prominent pause and rebound excitation (Aosaki et al., 

1994b; Aosaki T, 1994b; Apicella, 2007; Apicella et al., 2009; Apicella et al., 2011). This 

multiphasic response in CIN firing coincides with phasic activation of midbrain DA neurons that 

terminate in the striatum (Joshua et al., 2008; Morris et al., 2004; Schultz, 2007; Schultz et al., 

1997). Furthermore, there is increasing evidence that DA and ACh regulate each other within the 

striatum (Cachope & Cheer, 2014; Cachope et al., 2012; Chuhma et al., 2014; Cragg, 2006; Helseth 

AR, 2021; Kharkwal et al., 2016; Straub et al., 2014; David Sulzer et al., 2016; Threlfell et al., 

2012; Yan & Surmeier, 1991).  

Here, we will focus on the DA-regulation of the multiphasic ACh response. One long-

standing discussion in this regard has been whether the cholinergic pause is dependent on DA via 

DA D2R receptor (D2R) mediated inhibition of CINs. Early evidence that the CIN pause is DA 

dependent originate from studies in non-human primates (NHPs). In vivo electrophysiological 

recordings from TANs have revealed a pronounced pause in firing to a reward-predicting stimulus. 

This pause was entirely abolished by 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP) 

lesions of DA neurons and local administration of a D2R antagonist (Aosaki et al., 1994b; 

Watanabe & Kimura, 1998). Consistent with this, more recent slice physiology studies in rodents 

have shown that pauses in CIN activity can be induced by local application of DA or DA terminal 

stimulation, which both are eliminated by pharmacological blockade of D2Rs (Augustin et al., 

2018; Chuhma et al., 2014; Straub et al., 2014; Wieland et al., 2014). Additionally, optogenetic 

stimulation of NAc DA terminals results in a pause in CIN firing and this pause is prolonged when 

D2Rs are selectively overexpressed in CINs (Gallo et al., 2021). Lastly, pauses generated by DA 

or local stimulation of the striatum are eliminated in a selective CIN D2 knockout mouse (Augustin 

et al., 2018; Kharkwal et al., 2016). Taken together, the slice physiology experiments provide 
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evidence that the CIN pause can be induced by DA activation in a CIN D2R dependent manner 

while the NHP studies show the necessity for DA and D2Rs for the generation of the pause. 

However, more recent evidence suggests that the CIN pause is not induced by DA but by 

cortical, thalamic, or long-range GABAergic inputs (Brown et al., 2012; Cover et al., 2019; Ding 

et al., 2010; Doig et al., 2014; English et al., 2012b; Matsumoto et al., 2000; Zhang et al., 2018). 

Consistent with this, stimulation of cortical and thalamic inputs to the striatum in slices or in vivo 

induces a triphasic cholinergic pause. One model suggests that the cholinergic pause is generated 

by intrinsic properties of CINs. When CINs come out of the early glutamatergic excitation, 

voltage-gated potassium channels (Kv7.2/7.3) open and induce an after-hyperpolarization that 

induces the pause. In this model DA plays a role in augmenting the intrinsically induced pause 

(Zhang et al., 2018). Consistent with this, thalamo-striatal stimulation induced a pause that was 

shortened but not fully abolished by a D2R antagonist (Cover et al., 2019). However, in earlier 

influential slice physiology experiments, the pause induced by thalamic stimulation was fully 

blocked by D2R antagonism suggesting that activation of DA release from intrastriatal DA 

terminals was responsible for pause generation (Ding et al., 2010). 

One limitation of the mechanistic studies in rodents has been that they relied on stimulation 

experiments rather than on DA evoked by natural stimuli. While the early NHP studies suggested 

necessity for DA in inducing the pause during behavior, these studies lacked the cellular specificity 

for excluding the possibility that the effects of pharmacological D2R blockage were due to 

inhibiting D2Rs on CINs vs other neuronal populations. 

Here, we used genetically encoded biosensors (Labouesse & Patriarchi, 2021) to 

simultaneously monitor DA and ACh in the dorsal striatum during behavior in mice with 

pharmacological blockade and/or selective ablation of D2Rs from CINs. Using this approach, we 
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addressed the question of whether the natural stimulus induced pause is fully dependent on DA or 

not. We first determined whether changes in DA and ACh levels occur simultaneously to reward-

predicting stimuli in mice as has been shown in NHPs via electrophysiological recordings of DA 

and TAN neurons (Morris et al., 2004). In vivo imaging of ACh and DA levels revealed cue-

induced decreases in striatal ACh and increases in DA levels, confirming the ability to measure 

concomitant ACh dips and DA peaks with functional imaging. Using a Pavlovian learning task, 

we confirmed that both signals co-occur and develop in parallel during the training of the task. 

Using a simpler reinforcement task that enables better quantification of the neuromodulator 

signals, we quantified cue-induced changes in DA and ACh after manipulating D2R function. We 

found that selective ablation of D2Rs from CIN or blocking D2Rs in control mice with the selective 

D2R antagonist eticlopride did not abolish the stimulus-induced decrease in ACh levels. Rather it 

shortened the length of dip and enhanced ACh rebound levels in a dose dependent manner. This 

indicates that DA is necessary for controlling the overall shape of the ACh dip. During 

simultaneous recordings experiments, the relationship between DA and ACh was strongest in 

response to reward predicting cues but still present during the intertrial interval supporting a 

general mechanism by which DA coordinates ACh levels. At the behavioral level, D2R 

antagonism increased the latency to lever press to a reward-paired lever, but this relationship was 

abolished when we inactivated CIN D2Rs. Moreover, cue evoked changes in ACh levels correlated 

with the latency to press, altogether supporting a role of the ACh dip in motivated behavior. 

2.3 Results 

The goal of this study was to determine if behaviorally induced decreases in ACh levels 

are entirely dependent on CIN D2Rs. To address this question, we used genetically encoded 
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sensors in combination with pharmacological and genetic inactivation of D2Rs from CINs to 

simultaneously measure ACh and DA levels after CIN D2R inactivation.  

2.3.1 GACh3.0 allows for measuring fast decreases in task evoked ACh levels 

First, we validated our experimental approach to simultaneously image changes in ACh 

and DA levels within the same mouse (Figure 2.1A) during an instrumental task, continuous 

reinforcement (CRF) (Figure 2.1B). We aligned our photometry signals to the lever extension, 

which with training becomes a reward predicting cue. After 3 days of training, we observed an 

increase in DA (red) and a decrease in ACh (blue) at lever extension presentation (Figure 2.1C). 

To confirm that the fluorescent indicator, GACh3.0, is measuring changes in ACh levels (and not 

movement artefacts or electrical noise), we measured the GACh3.0 signal in the presence of 15 

mg/kg scopolamine, a M3R muscarinic antagonist, which targets the GACh3.0 parent receptor 

(M3R). We found that scopolamine blocked the detection of ACh levels in response to lever 

extension when compared to saline injections (Figure 2.1D).  
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To confirm that the GACh3.0 sensor has the kinetics to measure a rapid decrease in ACh 

levels, we expressed the inhibitory opsin eNpHR3.0 in ChAT-IRES-Cre mice to selectively inhibit 

CINs. Lever extension induced decreases in ACh levels within 250 ms showed varying lengths 

trial by trial (Figure 2.1E). Light activation of eNpHR3.0 induced a dip with even shorter latency 

(latency to dip onset 206.4 [186.8-226.1] ms, n=5 mice), which was followed by a rebound in ACh 

levels (Figure 2.1G). The optogenetic experiment was performed in the home cage. This is 

consistent with CINs displaying rebound activity after injecting hyperpolarizing currents in brain 

slices (Wilson, 2005) and optogenetic inhibition in vivo (English et al., 2012b). Combined, these 

data show that GACh3.0 can measure fast decreases in ACh levels. It also indicates that ACh 

release is tightly controlled by CIN neuron activity, while degradation is rapidly regulated by 

acetylcholinesterase (AChE).  

2.3.2 Simultaneous changes in DA and ACh signals in response to a reward predicting stimulus 

To determine whether changes in DA and ACh levels in response to reward predicting 

stimuli are co-incident, we measured the release of DA and ACh during a classic Pavlovian reward 

learning task (Figure 2.2B). Using fiber photometry and genetically encoded fluorescent 

indicators, we simultaneously imaged DA and ACh in separate hemispheres within the same 

animal. On Day 1 of training, we observed an increase in DA (red) and a decrease in ACh (blue) 

Figure 2.1. GACh3.0 reliably measures fast decreases in ACh during an instrumental task. (A) Schematic of 

the surgery setup. All mice were injected with both biosensor viruses (GACh3.0 and dLight1.2) in separate 

hemispheres of the DMS and counterbalanced across mice. Fiber photometry lenses were bilaterally implanted at 

the site of viral injection to simultaneously monitor ACh and DA in the same mouse. (B) CRF task design. Mice 

were trained to press a lever to retrieve a milk reward for 60 trials/day with a variable ITI (40 s). (C) Changes in 

fluorescence (F/F (%)) aligned to lever extension (timepoint= 0 s). DA levels (red) increased and ACh levels (blue) 

decreased, N= 5 mice in trained mice. (D) 15 mg/kg of scopolamine (green), a mAChR antagonist, blunts the initial 

ACh peak and dip compared to saline (black) confirming that the GACh3.0 sensor is reporting changes in ACh 

levels. N= 4 mice. (E) Heatmap of ACh responses aligned to lever extension (Time= 0 s) and sorted by duration of 

ACh dip for 300 individual trials (60 trials in 5 mice). (F) Schematic of the surgery setup. ChAT-ires-Cre mice were 

co-injected with GACh3.0 and Cre-dependent halorhodopsin into the DMS and a fiber photometry lens was 

implanted at the site of viral injection. (G) Approximation of trials with short dips (bottom) and long dips (top) using 

the short and long optogenetic inhibition protocol (100 trials, 20 trials/ 5 mice).  
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during unexpected reward following the offset of the CS+. Over training, we saw these changes in 

both DA and ACh shift to the onset of the CS+ tone, while decreasing to the now expected reward. 

We did not observe these changes during CS- trials. We then related the changes in DA and ACh 

to changes in anticipatory nose poking during the CS+ as a measure of learning. We found that 

both DA and ACh signals correlated well with anticipatory head poking in one animal (Figure 

2.2C). However, other mice did not show any anticipatory responding as this task is non-contingent 

and head poking is not required to obtain the reward during CS+ trials. These findings indicate 

that DA and ACh signals co-develop with learning in response to a reward predicting stimulus.  

Figure 2.2. Co-development of DA and ACh signals to a reward predicting cue. (A) Pavlovian task design. 

Mice were trained on 24 (12 CS+, 12 CS-) trials/day for 5 days. Each trial starts with a 10 s tone (CS+ or CS-). At 

the end of the CS+ a dipper comes up presenting a milk food reward for 5 s. There is an intertrial interval (ITI) 

variable in length (100 s).  (B) Changes in fluorescence (F/F (%)) over 5 days of training for DA (red) and ACh 

(blue) aligned to CS+ (left) and CS- (right) onset. Signals were averaged over 12 CS+ and 12 CS- trials/day, N= 3 

mice. (C) Maximum change in DA peak (blue) and ACh dip (red) after CS+ onset over 5 days of training (60 trials) 

for Mouse A (left). Anticipatory responding (black) is calculated as the difference in nose poking during the CS+ 

quintile with the maximum responses (Q4 or 5) and the first quintile. Correlations between DA and ACh maxima 

and behavioral responding: r= 0.4, p<0.002 and r= -0.41, p<0.002, respectively. We did not observe the same 

correlation between DA/ACh and anticipatory responses in Mouse B (middle) or Mouse C (right). 
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2.3.3 D2 receptor blockade dose dependently decreases ACh dip durations and enhances the 

rebound in ACh levels 

To determine if the cue induced ACh dip is dependent on DA activation of D2Rs, we used 

the CRF task as it allows for more trials per session aiding the quantification of the signal. After 

systemic delivery of the D2R antagonist eticlopride we found a dose-dependent shortening of the 

Figure 2.3. D2R antagonism decreases ACh dip duration and enhances rebound. (A) Changes in ACh 

fluorescence (F/F (%)) aligned to lever extension with saline (black) and increasing doses of eticlopride: 0.1 mg/kg 

(pink), 0.25 mg/kg (green), 1.0 mg/kg (red), 2.5 mg/kg (orange) and 5.0 mg/kg (blue). (B) Negative AUC is reduced 

by eticlopride in a dose-dependent manner (F(1.694, 6.777) = 8.756, p = 0.0150). (C)  The rebound AUC is increased by 

eticlopride in a dose-dependent manner (F(1.549, 6.197) = 8.833, p= 0.0181) (D) Total AUC is increased by eticlopride in 

a dose-dependent manner (F(1.612, 6.448) = 8.724, p = 0.0170). (E) Dip duration is decreased by eticlopride in a dose-

dependent manner (F(1.392, 5.569) = 36.37, p = 0.0009). (F) The dip amplitude was not affected by eticlopride (F(2.063, 8.251) 

= 1.864, p = 0.2147).  
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ACh dip, which uncovered a rebound following the pause (Figure 2.3A). We quantified these 

changes by calculating the area under the curve (AUC), dip duration and dip amplitude. We found 

that eticlopride significantly reduced the negative AUC (Figure 2.3B), increased the rebound AUC 

(Figure 2.3C), increased the total AUC (Figure 2.3D), and decreased the dip duration (Figure 

2.3E), while the dip amplitude was not affected by D2R antagonism (Figures 2.3F). This suggests 

that D2Rs do not participate in the initial induction of the ACh dip but do increase the duration of 

the 

dip and prevent rebound activity following the ACh dip. Since DA neurons are inhibited by D2 

auto-receptors, we also analyzed the effect of D2R antagonism on cue induced DA release and 

quantified changes in peak amplitude and AUC (Figure 2.4A). We found an overall effect of drug 

increasing the peak amplitude (Figure 2.4B) with the most prominent increase between saline and 

0.1 mg/kg. There was no overall effect of drug on the AUC (Figure 2.4C). These results confirm 

that blocking D2 auto-receptors on DA neurons increases phasic DA release.  

Figure 2.4. D2R antagonism increases phasic DA release. (A) Changes in DA fluorescence (F/F (%)) aligned 

to lever extension with saline (black) and increasing doses of eticlopride: 0.1 mg/kg (pink), 0.25 mg/kg (green), 1.0 

mg/kg (red), 2.5 mg/kg (orange) and 5.0 mg/kg (blue) in C57BL/6J mice. (B) Peak amplitude is increased by 

eticlopride in a dose-dependent manner (F(2.201, 8.805) = 4.268, p = 0.0480). The most prominent increase in peak 

amplitude is between saline and 0.1 mg/kg (p = 0.0069). (C) No overall effect of eticlopride on the AUC (F(1.440, 

5.759) = 2.347, p = 0.1807).  
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Individual CRF trials revealed varying durations of lever-extension aligned ACh dips that 

we sorted by lever press latency using a heatmap (Figure 2.5A). Based on this heatmap, we 

observed longer dips associated with quick press latencies and two smaller dips with slower press 

latencies with the second dip co-occurring with the lever press. Thus, for press latencies < 2 s the 

ACh is a combination of a cue induced and movement associated pause. To separate the cue 

induced pause from the movement induced pause, we analyzed trials with press latencies > 2 s. 

We still observed a decrease in the ACh dip duration with increasing doses of eticlopride (Figure 

Figure 2.5. D2R antagonism shortens cue evoked ACh dip and enhances rebound. (A) Heatmap of ACh 

responses aligned to lever extension (Time= 0 s) for 300 individual trials (60 trials in 5 mice) and sorted by response 

length (bottom). Blue dots show the lever press, and the pink dots show the head entry for each trial. White dashed 

box represents the cue evoked ACh response to the lever extension where press latencies > 2 s. (B) Changes in ACh 

fluorescence (F/F (%)) aligned to lever extension for only trials with press latencies > 2 s with increasing doses of 

eticlopride. (C) Negative AUC is reduced by eticlopride in a dose-dependent manner (F(2.237, 8.950) = 3.911, p = 

0.0569). (D) Rebound AUC is enhanced by eticlopride in a dose-dependent manner (F(1.667, 6.668) = 8.143, p = 0.0184). 

(E) Total AUC was increased by eticlopride in a dose-dependent manner (F(1.597, 6.387) = 8.542, p = 0.0182). (F) Dip 

duration was significantly decreased by eticlopride in a dose-dependent manner (F(1.657, 6.628) = 6.729, p = 0.0284). 

(G) Eticlopride had no effect on the dip amplitude (F(2.722, 10.89) = 0.5379, p = 0.6503).  
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2.5B). Quantification of the negative AUC revealed a non-significant but trending decrease with 

increasing doses of eticlopride (Figure 2.5C), while the rebound AUC increased (Figure 2.5D), the 

total AUC increased (Figure 2.5E) and the dip duration (Figures 2.5F) decreased. Eticlopride had 

no effect on the ACh dip amplitude (Figure 2.5G).  

We also examined the effect of D2R antagonism on cue induced DA release for trials with 

press latencies > 2s (Figure 2.6A). Quantification of DA peak amplitude (Figure 2.6B) and AUC 

(Figure 2.6C) revealed an overall increase in both measures. Moreover, we found a significant 

increase between saline and 0.1 mg/kg eticlopride for DA peak amplitude (Figure 2.6B). Taken 

together, these results demonstrate that the cue induced ACh dip and rebound levels are regulated 

by cholinergic D2Rs. 

2.3.4 D2R blockade decreases negative and enhances positive correlations between DA and ACh 

We further determined the relationship between ACh and DA levels within trials using a 

Pearson’s correlation analysis. Using a lag analysis, we temporally shifted the ACh recording 

behind or in front of the DA recording to identify maximal points of correlation. During CRF trials, 

Figure 2.6. D2R antagonism enhances cue evoked DA release for trials with press latencies > 2s. (A) Changes 

in DA fluorescence (F/F (%)) aligned to lever extension for only trials with press latencies > 2 s with increasing 

doses of eticlopride in C57BL/6J mice. (B) Peak amplitude of DA is increased by eticlopride in a dose-dependent 

manner (F(2.785, 11.14) = 5.804, p = 0.0133) with the most prominent increase between saline and 0.1 mg/kg (p = 0.0099). 

(C) DA AUC is increased by eticlopride in a dose-dependent manner (F(1.822, 7.288) = 6.872, p = 0.0244).  
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the strongest correlation is a negative correlation (Figure 2.7A, label 1, saline: Pearson’s r= -0.475 

± 0.037, N=5) that occurs when ACh lags DA (Lag= -178.92 ms ± 14.38 ms). This negative 

correlation, which reflects the ACh dip that follows the DA peak, is reduced with eticlopride in a 

dose-dependent manner (Figure 2.7B). Next, we found a small positive correlation (Figure 2.7A, 

label 2, saline: Pearson’s r= 0.039 ± 0.014) when ACh lags DA (Lag= -1.5 s ± 0.138 s). This 

positive correlation, which reflects the rebound in ACh, is significantly increased with eticlopride 

(Figure 2.7C).  

We then analyzed these correlations during the intertrial interval (ITI) to determine whether 

they are only present during stimulus induced DA/ACh signals or may represent a more general 

mechanism or coordination (Figure 2.8A). Of note, we looked for any interaction between DA and 

ACh regardless of event size. Like CRF trials, we observed two correlations during the ITI; DA 

peak leads ACh dip (Pearson’s r= -0.355 ± 0.065 and Lag= -212.34 ms ± 16.91 ms) and DA peak 

leads ACh peak/rebound (Pearson’s r= 0.058 ± 0.021 and Lag= -1.41 s ± 0.19 s). We found that 

Figure 2.7. Task dependent ACh-DA interactions are altered by D2R antagonism at lever extension. (A) 

Correlation between ACh and DA during CRF trials with increasing doses of eticlopride in 5 C57BL/6J mice. The 

ACh signal moved in front of or behind the DA signal to identify points of highest correlation. The first correlation is 

a negative correlation (1) with ACh lagging DA (Lag= -178.92 ms ± 14.38 ms) and the second correlation is a positive 

correlation (2) with ACh lagging DA (Lag= -1.5 s ± 0.138 s). (B) The negative correlation with the DA peak leading 

the ACh dip (inset) is significantly reduced dose-dependently by eticlopride (F(3.082, 12.33) = 18.67, p < 0.0001) (C) The 

positive correlation with the DA peak leading the ACh rebound (inset) is enhanced by eticlopride in a dose-dependent 

manner (F(2.325, 9.299) = 4.731, p= 0.0346).   
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eticlopride decreases the negative correlation in a dose-dependent manner (Figure 2.8B). 

Eticlopride also increased the positive correlation, which represents the ACh rebound (Figure 

2.8C). These results indicate that DA-ACh correlations are dependent on D2Rs. While they are 

strong during salient cue presentations the relationship between both signals still exists during the 

intertrial interval reflecting a general mechanism of co-regulation.  

2.3.5 Genetic inactivation of D2Rs from CINs decreases dip duration 

Systemic eticlopride injections block all D2Rs. To determine the specific modulatory role 

that D2Rs present in CINs play in the cholinergic pause, we used mouse genetics to selectively 

inactivate D2Rs from CINs (ChATDrd2KO mice). We observed a smaller and shorter ACh dip in 

ChATDrd2KO mice (Dip amplitude= 0.797 F/F ± 0.131 and Dip duration= 0.931 s ± 0.105 s) 

compared to control mice (Dip amplitude= 1.50 F/F ± 0.141 and Dip duration= 2.80 s ± 0.682 s) 

in trials with press latencies > 2 s (Figure 2.9A). Both, the dip amplitude, and dip duration were 

significantly reduced between the two groups (Figure 2.9B-C). Note that the effects of D2R 

Figure 2.8. General ACh-DA interactions are altered by D2R antagonism during the ITI. (A) Correlation 

between ACh and DA during the ITI with increasing doses of eticlopride in C57BL/6J mice. We observe the same 

two correlations during the ITI: a negative correlation (1) with ACh lagging DA (Lag= -212.34 ms ± 16.91 ms) and 

a positive correlation (2) with ACh lagging DA (Lag= -1.41 s ± 0.19 s) (B) The negative correlation with the DA 

peak leading the ACh dip (inset) is decreased by eticlopride in a dose-dependent manner (F(1.900, 7.598) = 4.606, p= 

0.0502). (C) The positive correlation with the DA peak leading the ACh rebound (inset) is increased dose-

dependently by eticlopride (F(2.118, 8.474) = 4.873, p= 0.0377).  
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deletion differed from the highest dose of eticlopride in that ChATDrd2KO mice showed 

differences in the dip amplitude while eticlopride did not.  

In contrast to ACh levels, stimulus induced DA release was not altered in ChATDrd2KO 

mice (Figure 2.10). This result indicates that loss of cholinergic D2Rs does not affect stimulus 

Figure 2.9. Selective D2R ablation from CINs alters the cue evoked ACh dip. (A) Changes in ACh fluorescence 

(F/F (%)) aligned to lever extension for only trials with press latencies >2 s for Drd2fl/fl control (black) and 

ChATDrd2KO (blue) mice, N= 4/genotype. (B) Dip amplitude is significantly smaller in ChATDrd2KO animals 

compared to controls (p= 0.0107). (C) Dip duration is significantly shorter in ChATDrd2KO mice compared to 

Drd2fl/fl controls (p= 0.0351).  
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induced DA release and confirm that the effects of DA regulation of the ACh dip are mediated by 

CIN D2Rs and not an indirect effect by potential changes in DA levels.  

2.3.6 DA-mediated changes in ACh levels are dependent on CIN D2Rs 

Next, we determined if D2Rs present in CINs are necessary for the effect of D2R 

antagonism on modulating the ACh dip. Control Drd2fl/fl mice were more sensitive to eticlopride 

than the C57BL/6J wild-type mice of Figure 4 as they did not complete any trials with the two 

highest doses, 2.5 mg/kg, and 5.0 mg/kg (Figure 2.11A-F). Quantification of the ACh dip using 

the 3 lower doses revealed a decrease in the negative AUC (Figure 2.11B), an increase in the 

rebound AUC (Figure 2.11C), an increase in the total AUC (Figure 2.11D) and a decrease in dip 

duration (Figure 2.11E) that were comparable to what we measured in the C57BL/6J mice (Figure 

2.5). Like the C57BL/6J mice, there was no effect on ACh dip amplitude with eticlopride (Figure 

2.11F). In contrast, in ChATDrd2KO mice, we observed no change in the ACh dip with eticlopride 

(Figure 2.11G) and there was no effect of eticlopride on the negative AUC (Figure 2.11H), the 

rebound AUC (Figure 2.11I), total AUC (Figure 2.11J), dip duration (Figure 2.11K), or dip 

amplitude (Figures 2.11L). These results confirm that D2Rs present in CINs are key players in the 

modulation of the ACh signal elicited by D2R antagonism.  

  

Figure 2.10. Selective D2R ablation from CINs does not alter cue-

evoked DA release for trials with press latencies > 2 s. (A) Changes 

in DA fluorescence (F/F (%)) aligned to lever extension for only trials 

with press latencies > 2 s for Drd2fl/fl control (black) and ChATDrd2KO 

(blue) mice, N=4/ genotype. (B) The DA peak amplitude is comparable 

between ChATDrd2KO and Drd2fl/fl control mice (p= 0.2744). 
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2.3.7 DA-mediated changes in DA-ACh correlations are dependent on CIN D2Rs 

Next, we assessed the effect of CIN D2Rs in the ACh-DA coregulation, again using 

Pearson’s r correlation analysis and lag analysis. We found that the interaction between DA and 

ACh was greatly reduced (> 2-fold) in ChATDrd2KO mice compared to Drd2fl/fl controls (Figure 

2.12). The negative correlation with ACh lagging DA was significantly smaller in ChATDrd2KO 

mice during both CRF trials (Figure 2.12A-B) and the ITI (Figure 2.12C-D) compared to Drd2fl/fl 

controls. We further examined the role of CIN D2Rs in the synchronization of DA and ACh 

activity using eticlopride to transiently block CIN D2Rs. Drd2fl/fl control mice showed a strong 

negative correlation during CRF trials (Figure 2.12A: Pearson’s r= -0.521 ± 0.038, N=4) with ACh 

lagging DA (Lag= -167.12ms ±18.82 ms) that was reduced by eticlopride (Figure 2.13B). In 

addition, a rebound in ACh activity was revealed, which is measured as a positive correlation 

(Figure 2.13A: Pearson’s r= 0.050 ± 0.030, N=4) with ACh lagging DA (Lag= -1.51 s ± 0.138 s) 

that was increased with increasing doses of eticlopride (Figure 2.13C). During the ITI, the negative 

correlation between ACh and DA with ACh lagging DA (Figure 2.14A: Lag= -213.81 ms ± 34.14 

ms) was attenuated by eticlopride (Figure 2.14B), while the positive correlation with ACh lagging 

DA (Lag= -1.39 s ± 0.208 s) was not significantly affected by eticlopride (Figure 2.14C). In 

ChATDrd2KO mice, neither the negative correlation between ACh and DA (Figure 2.15: 

Figure 2.11. D2R antagonism does not alter the cue evoked ACh dip in ChATDrd2KO mice. (A) Changes in 

ACh fluorescence (F/F (%)) aligned to lever extension for only trials with press latencies > 2 s for Drd2fl/fl control 

mice with increasing doses of eticlopride. (B) Negative AUC is decreased by eticlopride in a dose-dependent manner 

(F(1.387, 4.160) = 8.541, p = 0.0381). (C) Rebound AUC is increased by eticlopride in a dose-dependent manner (F(1.642, 

4.925) = 10.21, p = 0.0195). (D) Total AUC is increased dose-dependently by eticlopride (F(1.525, 4.676) = 23.14, p = 

0.0047). (E) Dip duration is decreased by eticlopride in a dose-dependent manner (F(1.664, 4.992) = 9.279, p = 0.0226). 

(F) Dip amplitude is not affected by eticlopride (F(1.433, 4.300) = 6.056, p = 0.0606). (G) Changes in ACh fluorescence 

(F/F (%)) aligned to lever extension for only trials with press latencies > 2 s for ChATDrd2KO mice with 

increasing doses of eticlopride. (H) Negative AUC is not affected by eticlopride (F(1.663, 4.990) = 0.7919, p = 0.4803). 

(I) Rebound AUC is not affected by eticlopride (F(1.706, 5.119) = 2.857, p = 0.1484). (J) Total AUC is not affected by 

eticlopride (F(1.844, 5.532) = 1.079, p = 0.3958). (K) Dip duration is not affected by eticlopride (F(1.848, 5.545) = 0.4380, p 

= 0.6516). (L) Dip amplitude is not affected by eticlopride (F(2.073, 6.219) = 2.546, p = 0.1551).  
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Pearson’s r= -0.231 ± 0.046, N=4) with ACh lagging after DA (Lag= -179.41 ms ± 30.66 ms, N=4) 

nor the positive correlation with ACh lagging DA (Lag= -1.635 s ± 0.174 s) were affected by 

eticlopride (Figure 2.15). During the ITI, we observed a smaller negative correlation between ACh 

and DA (Figure 2.12C: Pearson’s r= -0.153 ± 0.034, N=4) with ACh lagging DA (Lag= -282.62 

ms ± 93.81 ms) that was significantly smaller in ChATDrd2KO mice compared to control mice 

Figure 2.12. ACh-DA interactions are reduced in ChATDrd2KO mice. 

(A) Task evoked correlation between ACh and DA for Drd2fl/fl control 

(black) and ChATDrd2KO (blue) mice. (B) The negative correlation with 

ACh lagging DA is significantly reduced in ChATDrd2KO mice compared 

to Drd2fl/fl controls (p= 0.0155). (C) Correlation between ACh and DA 

during the ITI for Drd2fl/fl control (black) and ChATDrd2KO (blue) mice. 

(D) The negative correlation of ACh lagging DA is significantly reduced in 

ChATDrd2KO mice compared to Drd2fl/fl controls (p= 0.0052). 
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(Figure 2.12D) and was not affected by eticlopride (Figure 2.16). These results indicate that D2Rs 

in CINs regulate ACh dip and rebound levels.  

 

Figure 2.13. D2R antagonism alters cue-evoked ACh-DA interactions at the lever extension. (A) Correlation 

between ACh and DA during CRF trials with increasing doses of eticlopride in Drd2fl/fl control mice. The ACh 

signal moved in front of or behind the DA signal to identify points of highest correlation. The first correlation is 

a negative correlation (1) with ACh lagging DA (Lag= -167.12ms ±18.82 ms) and the second correlation is a 

positive correlation (2) with ACh lagging DA (Lag= -1.51 s ± 0.138 s) (B) The negative correlation with the DA 

peak leading the ACh dip (inset) is decreased by eticlopride in a dose-dependent manner (F(1.141, 3.424) = 15.48, p 

= 0.0221). (C) The positive correlation with the DA peak leading the ACh rebound (inset) is increased by 

eticlopride in a dose-dependent manner (F(1.338, 4.014) = 7.088, p = 0.0527).   

Figure 2.14. D2R antagonism alters general ACh-DA interactions during the ITI in Drd2fl/fl control mice. 

(A) Correlation between ACh and DA during the ITI with increasing doses of eticlopride in Drd2fl/fl control mice. 

The ACh signal moved in front of or behind the DA signal to identify points of highest correlation. The first 

correlation is a negative correlation (1) with ACh lagging DA (Lag= -213.81 ms ± 34.14 ms) and the second 

correlation is a positive correlation (2) with ACh lagging DA (Lag= -1.39 s ± 0.208 s) (B) The negative correlation 

with the DA peak leading the ACh dip (inset) is dose-dependently reduced by eticlopride (F(2.102, 6.307) = 18.68, p 

= 0.0021). (C) The positive correlation with the DA peak leading the ACh rebound (inset) is not significantly 

affected by eticlopride (F(1.276, 3.827) = 2.504, p = 0.1966). 
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2.3.8 D2R antagonism increases the latency to press in a CIN D2R dependent manner 

Figure 2.15. D2R antagonism does not alter cue evoked ACh-DA interactions in ChATDrd2KO mice at the 

lever extension. (A) Correlation between ACh and DA during CRF trials with increasing doses of eticlopride in 

ChATDrd2KO mice. The ACh signal moved in front of or behind the DA signal to identify points of highest 

correlation. The first correlation is a negative correlation (1) with ACh lagging DA (Lag= -179.41 ms ± 30.66 ms) 

and the second correlation is a positive correlation (2) with ACh lagging DA (Lag= -1.635 s ± 0.174 s). (B) The 

negative correlation with the DA peak leading the ACh dip (inset) is not affected by eticlopride (F(1.720, 5.161) = 

1.170, p = 0.3682). (C) The positive correlation with the DA peak leading the ACh rebound (inset) is not affected 

by eticlopride (F(2.016, 6.048) = 0.9160, p = 0.4500). 
 

Figure 2.16. D2R antagonism does not alter general ACh-DA interactions in ChATDrd2KO mice during 

the ITI. (A) Correlation between ACh and DA during CRF trials with increasing doses of eticlopride in 

ChATDrd2KO mice. The ACh signal moved in front of or behind the DA signal to identify points of highest 

correlation. The first correlation is a negative correlation (1) with ACh lagging DA (Lag= -282.62 ms ± 93.81 ms) 

and the second correlation is a positive correlation (2) with ACh lagging DA (Lag= -1.33 s ± 0.189 s) (B) The 

negative correlation with the DA peak leading the ACh dip (inset) is not affected by eticlopride (F(1.508, 4.523) = 

1.366, p = 0.3275). (C) The positive correlation with the DA peak leading the ACh rebound (inset) is not affected 

by eticlopride (F(1.747, 5.240) = 4.839, p = 0.0669).  
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We then determined if manipulating CIN D2R function affects behavior in the CRF task. 

Since D2R blockade induces catalepsy (Kharkwal et al., 2016) we wondered whether Drd2 

ablation or D2R antagonism alters behavioral responding (latency to press in the task), an indicator 

of motivated behavior. In C57BL/6J mice, we found that eticlopride significantly increased lever 

press latency in a dose-dependent manner (Figures 2.17A). Eticlopride had no effect on lever press 

latency in ChATDrd2KO mice, compared to Drd2fl/fl control mice (Figure 2.17B). Next, we 

determined if the size of the stimulus induced ACh dip correlates with behavioral responding. To 

do this, we analyzed the correlation between the AUC and lever press latency for trials with press 

latencies > 2s to isolate the stimulus induced ACh dip from the lever press associated dip. In 

C57BL/6J mice, we found a positive correlation between total AUC and press latency (Figure 

2.17C). Similarly, in Drd2fl/fl control mice, we found a similar positive correlation between total 

AUC and press latency (Figure 2.17E). This correlation was mainly driven by the ACh dip as the 

negative AUC positively correlated with press latency for C57BL/6J (Figure 2.17D) and Drd2fl/fl 

control (Figure 2.17F) mice. This positive correlation between total AUC and press latency was 

disrupted in ChATDrd2KO animals (Figure 2.17G), while there remained a weaker positive 

correlation between the negative AUC and press latency (Figure 2.17H). These data suggest that 

D2R mediated regulation of cholinergic ACh levels contribute to the regulation of motivated 

behavior. 
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2.4 Discussion 

Here, we investigated the mechanism by which striatal DA regulates cue induced changes 

in ACh levels during behavior. Understanding this mechanism is important because both 

neuromodulators coincidentally signal salient cues or outcomes during learning and motivated 

behavior and thus DA may regulate behavior via regulating ACh levels (Apicella et al., 1992). 

Moreover, it addresses the longstanding question of whether the ACh dip is fully dependent on 

striatal DA.  

By simultaneously recording task-evoked DA and ACh levels in mice we made several 

observations: First, we observed that changes in striatal DA and ACh levels are induced by reward-

predicting stimuli and the time locked signals develop in parallel with learning. Second, we found 

that pharmacological and genetic inactivation of D2Rs does not completely abolish the stimulus-

induced dip in ACh, but it does shorten the dip and enhances rebound levels. Third, using 

correlational analysis, we found a relationship between DA and ACh that was strongest in response 

to lever extension as a reward predicting cue but still present during the inter-trial interval. This 

relationship was disrupted by D2R inactivation. Fourth, we found that D2R antagonism increased 

latency to lever press during behavior, but this was abolished when we inactivated CIN D2Rs. 

Figure 2.17. Behavioral responding correlates with ACh event size but is affected 

by D2R antagonism and ablation. (A) Lever press latency is increased by eticlopride 

in a dose-dependent manner in C57BL/6J mice (F(1.383, 5.533) = 6.369, p = 0.0427). (B) 

D2R antagonism does not increase lever press latency in ChATDrd2KO mice (blue 

squares) compared to Drd2fl/fl controls (gray circles) (F(3,18) = 5.664, p = 0.0065, 

eticlopride x genotype). (C) Total AUC positively correlates with lever press latency 

in C57BL/6J mice (r= 0.30182, p= 0.0061753). (D) Negative AUC positively 

correlates with lever press latency in C57BL/6J mice (r= 0.24476, p= 0.027652). (E) 

Total AUC positively correlates with lever press latency in Drd2fl/fl control mice (r= 

0.28409, p= 0.00055904). (F) Negative AUC positively correlates with lever press 

latency in Drd2fl/fl control mice (r= 0.33639, p= 4.2582e-05). (G) Total AUC does not 

correlate with lever press latency in ChATDrd2KO mice (r= 0.099687, p= 0.22485). 

(H) Negative AUC positively correlates with lever press latency in ChATDrd2KO 

mice (r= 0.16233, p= 0.047179). 



46 

 

Lastly, the size of the cue evoked ACh dip but not rebound correlated with lever press latency, 

even for lever presses that happen long after the cued signal has ended. Altogether, these findings 

indicate that DA and cholinergic D2Rs are necessary for controlling the shape of the ACh dip and 

the coordinated activity between DA and ACh during reward driven behaviors. Moreover, the cue 

induced ACh dip correlates and therefore may drive behavioral responding during motivated 

behavior. 

2.4.1 Cue induced changes in striatal DA and ACh levels are time locked and develop in parallel 

with learning 

The changes in DA and ACh levels that we recorded in the Pavlovian conditioning task are 

consistent with DA neurons and CINs encoding unexpected rewards and reward-predicting cues 

(Aosaki T, 1994b; Joshua et al., 2008; Morris et al., 2004; Schultz et al., 1997; Watanabe & 

Kimura, 1998). Like these previous studies, that assayed neuronal activity, we see a robust increase 

in DA levels and a decrease in ACh levels to unexpected reward that diminish as the reward 

becomes expected. These data show that the neurotransmitter levels of both, DA and ACh, follow 

neuronal activity of their respective neurons with a sub-second kinetics. The fast induction of the 

ACh dip is particularly striking as it suggests fast degradation or diffusion of ACh.  

In addition, we observed similar changes in DA and ACh levels to the conditioned stimulus 

and not the unconditioned stimulus, which occur in parallel over learning. Our data is consistent 

with previous studies showing that both DA neurons and CINs respond to salient and conditioned 

stimuli. Moreover, we found that these changes in DA and ACh levels correlate with behavioral 

responding. However, this correlation was not observed in all tested mice due to the nature of the 

Pavlovian task. In the Pavlovian task, animals have the possibility to learn an association between 

the CS+ and reward. Consequently, some animals may show anticipatory responding during the 
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CS+ (head poking the reward port). However, because anticipatory behavior is not required to 

obtain a reward, some of the tested mice did not exhibit anticipatory head poking. Strikingly, the 

development of a DA and ACh signal over time indicate that these animals are nevertheless 

learning the stimulus-reward association. In conclusion, these data show that task-evoked changes 

in ACh and DA levels in mice follow what has been described at the level of neuronal activity 

level in primates (Joshua et al., 2008; Morris et al., 2004; Schultz et al., 1997) 

2.4.2 D2R inactivation in CINs shortens but does not abolish the cue induced ACh dip 

Salient and conditioned stimuli are known to induce pauses in CIN and TAN firing in 

rodents and primates, however, the dependence on DA and CIN D2Rs for pause induction is 

widely debated (Aosaki et al., 1994b; Morris et al., 2004; Watanabe & Kimura, 1998; Zhang & 

Cragg, 2017). Thus, to determine the role D2Rs play in modulating the stimulus induced ACh dip, 

we pharmacologically blocked D2Rs or selectively ablated Drd2 from CINs and measured ACh 

and DA levels in the CRF task. We found that D2R blockade or ablation shortened the ACh dip, 

which we quantified by calculating the dip duration. Moreover, in our control mice, D2R blockade 

also decreased the negative and increased total and rebound AUCs in a dose-dependent manner 

while the dip amplitude was unaffected. In contrast, D2R blockade had no effect on the stimulus 

induced ACh dip in ChATDrd2KO mice. This data reveals that the generation of ACh dip is not 

dependent on CIN D2Rs. Instead, cholinergic D2Rs are important for modulating the duration of 

the stimulus induced ACh dip. Our data provide clarity on the controversial role that DA plays in 

the regulation of the ACh dip and suggest that the stimulus induced ACh dip in vivo is not entirely 

DA or D2R-dependent as studies in primates and slice physiology studies have suggested (Aosaki 

et al., 1994b; Ding et al., 2010; Watanabe & Kimura, 1998). Our data further indicate that slice 

physiology studies in rodents where optogenetic stimulation of DA terminals or caged DA induced 
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CIN pauses are abolished by D2R antagonists or CIN-selective ChATDrd2KO mice are not fully 

capturing the natural pause (Augustin et al., 2018; Chuhma et al., 2014; Kharkwal et al., 2016; 

Straub et al., 2014; Wieland et al., 2014).  

In addition to the effects on dip durations, we found that CIN D2Rs also regulate the level 

of ACh rebound levels, acting as a mechanism to constrain ACh rebounds after the dip. Currently, 

it is unknown which role the rebound in ACh plays during behavior. Generally, CINs are thought 

to inhibit spiny projections neurons (SPNs) via nicotinic activation of local interneurons or via 

muscarinic M2/M4-mediated inhibition of corticostriatal inputs (English et al., 2012b; Thomas W. 

Faust et al., 2015; Pavel Pakhotin & Enrico Bracci, 2007; Witten et al., 2010). Thus, a larger dip 

may lead to disinhibition and higher rebound to a stronger inhibition of SPNs. D2R antagonism 

decreases the first and enhances the second, which may inhibit movement initiation leading to the 

longer latency in lever pressing. Consistent with this, we observed that the size of the cue induced 

dip correlates with press latency (the larger the dip the shorter the latency). Surprisingly, this 

relationship also holds true for lever presses that were performed long after the cue induced ACh 

signal reverted to normal. This suggests that the cue-evoked dip signals the motivational state of 

the animal. This finding is consistent with recent inhibition studies in which CIN inhibition in the 

NAc during Pavlovian to Instrumental Transfer (PIT) enhanced the ability of the pavlovian cue to 

invigorate behavior (Collins et al., 2019). Note, however, that mice with selective Drd2 ablation 

do not show a deficit in PIT suggesting a more subtle deficit affecting latencies rather than the 

level of responding (Gallo et al., 2021). 

2.4.3 Cue induced DA levels are unchanged in ChATDrd2KO mice 

Slice and in vivo stimulation studies have shown that stimulation of ACh release induces 

DA release via activation of nicotinic receptors on DA terminals (Cachope & Cheer, 2014; 
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Cachope et al., 2012; David Sulzer et al., 2016; Threlfell et al., 2012). Thus, it is surprising that 

despite a change in cue induced ACh signal the cue-induced DA signal is largely unchanged. 

Especially, we hypothesized that the rebound in ACh levels observed in the eticlopride conditions 

may enhance or prolong the DA peak. Although the early induction of the DA peak is indeed 

enhanced in the eticlopride condition this is also observed in CIN-selective D2R KO mice, which 

do not show the eticlopride-associated rebound. We believe that the enhanced initial peak in the 

eticlopride condition is due to antagonism of D2 auto receptors on DA terminals. It is unclear why 

there is no additional effect on DA release as a consequence of the ACh rebound but it could be 

that under the behavioral conditions of the CRF task nicotinic receptors on DA neurons are 

desensitized. 

2.4.4 DA and ACh correlation during task-dependent behaviors 

Our approach to simultaneously image both DA and ACh in the same animal allowed us 

to examine the relationship between these two neuromodulators within trials. In both C57BL/6J 

and Drd2fl/fl control mice, we identified a strong negative correlation with the cue-induced DA 

release leading the ACh dip that is attenuated by D2R antagonism. This strong negative correlation 

between DA and ACh is significantly reduced in ChATDrd2KO mice compared to Drd2fl/fl 

controls, and ChATDrd2KO mice are unaffected by D2R blockade. We also found a weaker 

positive correlation with DA leading ACh that is enhanced by D2R antagonism. We believe that 

this positive correlation reveals the rebound in ACh activity following the dip that is blunted by 

D2R activation at baseline. This data suggests, as discussed above, that CIN D2Rs not only 

modulate the ACh dip but also the rebound activity.  

Electrical stimulation in brain slices revealed on/off kinetics for dLight1.2 of 9.5 ms and 

90 ms, respectively (Labouesse & Patriarchi, 2021). In contrast, the kinetics for the ACh3.0 sensor 
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after electrical stimulation were slower with on/off kinetics of 90-105 ms and 0.9-3.7 s, 

respectively (Jing et al., 2020). Here, we measured a decrease in striatal ACh levels in vivo with 

an onset of 206 ms after optogenetic inhibition of CINs. While this is significantly shorter than the 

reported on/off kinetics for the ACh3.0 sensor, it is possible that the lag of the cue induced decrease 

in ACh in relationship to the peak in DA is due to differences in the on/off kinetics of the two 

sensors and not a natural reflection of when both events occur.  

2.4.5 Implications for behavior  

What does an altered ACh signal mean for behavior? CIN selective D2R knock out mice 

learn the Pavlovian task presented in Figure 1 as well as control littermates (data not shown). This 

suggests that even with a shortened dip mice still can learn cue-reward associations. Similarly, we 

recently described that enhancing the dip durations by selective overexpression of D2Rs in CINs 

of the NAc (D2R-OENAcChAT mice) did not affect Pavlovian learning but was associated with a 

deficit in Go/No-Go learning (Gallo et al., 2021). Opposite to what we found in this present study 

using ChATDrd2KO mice, rebound ACh levels are lower in D2R-OENAcChAT mice.  Thus, 

relatively higher rebound levels in wild-type control mice may suppress SPN activity and 

responding. However, rebound activity was significantly greater in incorrect No-Go (press) 

relative to correct No-Go (withhold) trials questioning this hypothesis. Rather we observed that 

the ACh dip in control mice was different between Go and No-Go trials, in contrast to what we 

observed in D2R-OE mice. This difference supports the hypothesis that D2R-OE mice did not 

learn the switch from the Go to the No-Go component of the task due to reduced contrast in ACh 

dip information between Go and No-Go contingencies. This is consistent with prior studies 

reporting that striatal ACh is not necessary for initial learning but is important for behavioral 
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performance when task contingencies change (Aoki et al., 2015; Bradfield et al., 2013; Brown et 

al., 2010; Favier et al., 2020; Okada et al., 2014; Okada et al., 2017; Ragozzino et al., 2009).  

In this present study, we report that D2R antagonism increases lever press latency during 

CRF in a dose-dependent manner, but this is abolished in ChATDrd2KO mice. Moreover, lever 

press latency correlated with the AUC of the ACh signal, which was mostly driven by dip size (the 

larger the dip the shorter the latency) and was observed in trials with latencies longer than the ACh 

signal durations. As discussed, these data suggest that the cue-evoked dip signals the motivational 

state of the animal confirming a role of ACh in motivated behavior (Aosaki T, 1994b; Apicella, 

2007; Apicella et al., 1991; Collins et al., 2019; Joshua et al., 2008; Kimura et al., 1984; Morris et 

al., 2004; Nougaret & Ravel, 2015; Ravel et al., 2003; Shimo & Hikosaka, 2001).  

However, eticlopride enhanced press latency in controls but not KOs. This result 

demonstrates that acute inhibition of CIN D2Rs enhances press latency. Surprisingly, we did not 

measure an increase in press latencies in D2R KO mice, despite the shortened dip duration. This 

discrepancy may be due to compensation in the regulation of press latencies via other mechanisms 

that have developed during development or as the consequence of the chronic change in D2R 

levels. Such compensatory mechanisms may not have the time to develop in response to the acute 

action of the antagonist. However, the correlation between cue induced dip-duration and press 

latency could indeed be an epiphenomenon. E.g., D2R antagonism may change tonic ACh levels 

(Ikarashi et al., 1997) and cue induced changes in ACh, but it is only the first one that regulates 

press latencies. To address whether the duration of cue induced decrease in ACh levels alter press 

latencies, we will use optogenetic tools to artificially induce shorter and longer decreases in ACh 

at cue presentation. If the results are negative, then what we report is likely an epiphenomenon. 
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In conclusion, our data demonstrate that the stimulus induced ACh dip is multiphasic, 

encompassing a non-DA component and a DA component. Striatal DA is responsible for confining 

the temporal boundaries of the ACh dip and preventing rebound excitation via CIN D2R. Notably, 

we also find a positive correlation between the size of the stimulus induced ACh dip and behavioral 

responding, which implicates a role for ACh in motivated behaviors. Thus, further dissection of 

this system will provide a better understanding of the different components of the ACh dip and 

what each component represents for specific striatal functions and behavior. 

2.5 Methods 

Animals 

Adult male and female C57BL/6J (JAX stock # 000664) mice were bred in house. For 

control and KO animals: double-transgenic mice were generated by crossing heterozygous ChAT-

IRES-Cre mice (Rossi et al., 2011) (JAX stock #031661) to homozygous Drd2fl/fl (Drd2fl/fl) mice 

(Bello et al., 2011). Control (Drd2fl/fl) and ChATDrd2KO (ChAT-IRES-Cre x Drd2fl/fl) mice are 

littermates, bred in house and back crossed onto C57BL/6J background. Mice were housed 1-4 per 

cage for most experiments on a 12-hr light/dark cycle, and all experiments were conducted in the 

light cycle. All experimental procedures were conducted following NIH guidelines and were 

approved by Institutional Animal Care and Use Committees by Columbia University and the New 

York State Psychiatric Institute. 

Pharmacology 

Intraperitoneal injections of saline, eticlopride (Tocris Cat. No. 1847) (0.1, 0.25, 1.0, 2.5 

and 5.0 mg/kg) or scopolamine (Tocris Cat. No. 1414) (15 mg/kg) were administered 1hr before 

behavioral testing. To generate a dose-response curve with eticlopride, saline days alternated with 

drug days and the drug was administered in order from the lowest to highest dose.  
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Surgical procedures 

Mice (≥ 8 weeks old) were induced with 4% isoflurane and maintained at 1-2% throughout 

the procedure. Mice were bilaterally injected with 450 nL/hemisphere with either AA5-hSYN-

dLight1.2 (Addgene) (Patriarchi et al., 2018) or AA5-hSYN-ACh3.0 (Vigene) (Jing et al., 2020) 

(also known as GRAB-ACh3.0) into separate hemispheres of the dorsal medial striatum (DMS) 

using stereotactic Bregma-based coordinates: AP, +1.1mm; ML ± 1.4 mm; DV, -3.1 mm, -3.0 mm 

and -2.9 mm (150 nL/DV site). The on/off kinetics for the dLight1.2 sensor are 9.5 ms and 90 ms, 

respectively (Labouesse & Patriarchi, 2021). The on/off kinetics for the ACh3.0 sensor are 90-105 

ms and 0.9-3.7 s, respectively (Jing et al., 2020). For the optogenetic inhibition experiment, mice 

were co-injected unilaterally with AA5-hSYN-ACh3.0 and AAV5-EF1-DIO- eNpHR3.0 (UNC 

Vector Core) into the DMS. Following virus injection, 400-µm fiber optic cannulas (Doric, 

Quebec, Canada) were carefully lowered to a depth of -3.0 mm and fixed in place to the skull with 

dental cement anchored to machine mini-screws. Groups of mice used for experiments were 

housed in a counterbalanced fashion that accounted for sex, age, and home cage origin. Cannula-

implanted mice began behavioral training 4 weeks after surgery. At the end of experiments, 

animals were perfused, and brains were processed post-hoc to validate virus expression and optic 

fiber location as in (Gallo et al., 2021). 

In vivo fiber photometry and optogenetics  

Fiber photometry equipment was set up using two 4-channel LED Driver (Doric) 

connected to two sets of a 405-nm LED and a 465-nm LED (Doric, cLED_405 and cLED_465). 

The 405 nm LEDs were passed through 405-410 nm bandpass filters, while the 465 nm LEDs were 

passed through a 460-490 nm GFP excitation filters using two 6-port Doric minicubes. 405 and 

465 LEDs were then coupled to a dichroic mirror to split excitation and emission lights. Two low-
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autofluorescence patch cords (400 µm/0.48NA, Doric) arising from the 2 minicubes were attached 

to the cannulas on the mouse’s head and used to collect fluorescence emissions. These signals 

were filtered through 500-540 nm GFP emission filters via the same minicubes coupled to 

photodetectors (Doric, gain set to DC Low). Signals were sinusoidally modulated, using Synapse® 

software and RZ5P Multi I/O Processors (Tucker-Davis Technologies), at 210 Hz and 330 Hz (405 

nm and 465 nm, respectively) to allow for low-pass filtering at 3 Hz via a lock-in amplification 

detector. 405 and 465 nm power at the patch cord were set to 30 µW or below. For acute 

optogenetic inhibition via eNpHR3.0, amber light (595 nm LED, Doric) was applied through the 

same optic fiber using a short and long optogenetic protocol: (i) 500 ms square pulses at 1mW + 

1s ramp down; (ii) 500 ms + 3s ramp down. The 595 nm light was passed through a 580-680 F2 

port (photodetector removed) of the same 6-port minicube (Pisansky et al., 2019). The optogenetic 

experiment was performed in the home cage. 

Photometry data processing  

All photometry and behavioral data utilized custom in-house MATLAB analysis scripts. 

Photometry signals were analyzed as time-locked events aligned to the lever extension (CRF) or 

tone onset (Pavlovian) of each trial. The 405 nm channel was used to control for potential 

noise/movement artifacts and the 465 nm channel was used to detect the conformational 

modulation of either the GACh3.0 sensor by ACh or the dLight1.2 sensor by DA. Both 

demodulated signals were extracted as a 15 s window surrounding the event, which was denoted 

as time = 0.  Both signals were down sampled by a factor of 10 using a moving window mean. The 

change in fluorescence, ∆F/F (%), was defined as (F-F0)/F0 x 100, where F represents the 

fluorescent signal (465 nm) at each time point. F0 was calculated by applying a least-squares linear 

fit to the 405 nm signal to align with the 465nm signal (Calipari et al., 2016). To normalize signals 
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across animals and sessions, we calculated a local baseline fluorescence value for each trial using 

the average of the 5 s period preceding the event and subtracted that from the signal. The daily 

average GACh3.0 and dLight1.2 traces were calculated using session average traces from 

individual mice. ACh dip and DA peak amplitudes were calculated as the maximal change of the 

signal that was at least 1 or 2 STD below or above the local baseline, respectively. ACh dip 

duration was calculated using the last and the first zero crossings preceding and following the dip. 

Total AUC was calculated as the area of all three components of the ACh signal (initial peak, dip 

and rebound). Negative AUC was calculated as the area for only the negative component. Rebound 

AUC was calculated as the area of the positive component immediately following the dip. The 

AUC analysis was restricted to a 5 s time window following the task event. Individual CRF trial 

(∆F/F (%)) traces were used for correlation analysis for CRF trials. For the ITI correlation, we 

examined any interaction between dLight1.2 and GACh3.0 regardless of event size during the 

variable 40 s of the ITI.  

Operant apparatus 

Four operant chambers (model Env-307w; Med-Associates, St. Albans, VT) equipped 

with liquid dippers were used. Each chamber was in a light- and sound-attenuating cabinet 

equipped with an exhaust fan, which provided 72-dB background white noise in the chamber. 

The dimensions of the experimental chamber interior were 22 × 18 × 13 cm, with flooring 

consisting of metal rods placed 0.87 cm apart. A feeder trough was centered on one wall of the 

chamber. An infrared photocell detector was used to record head entries into the trough. Raising 

of the dipper inside the trough delivered a drop of evaporated milk reward. A retractable lever 

was mounted on the same wall as the feeder trough, 5 cm away. A house light located on the wall 

opposite to trough illuminated the chamber throughout all sessions. 



56 

 

Dipper training 

Four weeks after surgery, mice underwent operant training. Mice were weighed daily and 

food- restricted to 85–90% of baseline weight; water was available ad libitum. In the first training 

session, 20 dipper presentations were separated by a variable inter-trial interval (ITI) and ended 

after 20 rewards were earned or after 30 min had elapsed, whichever occurred first. Criterion 

consisted of the mouse making head entries during 20 dipper presentations in one session. In the 

second training session, criterion was achieved when mice made head entries during 30 of 30 

dipper presentations. 

Pavlovian conditioning  

Mice were trained for 16 consecutive days in a Pavlovian conditioning paradigm, which 

consisted of 12 conditioned stimulus-positive (CS+) trials and 12 unconditioned stimulus (CS-) 

trials occurring in a pseudorandom order. Each trial consisted of an 80-dB auditory cue 

presentation for 10 s of an 8 kHz tone or white noise (counterbalanced between mice) and after 

cue offset a milk reward was delivered only in CS+ trials, whereas no reward was delivered in CS- 

trials. There was a 100 s variable intertrial interval, drawn from an exponential distribution of 

times. Head entries in the food port were recorded throughout the session, and anticipatory head 

entries during the presentation of the cue were considered the conditioned response. Anticipatory 

responding was calculated as the difference in nose poking during the CS+ quintile with the 

maximum response (Q4 or 5) and the first quintile.  

Continuous reinforcement schedule (CRF) 

For lever press training, lever presses were reinforced on a continuous reinforcement 

(CRF) schedule. Levers were retracted after each reinforcer and were presented again after a 

variable ITI (average 40 s). The reward consisted of raising the dipper for 5 s. The session ended 
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when the mouse earned 60 reinforcements, or one hour elapsed, whichever occurred first. 

Sessions were repeated daily until mice achieved 60 reinforcements. 

Data analysis  

Sample sizes were determined by performing statistical power analyses based on effect 

sizes observed in preliminary data or on similar work in the literature. Statistical analyses were 

performed using GraphPad Prism 9 (GraphPad), MATLAB (MathWorks). Data are generally 

expressed as mean ± standard error of the mean (SEM). Paired and unpaired two-tailed Student’s 

t-tests were used to compare 2-group data, as appropriate. Multiple comparisons were evaluated 

by one- or two-way ANOVA and Bonferroni's post hoc test, when appropriate. In rare cases of 

values missing in repeated measures samples, the data were analyzed by fitting a mixed effects 

model, as implemented by Prism 9. Photometry correlation analyses were performed using 

Pearson’s correlation coefficients. A p-value of < 0.05 was considered statistically significant. 

Behavioral findings were replicated with mice from different litters, ages, or sexes. Investigators 

were blinded to the genotype of mice during behavioral assays as well as throughout the data 

analysis. Computer code for data analysis is available on Github (username: kmartyniuk1). Files 

are titled, “DA-ACh_Dualimaging_CRF” and “DA-ACh_Dualimaging_Pavlovian”. 
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Chapter 3: The Role of Cholinergic Dopamine D2Rs in 

Behavior and Flexible Learning 

3.1 Abstract 

 In the striatum, cholinergic interneuron (CIN) activity is modulated concomitant with 

phasic dopamine (DA) neuron activity in response to salient cues and reward outcomes, and both 

neuromodulators are believed to regulate each other. While this co-regulation has been examined 

using stimulation studies, the existence of mutual co-regulation during natural behavior is still 

largely unexplored. Here, we genetically inactivated D2Rs from CINs to determine how loss of 

DA regulation of CINs affects reward learning as well as flexible learning in mice. We found that 

loss of CIN D2Rs does not affect acquisition, extinction, or reinstatement in a Pavlovian task. In 

addition, we found no deficit in Pavlovian Instrumental Transfer (PIT) in mice with selective 

ablation of CIN D2Rs. However, we did find that loss of CIN D2Rs facilitated reversal learning 

in a probabilistic choice task, while acquisition was unaffected. We further explored how DA and 

ACh levels changed in both CIN D2R KO and control mice during acquisition and reversal 

learning in the probabilistic choice task. We found that changes in DA and ACh level encode the 

reward outcome during reversal learning. 

3.2 Introduction 

 Dopamine (DA) neurons and cholinergic interneurons (CINs) both modulate their activity 

to unexpected rewards and reward predicting cues (Aosaki et al., 1994a; Apicella et al., 1997; 

Goldberg & Reynolds, 2011; Schultz, 2007; Schultz et al., 1997), and growing evidence suggests 

that they mutually co-regulate the activity of each other (Cachope & Cheer, 2014; Chuhma et al., 

2014; Cragg, 2006; Kharkwal et al., 2016; Straub et al., 2014; D. Sulzer et al., 2016; Threlfell et 
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al., 2012). These studies demonstrate the DA inhibits CIN activity via DA D2 receptors (D2Rs), 

while CIN enhances phasic DA release via activation of nicotinic acetylcholine receptors 

(nAChRs). However, this co-regulation was primarily assessed using stimulation studies and the 

understanding of mutual co-regulation during natural behavioral is largely unknown.  

Previous studies have shown that DA neurons and CINs encode distinct components of 

reward learning (Joshua et al., 2008; Morris et al., 2004). However, it is unclear if manipulating 

DA’s influence on CINs or vice versa will affect reward learning.  Here, we focused on the DA-

regulation of CINs during reward learning. DA exerts it’s influence on CINs via D2Rs, therefore, 

we genetically inactivated CIN D2Rs and first tested mice in various reward learning tasks. We 

found that selective loss of CINs D2Rs did not impair acquisition, extinction, or reinstatement in 

Pavlovian task. These results were not surprising as studies have shown that CINs are not necessary 

for initial learning, but rather they are they are important when task contingencies change (Aoki et 

al., 2015; Bradfield et al., 2013; Brown et al., 2010; Okada et al., 2017), which we will test. In 

addition, we tested if loss of CIN D2Rs affected cue-motivated behavior in a Pavlovian 

Instrumental Transfer (PIT) task. We found no difference in PIT learning in mice lacking CIN 

D2Rs compared to controls (Gallo et al., 2021). This finding indicates that loss of CIN D2Rs does 

not affect cue-induced invigoration of responding for a food reward.  

Striatal DA neurons and CINs have been implicated in flexible learning (Adamantidis et 

al., 2011; Aoki et al., 2015; Bradfield et al., 2013; Brown et al., 2010; Clarke et al., 2011; Favier 

et al., 2020; Okada et al., 2014; Okada et al., 2017; Ragozzino et al., 2009; Rossi et al., 2013). 

However, it has yet to be determined if manipulating DA’s regulation of CINs and vice versa 

affects flexible learning. To address this question, we tested mice lacking CIN D2Rs in 

probabilistic choice task. We found that selective loss of CIN D2Rs facilitates reversal learning 
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but not acquisition. This result indicates that CIN D2Rs regulate flexible learning when the reward 

outcome is uncertain. In addition, we monitored both striatal DA and ACh levels during acquisition 

and reversal learning in the probabilistic choice task. We found that changes in DA and ACh levels 

respond to the reward outcome during reversal learning. 

3.3 Results 

The first goal of this study was to determine the behavioral consequences of selectively 

ablating D2Rs from CINs. To address this question, we tested how CIN D2R inactivation affected 

reward association tasks, including Pavlovian conditioning, extinction, reinstatement, as well 

Pavlovian Instrumental Transfer (PIT). The second goal was to determine how loss of CIN D2Rs 

affect acquisition and reversal learning in a probabilistic choice task. The third goal was to examine 

both striatal dopamine (DA) and acetylcholine (ACh) levels during flexible learning. 

3.3.1 Selective D2R ablation from CINs does not affect Pavlovian conditioning 

 We tested how selective ablation of D2Rs from CINs (ChATDrd2KO mice) affects 

associative learning in a classic Pavlovian conditioning task (Figure 3.1A). To determine learning, 

we measured anticipatory responding (# of head entries into the reward port) during the 

conditioned stimulus (CS+) and the unconditioned stimulus (CS-). To better visualize anticipatory 

responding, we plotted head entries during the CS+ and CS- in 2 sec bins. As mice learn the fixed 

duration of the CS+, their anticipatory response sharply increased over the 10 sec CS+ (Figure 

3.1B). We found that both ChATDrd2KO and Drd2fl/fl control mice comparably increased their 

head entries over the duration of the CS+ and continued this pattern of anticipatory behavior across 

the 9 days of training (Figure 3.1B). However, we found no difference in anticipatory responding 

to the CS+ over training between the two groups. ChATDrd2KO and Drd2fl/fl mice did not display 
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any anticipatory response to the CS- (Figure 3.1C). This result indicates that loss of CIN D2Rs 

does not affect the acquisition of Pavlovian conditioning. 

Figure 3.1. Selective ablation of D2Rs from CINs does not affect Pavlovian conditioning. (A) Task design. 

Mice were trained on 24 (12 CS+, 12 CS-) trials/day for 9 days. Each trial starts with a 10 sec tone (CS+ or CS-

). At the end of the CS+, a dipper presents a milk food reward for 5 sec. There is an intertrial interval (ITI) variable 

in length (100 sec). (B) Within each day, the 10 sec CS+ was split into 5 two-second time bins to better visualize 

the anticipatory response. Drd2fl/fl (gray circles) and ChATDrd2KO (blue squares) mice sharply increased head 

entries into the reward port over the 10 sec CS+ and continued this anticipatory behavior over the 9 days of 

training (F(44,352)= 5.605, p< 0.0001). There was no effect of genotype on learning (F(44,352)= 0.7976, p= 0.8187). 

(C) Both Drd2fl/fl control and ChATDrd2KO mice showed no anticipatory response during the 10 sec CS- 

(F(44,352)= 1.059, p= 0.3771). There was no effect of genotype on learning (F(44,352)= 0.6286, p= 0.9693). N= 

5/genotype.  
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3.3.2 Loss of CIN D2Rs does not affect extinction learning or reinstatement of a learned Pavlovian 

association 

 Next, we determined if loss of CIN D2Rs affected extinction learning or reinstatement of 

a learned Pavlovian association.  To test the effects of D2R ablation from CINs on extinction 

learning, we ran our ChatDrd2KO and Drd2fl/fl control mice in a Pavlovian conditioning task (see 

above, Figure 3.1A), however, this time the CS+ was not followed by a milk reward. We found 

that both ChATDrd2KO and Drd2fl/fl control mice extinguished their anticipatory response to the 

CS+ after 4 days of training (Figure 3.2A). Again, we found no difference in extinction learning 

between the two groups. In addition, both ChatDrd2KO and Drd2fl/fl control mice did not show 

any anticipatory response to the CS- (Figure 3.2B). Next, we determined if loss of CIN D2Rs 

affected reinstatement learning of the CS+ after extinction. We found that ChATDrd2KO and 

Drd2fl/fl mice comparably reinstated their anticipatory response to the CS+ after 1 day of training 

(Figure 3.2A). There was no change in anticipatory behavior to the CS- during reinstatement for 

Figure 3.2. Loss of CIN D2Rs does not affect extinction learning or reinstatement of a learned Pavlovian 

association. (A) Both ChATDrd2KO and Drd2fl/fl control mice comparably reduced anticipatory responding the 

CS+ over 4 days of Pavlovian extinction (Day effect: F(3.9, 31.20)= 3.159, p= .0282. There was no genotype effect 

on learning (Day x genotype: F(19, 152)= 1.065, p= 0.3926). Both groups also similarly increased anticipatory 

responding to the CS+ during reinstatement of the CS+ (Day effect: F(1.576, 12.61)= 4.879, p= 0.0333). There was no 

effect of genotype on reinstatement learning (Day x genotype: F(4, 32)= 0.7939, p= 0.5379). (B) Neither 

ChATDrd2KO nor Drd2fl/fl control mice displayed any anticipatory responding to the CS- over the 4 days of 

Pavlovian extinction (Day effect: F(3.746, 29.97)= 0.7661, p= 0.5481; Day x genotype effect: F(19, 152)= 1.175, p= 

0.2854) or reinstatement (Day effect: F(2.134, 17.07)= 1.793, p= 0.1952; Day x genotype: F(4, 32)= 1.574, p= 0.2052). 

N=5/genotype. 
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ChATDrd2KO or Drd2fl/fl control mice (Figure 3.2B). Together, these results suggest that CIN 

D2Rs do not regulate extinction learning or reinstatement of a previously learned Pavlovian 

association.  

3.3.3 Loss of CIN D2Rs does not affect Pavlovian Instrumental Transfer 

 Next, we determined if selective ablation of CIN D2Rs affected Pavlovian Instrumental 

Transfer (PIT). We found no difference in Pavlovian responding to the CS+ or on instrumental 

responding on a random-ratio (RR) schedule between ChATDrd2KO and Drd2fl/fl mice (Figure 

3.3A-B). During the transfer phase, we found a trending but non-significant increase in lever 

pressing rate during the CS+ compared to the CSØ and ITI for both groups, indicating successful 

PIT (Figure 3.3C). However, the ChATDrd2KO mice displayed similar patterns of responding 

during the PIT test compared to the Drd2fl/fl control mice. This result suggests that loss of CIN 

D2Rs does affect cue-induced invigoration of responding for a food reward (Gallo et al., 2021). 

 

 

Figure 3.3. Loss of CIN D2Rs does not impact PIT. ChATDrd2KO and Drd2fl/fl mice did not significantly differ 

in (A) Pavlovian responding to the CS+ (genotype effect: F(1,14)= 1.018, p= 0.33; genotype x day interaction: F(7, 

98)= 0.25, p= 0.97), N= 8/genotype, (B) Instrumental responding (genotype effect: F(1,12)= 0.2834, p= 0.60; 

genotype x ratio interaction: F(2,24)= 0.17, p= 0.84, N= 7/genotype, (C) Transfer phase (genotype effect: F(1,12)= 

0.03, p= 0.86; genotype x CS period interaction: F(2,36)= 0.39, p= 0.6778, N= 7/genotype of the assay. Lever 

pressing did increase during the CS+ compared to the CSØ and ITI (CS period effect: F(2,36)= 3.236, p= 0.0510) for 

both groups. 
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3.3.4 Selective loss of CIN D2Rs does not impair acquisition of a probabilistic choice task 

 To determine how loss of CIN D2Rs affects learning when a reward outcome is uncertain, 

we tested ChATDrd2KO and Drd2fl/fl control mice in a probabilistic choice task (Figure 3.4). We 

found no difference in acquisition learning over 5 days of testing in the probabilistic choice task 

between ChATDrd2KO and Drd2fl/fl control mice (Figure 3.5A). There was no significant 

difference in the number of sessions required to reach criterion determined for learning (80% “high 

payoff” lever choice in choice trials over 2 consecutive days) (Figure 3.5B). This result indicates 

that selective loss of CIN D2Rs does not impact acquisition learning in the probabilistic choice 

task.  

Figure 3.4. Probabilistic choice task design. Each session has 80 trials: 40 forced and 40 choice trials. Trial type 

was pseudo-randomly ordered with 5 forced and 5 choice trials per bock. In forced trials (left), only 1 lever is 

presented at a time for 30 sec. The “high payoff” lever grants a reward 80% of the time while the “low payoff” lever 

only 20% of the time. In choice trials (right), both levers are presented at the same time for 30 sec and the mice can 

press either the “high payoff” or “low payoff” lever. In both trial types, mice must make a choice to press a lever 

within 30 sec or the lever(s) are retracted, and a new trial starts. There ITI is variable in length with a mean of 30 

sec.  
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3.3.5 Selective ablation of D2Rs from CINs facilitates reversal learning in a probabilisitic choice 

task 

 Next, we determined if selective loss of CIN D2Rs affected reversal learning in a 

probabilistic choice task. The task design was the same as acquisition (Figure 3.4), however, the 

“high payoff” lever and “low payoff” lever were switched. We found that ChATDrd2KO mice 

were faster at learning the new rule change compared to Drd2fl/fl control mice (Figure 3.6A). In 

Figure 3.5. Loss of CIN D2Rs does not affect acquisition learning in a probabilistic choice task. (A) 

ChATDrd2KO and Drd2fl/fl control mice comparably learned the task contingencies (Day effect: F(1.751, 31.52)= 

10.79, p= 0.0004). There was no difference in learning between the two groups (Day x genotype effect: 

F(4,72)= 0.4631, p= 0.7625, ChATDrd2KO mice (N= 9), Drd2fl/fl mice (N=11). (B) No difference in the 

number of sessions required to reach criterion between the two groups (p= 0.6800, Unpaired t-test). 

Figure 3.6. Loss of CIN D2Rs facilitates reversal learning in a probabilistic choice task. (A) ChATDrd2 

KO mice were faster at reversal learning compared to Drd2fl/fl control mice. (B) ChATDrd2 KO mice required 

significantly few sessions to reach criterion during reversal compared to Drd2fl/fl control mice (p= 0.0035, 

Unpaired t-test). N=9 for ChATDrd2 KO mice, N=11 for Drd2fl/fl control mice.  
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addition, ChATDrd2KO mice required significantly fewer sessions to reach criterion compared to 

Drd2fl/fl control mice (Figure 3.6B). Moreover, we also explored potential differences in win-

stay/lose-shift (WSLS) strategies between ChATDrd2KO and control mice during acquisition and 

reversal in the probabilistic choice task. To do this, we compared advantageous strategies (win-

stay, lose-shift) and disadvantageous strategies (win-shift, lose-stay) and generated an adaptive 

score (win-stay + los-shift) – (win-shift + lose-stay). We found that while both ChATDrd2KO and 

Drd2fl/fl improve in WSLS strategies during the acquisition phase, there was no difference between 

the two groups over learning (Figure 3.7A). Interestingly, we found that ChATDrd2KO mice 

developed advantageous strategies quicker during reversal learning compared to control mice 

(Figure 3.7B). These results suggest that CIN D2Rs inhibit flexible learning when task 

contingencies change.  

Figure 3.7. ChATDrd2KO mice develop advantageous strategies faster than controls during reversal 

learning. (A) Both ChATDrd2KO and Drd2fl/fl mice improved WSLS strategies during acquisition (Day effect: 

F(1.407, 8.445)= 11.71, p= 0.0056). There was no effect of genotype on performance (Day x genotype effect: F(3, 18)= 

0.4456. (B) Both ChATDrd2KO and Drd2fl/fl mice improved WSLS strategies during reversal (Day effect: F(1.971, 

11.82)= 40.93, p< 0.0001. ChATDrd2KO mice improved faster compared to Drd2fl/fl control mice (Day x genotype 

effect: F(3, 18)= 3.544, p= 0.0355).  
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3.3.6 DA and ACh signals encode reward outcome during acquisition 

 Next, we explored how DA and ACh levels change during acquisition and reversal learning 

in the probabilistic choice task. We aligned the ACh and DA signals to the lever press to examine 

reward outcome (expected reward, unexpected reward, expected reward omission and unexpected 

reward omission) and compared between ChATDrd2KO and Drd2fl/fl control mice. During the 

acquisition phase, we observed no differences in ACh levels between ChATDrd2KO and Drd2fl/fl 

control mice when aligned to the reward outcome (Figure 3.8). However, we observed a decrease 



68 

 

in ACh levels prior to the lever press (Time= 0 s) in trials where the mice expected to receive a 

reward, which may signal reward expectation (Figure 3.8A-D). In addition, after the lever press in 

trials where the mice expected a reward, we observed an increase in ACh levels that may signal 

the reward outcome (Figure 3.8A-D). Surprisingly, we did not observe any changes in ACh levels 

in trials where there was an unexpected reward (Figure 3.8B). Moreover, we did not observe any 

changes in ACh levels in trials where the mice expected to not receive a reward (Figure 3.8C), 

likely because they have learned that the “low payoff” lever is unlikely to end in a reward. These 

results indicate the ACh signals reward outcomes during initial learning, and loss of CIN D2Rs 

does not affect these ACh signals. These results are consistent with our behavioral finding that loss 

of CIN D2Rs does not affect performance in the acquisition phase of the probabilistic choice task 

(Figure 3.5). 

 In addition, we observed no differences in DA levels to reward outcome between 

ChATDrd2KO and Drd2fl/fl control mice during acquisition (Figure 3.9). However, we see changes 

in DA levels that are consistent with reward prediction errors. In both groups, DA levels increased 

before the lever press in trials where a reward was expected (Figure 3.9A-D). In addition, DA 

levels robustly increased after the lever press (Time= 0 s) in trials with an unexpected reward 

(Figure 3.9B) and decreased in trials with unexpected reward omission (Figure 3.9D). Notably, 

increases in DA levels appear to be slightly lower after the lever press (Time= 0 s) in trials with 

expected reward (Figure 3.9A), compared to trials with unexpected reward (Figure 3.9B). In 

addition, the decrease in DA levels after lever press in trials with unexpected reward omission 

(Figure 3.9D) appear to be larger than trials with expected reward omission (Figure 3.9C) These 

Figure 3.8. ACh levels signal reward expectation and outcome during acquisition. ACh signals were aligned 

to the lever press (Time= 0 s) for different reward outcomes, (A) expected reward, (B) unexpected reward, (C) 

expected reward omission, and (D) unexpected reward omission. Data is combined from the last 2 days of 

acquisition. N= 3 for Drd2fl/fl control mice, N=4 for ChATDrd2KO mice. 
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results are consistent with DA differently responding to expected vs unexpected rewards. 

Moreover, we observed no difference between DA levels between ChATDrd2KO and Drd2fl/fl 

control mice, consistent with no difference in performance during the acquisition phase (Figure 

3.5). 

  

Figure 3.9. DA levels signal reward prediction errors during acquisition. DA signals were aligned to the lever 

press (Time= 0 s) for different reward outcomes, (A) expected reward, (B) unexpected reward, (C) expected 

reward omission, and (D) unexpected reward omission. Data is combined from the last 2 days of acquisition. N= 

3 for Drd2fl/fl control mice, N=4 for ChATDrd2KO mice. 
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3.3.7 DA and ACh levels singal reward expectation and outcomes in reversal learning 

 Like acquisition, we observed no difference in ACh levels to reward outcome between 

ChATDrd2KO and Drd2fl/fl control mice during the first two days of reversal learning (Figure 

3.10). In contrast to the acquisition phase, we did observe changes in ACh levels in trials with 

unexpected reward during early reversal (Figure 3.10B). After the lever press (Time= 0 s) we 

observed a large decrease followed by an increase in ACh levels in both ChATDrd2KO and 

Figure 3.10. ACh levels during the early phase of reversal learning. ACh signals were aligned to the lever 

press (Time= 0 s) for different reward outcomes, (A) expected reward, (B) unexpected reward, (C) expected 

reward omission, and (D) unexpected reward omission. Data is combined from the first 2 days of reversal. N= 3 

for Drd2fl/fl control mice, N=4 for ChATDrd2KO mice. 
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Drd2fl/fl mice (Figure 3.10B). In addition, ACh levels appear to be comparably responding to 

expected and unexpected reward omission (Figure 3.10C-D), likely due to confusion in the change 

in task contingencies during early reversal.  These results indicate that loss of CIN D2Rs does not 

affect ACh levels to reward outcome during the early phase of reversal learning. This is consistent 

with both ChATDrd2KO and Drd2fl/fl mice performing similarly during the first two days of 

reversal (Figure 3.6A). 

Figure 3.11. DA levels signal reward prediction errors during early reversal learning. DA signals were 

aligned to the lever press (Time= 0 s) for different reward outcomes, (A) expected reward, (B) unexpected reward, 

(C) expected reward omission, and (D) unexpected reward omission. Data is combined from the first 2 days of 

reversal. N= 3 for Drd2fl/fl control mice, N=4 for ChATDrd2KO mice. 
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 Like acquisition, DA levels signal reward prediction errors in the early phases of reversal 

learning (Figure 3.11).  We observed increased DA levels in trials with expected and unexpected 

reward (Figure 3.11A-B) and decreased DA levels in trials with expected and unexpected reward 

omission (Figure 3.11C-D). Again, we observed no difference in DA levels to reward outcome 

between ChATDrd2KO and Drd2fl/fl mice. These results support our behavioral data where both 

groups perform comparably during early reversal learning (Figure 3.6).  

Figure 3.12. ACh levels to reward outcomes differ between ChATDrd2KO and Drd2fl/fl mice on reversal 

Day 3. ACh signals were aligned to the lever press (Time= 0 s) for different reward outcomes, (A) expected reward, 

(B) unexpected reward, (C) expected reward omission, and (D) unexpected reward omission. N= 3 for Drd2fl/fl 

control mice, N=4 for ChATDrd2KO mice. 
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 Interestingly, on Day 3 of reversal, we observed differences in ACh levels to the reward 

outcome between ChATDrd2KO and Drd2fl/fl mice (Figures 3.12). Notably, in ChATDrd2KO 

mice, we observed larger rebound ACh levels in trials with expected reward (Figure 3.12A) and 

trials with unexpected reward omission compared to Drd2fl/fl control mice (Figure 3.12D). This 

result suggests that rebound ACh levels may be important for learning when task contingencies 

change and supports our behavioral data showing that ChATDrd2KO mice are performing 

significantly better on Day 3 of reversal compared to Drd2fl/fl controls (Figure 3.6). 

Figure 3.13. DA levels to reward outcome differ between ChATDrd2KO and Drd2fl/fl mice on Day 3 of 

reversal. DA signals were aligned to the lever press (Time= 0 s) for different reward outcomes, (A) expected 

reward, (B) unexpected reward, (C) expected reward omission, and (D) unexpected reward omission. N= 3 for 

Drd2fl/fl control mice, N=4 for ChATDrd2KO mice. 
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 In addition, we observed differences in DA levels to reward outcome between 

ChATDrd2KO and Drd2fl/fl mice on Day 3 of reversal (Figure 3.13). Notably, we observed a larger 

decrease in DA levels in trials with unexpected reward omission in ChATDrd2KO mice compared 

to Drd2fl/fl mice (Figure 3.13D), which may aid in faster reversal learning. Again, this result 

supports our behavioral finding that mice lacking CIN D2Rs are performing better on Day 3 of 

reversal compared to control (Figure 3.6). 

Figure 3.14. ACh levels signal reward outcome on the last day of reversal. ACh signals were aligned to the 

lever press (Time= 0 s) for different reward outcomes, (A) expected reward, (B) unexpected reward, (C) expected 

reward omission, and (D) unexpected reward omission. N= 3 for Drd2fl/fl control mice, N=4 for ChATDrd2KO 

mice. 
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 On the last day of reversal learning, ACh levels to reward outcome are comparable between 

ChATDrd2KO and Drd2fl/fl mice (Figure 3.14). In both groups, we observed an increase in rebound 

ACh levels in trials with expected reward (Figure 3.14A) and trials with unexpected reward 

omission (Figure 3.14D). In addition, we observed no differences in DA levels to reward outcome 

between ChATDrd2KO and Drd2fl/fl mice on the last day of reversal learning (Figure 3.15). These 

results support our behavioral data showing that at the end of reversal learning both ChATDrd2KO 

and Drd2fl/fl mice have learned the new rule change (Figure 3.6).  
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3.4 Discussion 

 Here, we examined the role cholinergic D2Rs play in reward and flexible learning. We 

found that loss of CIN D2Rs did not affect reward learning in a classic Pavlovian task. In addition, 

we found that mice lacking CIN D2Rs were faster at reversal learning in a probabilistic choice 

task, while initial learning was unaffected. Moreover, we observed no difference in ACh or DA 

levels to reward outcome during the acquisition phase or early reversal learning between 

ChATDrd2KO and Drd2fl/fl mice. However, we observed a difference in ACh and DA levels to 

reward outcome on Day 3 of reversal learning between ChATDrd2KO and Drd2fl/fl mice, which 

may explain our behavioral result showing that mice lacking CIN D2Rs reversed faster than 

control mice. 

3.4.1 Loss of CIN D2Rs does not affect reward learning 

 In Chapter 2, we reported that changes in DA and ACh levels that we recorded in a 

Pavlovian task are consistent with DA neurons and TANs/CINs encoding unexpected rewards and 

reward-predicting cues (Aosaki et al., 1994a; Joshua et al., 2008; Morris et al., 2004; Schultz et 

al., 1997). Here, we determined if loss of DA regulation of CINs via selective knockout of CIN 

D2Rs affected reward learning in a Pavlovian task. We found no difference in acquisition, 

extinction, or reinstatement learning between ChATDrd2KO and Drd2fl/fl mice. To determine 

learning, we quantified anticipatory responding during the conditioned and unconditioned stimuli. 

We found that both groups increased anticipatory behavior to the conditioned but not 

unconditioned stimuli over learning. This result suggest that CIN D2Rs are not important for initial 

learning and is consistent with previous studies showing that CINs are not important for initial 

Figure 3.15. DA levels signal reward prediction errors on the last day of reversal. DA signals were aligned to 

the lever press (Time= 0 s) for different reward outcomes, (A) expected reward, (B) unexpected reward, (C) 

expected reward omission, and (D) unexpected reward omission. N= 3 for Drd2fl/fl control mice, N=4 for 

ChATDrd2KO mice. 
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learning but rather necessary when task contingencies change (Aoki et al., 2015; Bradfield et al., 

2013; Brown et al., 2010; Okada et al., 2017). Next, we determined if CIN D2Rs regulate cue-

motivated behavior in a Pavlovian-to-Instrumental Transfer (PIT) task. We found no deficits in 

PIT learning in mice lacking CIN D2Rs, suggesting that CIN D2Rs do not affected cue-induced 

invigoration for a reward (Gallo et al., 2021). 

3.4.2 Loss of CIN D2Rs enhances reversal but not acquisition learning in a probabilistic choice 

task 

 Striatal DA neurons and CINs have been shown to be important for guiding flexible 

learning (Adamantidis et al., 2011; Aoki et al., 2015; Bradfield et al., 2013; Brown et al., 2010; 

Clarke et al., 2011; Favier et al., 2020; Okada et al., 2014; Okada et al., 2017; Ragozzino et al., 

2009; Rossi et al., 2013).  Here, we determined if loss of CIN D2Rs affects flexible learning in a 

probabilistic choice task. We found that mice lacking CIN D2Rs were faster at reversal learning 

compared to controls, while initial learning was unaffected. This result is consistent with previous 

studies demonstrating that CINs are not necessary for initial learning but important when task 

contingencies change (Aoki et al., 2015; Bradfield et al., 2013; Brown et al., 2010; Okada et al., 

2017). In Chapter 2, we reported that loss of CIN D2Rs shortens the cue induced ACh dip, which 

may explain this behavioral finding. This finding also supports a computational model, which 

predicts that shorter CIN pauses facilitates reversal learning compared to longer pauses (Franklin 

& Frank, 2015). However, future studies that can manipulate the duration of the CIN pause are 

necessary to confirm this theory. 
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3.4.3. Striatal ACh and DA levels signal reward expectation and outcomes in a probabilisitic 

choice task 

 DA neurons and TANs/CINs encoding unexpected rewards and reward-predicting cues 

(Aosaki et al., 1994a; Joshua et al., 2008; Morris et al., 2004; Schultz et al., 1997). Here, we 

observed changes in ACh and DA levels that signal reward outcomes in a probabilistic choice task. 

During acquisition, we observed enhanced rebound ACh levels in trials where a reward was 

expected in both ChATDrd2KO and Drd2fl/fl mice. In addition, we observed changes in DA levels 

that signal reward prediction errors in both groups. However, we observed no difference in ACh 

or DA levels to reward outcome between ChATDrd2KO and Drd2fl/fl mice during acquisition. 

These results are consistent with our behavioral finding showing no difference in initial learning 

between the two groups. Like acquisition, we found similar changes in ACh and DA levels to 

reward outcome between ChATDrd2KO and Drd2fl/fl mice, which supports no difference in 

performance on the first two days of reversal learning. However, on Day 3 of reversal, we observed 

differences in ACh levels to reward outcome between ChATDrd2KO and Drd2fl/fl mice. Notably, 

we observed higher ACh rebound levels in expected reward and unexpected reward omission trials 

in ChATDrd2KO mice compared to Drd2fl/fl mice. Enhanced rebound ACh levels in mice lacking 

D2Rs may facilitate reversal learning, which is consistent with our behavioral data.  

In addition, we observed differences in DA levels to reward outcome between 

ChATDrd2KO and Drd2fl/fl mice. Notably, we observed a larger decrease in DA levels to 

unexpected reward omission in mice lacking CIN D2Rs compared to controls. Again, this 

difference in DA levels to reward outcome may be important for reversal learning. However, this 

data is preliminary, and further analyses and more mice are needed to confirm these results. 

Finally, we found that ACh and DA levels to reward outcome were comparable between 
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ChATDrd2KO and Drd2fl/fl mice on the final day of reversal learning. This finding is consistent 

with our behavioral data showing that at the end of reversal learning, both ChATDrd2KO and 

Drd2fl/fl mice reversed their behavior and learned the new rule change. 

In conclusion, our data reveal a specific role for CIN D2Rs in flexible learning. We 

demonstrated that CIN D2Rs are not important initial learning, but rather inhibit learning when 

task contingencies change. Thus, further exploration striatal DA and ACh during reversal learning 

will provide a better understanding of each of their roles in regulating flexible learning. 

3.5 Methods 

Animals 

Adult male and female C57BL/6J (JAX stock # 000664) mice (were bred in house. For 

control and KO animals: double-transgenic mice were generated by crossing heterozygous ChAT-

IRES-Cre mice (Rossi et al., 2011) (JAX stock #031661) to homozygous Drd2fl/fl (Drd2fl/fl) mice 

(Bello et al., 2011). Control (Drd2fl/fl) and ChATDrd2KO (ChAT-IRES-Cre x Drd2fl/fl) mice are 

littermates, bred in house and back crossed onto C57BL/6J background. Mice were housed 1-4 per 

cage for most experiments on a 12-hr light/dark cycle, and all experiments were conducted in the 

light cycle. All experimental procedures were conducted following NIH guidelines and were 

approved by Institutional Animal Care and Use Committees by Columbia University and the New 

York State Psychiatric Institute. 

Mice (≥ 8 weeks old) were induced with 4% isoflurane and maintained at 1-2% throughout 

the procedure. Mice were bilaterally injected with 450 nL/hemisphere with either AA5-hSYN-

dLight1.2 (Addgene) (Patriarchi et al., 2018) or AA5-hSYN-ACh3.0 (Vigene) (Jing et al., 2020) 

(also known as GRAB-ACh3.0) into separate hemispheres of the dorsal medial striatum (DMS) 

using stereotactic Bregma-based coordinates: AP, +1.1mm; ML ± 1.4 mm; DV, -3.1 mm, -3.0 mm 
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and -2.9 mm (150 nL/DV site). Following virus injection, 400-µm fiber optic cannulas (Doric, 

Quebec, Canada) were carefully lowered to a depth of -3.0 mm and fixed in place to the skull with 

dental cement anchored to machine mini-screws. Groups of mice used for experiments were 

housed in a counterbalanced fashion that accounted for sex, age, and home cage origin. Cannula-

implanted mice began behavioral training 4 weeks after surgery. At the end of experiments, 

animals were perfused, and brains were processed post-hoc to validate virus expression and optic 

fiber location as in (Gallo et al., 2021). 

In vivo fiber photometry and optogenetics  

Fiber photometry equipment was set up using two 4-channel LED Driver (Doric) 

connected to two sets of a 405-nm LED and a 465-nm LED (Doric, cLED_405 and cLED_465). 

The 405 nm LEDs were passed through 405-410 nm bandpass filters, while the 465 nm LEDs were 

passed through a 460-490 nm GFP excitation filters using two 6-port Doric minicubes. 405 and 

465 LEDs were then coupled to a dichroic mirror to split excitation and emission lights. Two low-

autofluorescence patch cords (400 µm/0.48NA, Doric) arising from the 2 minicubes were attached 

to the cannulas on the mouse’s head and used to collect fluorescence emissions. These signals 

were filtered through 500-540 nm GFP emission filters via the same minicubes coupled to 

photodetectors (Doric, gain set to DC Low). Signals were sinusoidally modulated, using Synapse® 

software and RZ5P Multi I/O Processors (Tucker-Davis Technologies), at 210 Hz and 330 Hz (405 

nm and 465 nm, respectively) to allow for low-pass filtering at 3 Hz via a lock-in amplification 

detector. 405 and 465 nm power at the patch cord were set to 30 µW or below. 

Photometry data processing  

All photometry and behavioral data utilized custom in-house MATLAB analysis scripts. 

Photometry signals were analyzed as time-locked events aligned to the lever extension (CRF) or 
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tone onset (Pavlovian) of each trial. The 405 nm channel was used to control for potential 

noise/movement artifacts and the 465 nm channel was used to detect the conformational 

modulation of either the GACh3.0 sensor by ACh or the dLight1.2 sensor by DA. Both 

demodulated signals were extracted as a 15 s window surrounding the event, which was denoted 

as time = 0.  Both signals were down sampled by a factor of 10 using a moving window mean. The 

change in fluorescence, ∆F/F (%), was defined as (F-F0)/F0 x 100, where F represents the 

fluorescent signal (465 nm) at each time point. F0 was calculated by applying a least-squares linear 

fit to the 405 nm signal to align with the 465nm signal (Calipari et al., 2016). To normalize signals 

across animals and sessions, we calculated a local baseline fluorescence value for each trial using 

the average of the 5 s period preceding the event and subtracted that from the signal. The daily 

average GACh3.0 and dLight1.2 traces were calculated using session average traces from 

individual mice. ACh dip and DA peak amplitudes were calculated as the maximal change of the 

signal that was at least 1 or 2 STD below or above the local baseline, respectively. ACh dip 

duration was calculated using the last and the first zero crossings preceding and following the dip. 

Total AUC was calculated as the area of all three components of the ACh signal (initial peak, dip 

and rebound). Negative AUC was calculated as the area for only the negative component. Rebound 

AUC was calculated as the area of the positive component immediately following the dip. The 

AUC analysis was restricted to a 5 s time window following the task event. Individual CRF trial 

(∆F/F (%)) traces were used for correlation analysis for CRF trials. For the ITI correlation, we 

examined any interaction between dLight1.2 and GACh3.0 regardless of event size during the 

variable 40 s of the ITI.  

Operant apparatus 

Four operant chambers (model Env-307w; Med-Associates, St. Albans, VT) equipped 
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with liquid dippers were used. Each chamber was in a light- and sound-attenuating cabinet 

equipped with an exhaust fan, which provided 72-dB background white noise in the chamber. 

The dimensions of the experimental chamber interior were 22 × 18 × 13 cm, with flooring 

consisting of metal rods placed 0.87 cm apart. A feeder trough was centered on one wall of the 

chamber. An infrared photocell detector was used to record head entries into the trough. Raising 

of the dipper inside the trough delivered a drop of evaporated milk reward. A retractable lever 

was mounted on the same wall as the feeder trough, 5 cm away. A house light located on the wall 

opposite to trough illuminated the chamber throughout all sessions. 

Dipper training 

Four weeks after surgery, mice underwent operant training. Mice were weighed daily and 

food- restricted to 85–90% of baseline weight; water was available ad libitum. In the first training 

session, 20 dipper presentations were separated by a variable inter-trial interval (ITI) and ended 

after 20 rewards were earned or after 30 min had elapsed, whichever occurred first. Criterion 

consisted of the mouse making head entries during 20 dipper presentations in one session. In the 

second training session, criterion was achieved when mice made head entries during 30 of 30 

dipper presentations. 

Pavlovian conditioning, extinction, and reinstatement  

Mice were trained for 16 consecutive days in a Pavlovian conditioning paradigm, which 

consisted of 12 conditioned stimulus-positive (CS+) trials and 12 unconditioned stimulus (CS-) 

trials occurring in a pseudorandom order. Each trial consisted of an 80-dB auditory cue 

presentation for 10 sec of an 8 kHz tone or white noise (counterbalanced between mice) and after 

cue offset a milk reward was delivered only in CS+ trials, whereas no reward was delivered in CS- 

trials. After conditioning, mice were trained for 4 days in Pavlovian extinction, which is similar 
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Pavlovian conditioning. However, in extinction the CS+ trials are not followed by a milk reward. 

After extinction, mice were subjected to 1 day of reinstatement learning where the CS+ was again 

paired with a milk reward. There was a 100 sec variable intertrial interval, drawn from an 

exponential distribution of times. Head entries in the food port were recorded throughout the 

session, and anticipatory head entries during the presentation of the cue were considered the 

conditioned response. Anticipatory responding was calculated as the difference in nose poking 

during the CS+ quintile with the maximum response (Q4 or 5) and the first quintile. 

Continuous reinforcement schedule (CRF) 

For lever press training, lever presses were reinforced on a continuous reinforcement 

(CRF) schedule. Levers were retracted after each reinforcer and were presented again after a 

variable ITI (average 40 s). The reward consisted of raising the dipper for 5 s. The session ended 

when the mouse earned 60 reinforcements, or one hour elapsed, whichever occurred first. 

Sessions were repeated daily until mice achieved 60 reinforcements. 

Pavlovian- to-Instrumental Transfer (PIT) 

 Mice received 7 days of Pavlovian training in which an auditory CS+ (either a tone or white 

noise) was paired with a 20% sucrose-liquid reward. The CS+, which lasted 2 min, was presented 

6 times with a variable ITI (mean of 5 min). Sucrose dippers were given on a random-time 30 sec 

schedule for 5 sec. After Pavlovian training, mice were trained to press a lever in a CRF schedule, 

as above, with the exception that the levers remained out once extended. The milk reward was 

delivered in a retractable dipper that was available for 5 sec. The session ended when the animal 

earned 30 rewards or 30 min elapsed, whichever occurred first. Sessions were repeated until the 

animals received 30 rewards. Mice then received 2-3 days each of random ratio 5 (RR5), RR10, 

and RR20 schedules in the absence of the CS+. After a Pavlovian “reminder” session, mice were 
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given a session where no rewards were given, and they were exposed to the CS that was not the 

initial CS+ (“CSØ”). Next, the mice received a 30 min session of lever press extinction, where no 

CS’s were presented, and lever pressing was not rewarded. The next day, mice underwent a PIT 

test. The PIT test started with an 8 min extinction period, where lever pressing was not rewarded. 

The CS+ and the CSØ were then presented four times each in the following order: (noise= n, tone= 

t: n-t-t-n-t-n-n-t). Each CS lasted 2 min followed by a 3 min fixed ITI, and no rewards were 

delivered.  

Probabilistic choice 

 Mice received 5 days of probabilistic choice training, where each session consisted of 80 

total trials: 40 forced and 40 choice trials. One of two levers was designated the “high payoff” 

lever and the other the “low payoff” lever. The “high payoff” lever if chosen would be followed 

by a 5 sec milk reward 80% of the time. The “low payoff lever if chosen would only be followed 

by a 5 sec milk reward 20% of the time. In forced trials, only one lever was presented at a time. In 

choice trials, both levers were presented. In both trial types, the lever(s) would be extended for 30 

sec. If no lever was pressed within 30 sec, the lever(s) would retract, and a new trial would start 

after a variable ITI (mean of 30 sec). The criterion to determine learning was 80% choice of the 

“high payoff” lever in choice trials over 2 consecutive days. After 5 days of acquisition, the mice 

underwent reversal learning. Here, the “high payoff” and “low payoff” levers were switched. 

Everything else in the task remained the same. Again, criterion was achieved after 80% choice of 

the “high payoff” lever in choice trials over 2 consecutive days. Trial-by-trial analyses we 

conducted to determine any potential genotype differences in “win-stay or lose-shift” (WSLS) 

strategies. WSLS strategies are frequently used to examine decision-making tasks involving risk 

and reward, which can reveal changes in sensitivity to surprising outcomes and feedback learning 



85 

 

(Aguirre et al., 2020). A trial was classified as a “win” if the animal received a milk reward, and a 

“lose” if no reward was delivered. Decisions were classified as “win-stay” when the animal chose 

the same lever on the subsequent trial after a win, and a “lose-shift” if the animal switched to the 

other lever after a loss. In addition, we examined disadvantageous strategies. Decisions were 

classified as “win-shift” when the animal switched to the alternative lever after a reward, and a 

“lose-stay” when the animal stuck with the same lever after a loss. Using this, we compared the 

frequency of advantageous strategies and disadvantageous strategies by calculating an adaptive 

score (win-stay + lose-shit) – (win-shift + lose-stay).  

Data analysis  

Sample sizes were determined by performing statistical power analyses based on effect 

sizes observed in preliminary data or on similar work in the literature. Statistical analyses were 

performed using GraphPad Prism 9 (GraphPad), MATLAB (MathWorks). Data are generally 

expressed as mean ± standard error of the mean (SEM). Paired and unpaired two-tailed Student’s 

t-tests were used to compare 2-group data, as appropriate. Multiple comparisons were evaluated 

by one- or two-way ANOVA and Bonferroni's post hoc test, when appropriate. In rare cases of 

values missing in repeated measures samples, the data were analyzed by fitting a mixed effects 

model, as implemented by Prism 9. Photometry correlation analyses were performed using 

Pearson’s correlation coefficients. A p-value of < 0.05 was considered statistically significant. 

Behavioral findings were replicated with mice from different litters, ages, or sexes. Investigators 

were blinded to the genotype of mice during behavioral assays as well as throughout the data 

analysis.  
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Chapter 4: Conclusions and Future Directions 

4.1 General conclusions 

 Here, I have described experiments conducted to explore the role of dopamine (DA) 

regulation on the cholinergic pause in the striatum during reinforced behaviors, reward learning 

and flexible learning. To do this, I first summarized the existing literature on this topic in Chapter 

1. In Chapter 2, I detailed work done to develop a new imaging strategy to simultaneously monitor 

the activity of DA and acetylcholine (ACh) levels in the striatum within the same mouse during 

reinforced behaviors. In combination with this imaging strategy, we used pharmacology to 

systemically block DA D2 receptors (D2Rs) and mouse genetics to selectively ablate D2Rs on 

cholinergic interneurons (CINs) to determine the DA dependence of the acetylcholine (ACh) dip 

during reinforced behavior. In Chapter 3, we used this genetic inactivation of CIN D2Rs strategy 

to examine the consequences on reward learning. Using this strategy, we also determined the role 

of CIN D2Rs on flexible learning and examined changes in both DA and ACh levels during 

flexible learning.   

 In addition, we determined that the CIN D2Rs coordinate cue-evoked changes in striatal 

ACh levels. Blocking or ablating CIN D2Rs resulted in a shorter ACh dip, a larger rebound in 

ACh levels following the dip and decreased coordinated activity between striatal DA and ACh. 

Notably, this manipulation had no effect on reward learning tasks but did facilitate reversal 

learning in a probabilistic choice task. This work highlights the importance of DA regulation of 

CIN activity during natural behaviors. In this chapter, I will discuss the implications of these 

finding and describe future lines of research for this field. 
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4.2 Simultaneous monitoring of DA and ACh during operant based tasks 

 In Chapter 2, I described a new imaging approach to monitor changes in striatal dopamine 

(DA) and acetylcholine (ACh) at the same time in the same mouse during behavior, which provides 

many advantages over previous approaches. First, this approach allows us to simultaneously 

measure changes in DA and ACh levels using genetically encoded biosensors (Jing et al., 2020; 

Patriarchi et al., 2018). Measuring real-time changes in ACh has been particularly difficult (Jing 

et al., 2020; Jing et al., 2018; Kodama et al., 1992). Therefore, our understanding of changes in 

ACh levels is mostly based on electrophysiological recordings of "tonically active neurons" 

(TANs) in primates (Aosaki et al., 1994a). In addition, ACh release can be locally regulated 

independent of neuronal activity at the cell body (A. Mohebi et al., 2019). Finally, cholinergic 

interneurons (CINs) co-release other neurotransmitters and use of the genetically encoded sensor 

will enable selective measurement of ACh levels (El Mestikawy et al., 2011; Gras et al., 2008). 

Therefore, this new approach to simultaneously image the activity of DA and ACh in the same 

animal will allow us to examine the role each neuromodulator plays during behavior and determine 

if they mutually co-regulate each other to promote learning. Future work to monitor both DA and 

ACh not only in the same animal but in the same brain region will strengthen these experiments, 

and is now possible with the development of biosensors in different colors (Labouesse & 

Patriarchi, 2021). 

Second, this new strategy does not rely on stimulation to evoke changes in striatal DA or 

ACh. Instead, we use operant based tasks to study naturally evoked changes in DA and ACh levels. 

Use of operant based tasks offers several advantages. First, we can align both DA and ACh signals 

to different task relevant events (i.e., lever extension, lever press, tone onset/offset, reward, etc.). 

Second, mice can complete many trials per day, which aids the quantification of DA and ACh 
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signals within mice per session and across days. Therefore, we can use this approach to determine 

if DA and ACh co-regulate each other during learning and behavior. 

4.3 Co-development changes in dopamine and acetylcholine during learning 

 In Chapter 2, I found that changes in DA and ACh levels that were measured during 

Pavlovian conditioning (Figure 2.2B) are consistent with previous studies showing that DA 

neurons and TANs/CINs encode unexpected rewards and reward-predicting cues (Aosaki et al., 

1994a; Apicella et al., 1991; Joshua et al., 2008; Morris et al., 2004; Schultz et al., 1997; Watanabe 

& Kimura, 1998). Like these previous studies, that recorded neuronal activity, we measured a 

robust increase in DA levels and a decrease in ACh levels to unexpected reward that diminishes 

as the reward becomes expected (Figure 2.2B). These results show that the neurotransmitter levels 

of both, DA and ACh, follow changes in neuronal activity of their respective neurons with sub-

second kinetics. The fast induction of the ACh dip is especially striking as it indicates rapid 

degradation or diffusion of ACh.  

 In addition, we observed similar changes in both DA and ACh levels to the conditioned 

stimulus but not the unconditioned stimulus, which occur in parallel over learning (Figure 2.2B). 

This finding is consistent with previous studies showing that both DA neurons and CINs respond 

to salient and conditioned stimuli. We also reported that changes in DA and ACh levels correlated 

with behavioral responding in the Pavlovian task (Figure 2.2C). However, the correlation was not 

observed in all tested mice due to the nature of the Pavlovian task (Figure 2.2C). In this task, mice 

can learn the association between the conditioned stimulus and reward. As a result, some mice 

display anticipatory responding during the conditioned stimulus (head poking the reward port). 

However, because anticipatory responding is not required to obtain a reward, some mice did not 

exhibit any anticipatory behavior. Nevertheless, the development of a DA and ACh signal over 
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learning suggest that these mice do learn the stimulus-reward association. Together, these results 

demonstrate that task-evoked changes in DA and ACh levels support what has been previously 

described at the level of neuronal activity in primates (Aosaki et al., 1994a; Morris et al., 2004; 

Schultz et al., 1997). 

4.4 Dopamine D2Rs coordinate cue-evoked changes in striatal acetylcholine levels 

4.4.1 DA D2Rs modulate task-dependent decreases in ACh levels 

 In Chapter 2, we were determined to answer a long-standing question; is the cholinergic 

pause entirely dependent on DA? As previously described, salient and conditioned stimuli are 

known to induces pauses in CIN and TAN firing in rodents and primates, however, the dependence 

on striatal DA and cholinergic D2Rs for pause induction is widely debated (Aosaki et al., 1994b; 

Ding et al., 2010; Morris et al., 2004; Watanabe & Kimura, 1998; Zhang et al., 2018). Therefore, 

to determine the role CIN D2Rs play in modulating the stimulus induced dip in ACh levels, we 

pharmacologically blocked D2Rs or selectively ablated D2Rs from CINs and measured ACh and 

DA levels during an operant based reinforcement behavior (CRF). We found that blocking or 

ablating D2Rs shortened the stimulus induced ACh dip and enhanced rebound levels in ACh but 

did not prevent the induction of the dip (Figures 2.3, 2.5, 2.9). While the ACh dip was shortened 

in our ChATDrd2 KO mice, it was not further shortened and there was no enhanced rebound in 

ACh levels following D2R blockade (Figure 2.11G-L). Together, these results suggest that the 

induction of the ACh dip is not dependent on CIN D2Rs. Instead, CIN D2Rs are important for 

modulating the duration of the stimulus induced ACh dip and rebound levels following the dip.  

Our data provide clarity on the controversial role that DA plays in the regulation of the 

ACh dip and suggest that the naturally evoked ACh dip is not entirely DA or CIN D2R-dependent 

as the literature suggested (Aosaki et al., 1994b; Ding et al., 2010; Watanabe & Kimura, 1998). 
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Therefore, the induction of the ACh dip is likely driven by non-DA inputs like glutamatergic 

cortical or thalamic inputs or long-range GABAergic inputs as suggested by previous stimulation 

studies (Brown et al., 2010; Brown et al., 2012; Cover et al., 2019; Doig et al., 2014; English et 

al., 2012b; Matsumoto et al., 2000; Zhang et al., 2018). Future studies that can inhibit or deactivate 

glutamatergic or GABAergic inputs to the striatum will uncover the mechanism driving each 

component of the ACh dip and help determine the behavioral significance of the ACh dip. 

 In addition to the effects on ACh dip durations, we found that CIN D2Rs also modulate 

rebound in ACh levels, which acts as a mechanism to limit enhanced ACh levels after the dip. 

Currently, it is unknown what roles the ACh dip and rebound play during behavior. As described 

in Chapter 1, CINs are thought to inhibit the activity of spiny projection neurons (SPNs) via 

nicotinic activation of local interneurons or through muscarinic M2/M4-mediated inhibition of 

corticostriatal projections. Thus, a larger ACh dip might lead to disinhibition of SPNs, while 

enhanced rebound ACh levels lead to a stronger inhibition of SPNs. We reported that D2R 

antagonism shortens the ACh dip and enhances ACh rebound levels after the dip, which might 

inhibit movement initiation leading to longer press latencies in lever pressing. In support of this, 

we found that the size of the stimulus induced ACh dip inversely correlated with lever press latency 

(the larger the ACh dip the shorter the press latency) (Figure 2.17C-F). Strikingly, this relationship 

was maintained for lever presses that occurred long after the stimulus induced ACh signal was 

gone. This result suggests that the stimulus induced ACh dips encode the motivational state of 

mice. Our data is consistent with a recent finding that demonstrated that inhibition of CINs in the 

ventral striatum (NAc) during a Pavlovian to Instrumental Transfer (PIT) task enhanced the ability 

of Pavlovian cues to invigorate motivated behavior (Collins et al., 2019).  
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In contrast, in Chapter 3, we found that selective D2R ablation from CINs did not affect 

performance in PIT (Figure 3.3) (Gallo et al., 2021). This result suggests a more nuanced 

impairment affecting press latencies rather than the vigor of responding. Therefore, future studies 

that can modulate the duration of the ACh dip and rebound levels in vivo will reveal the role of 

each component of the ACh in learning and behavior.  

4.4.2 Dopamine D2Rs regulate the coordination between DA and ACh activity in vivo 

   In Chapter 2, we developed a new imaging approach to simultaneously measure DA and 

ACh levels in the same animal during behavior. This approach enabled us to explore the 

relationship between DA and ACh during task relevant events and during the intertrial interval 

(ITI). First during the CRF task, we identified a strong negative correlation with the stimulus 

induced increase in DA leading the ACh dip in our control mice, which was attenuated by D2R 

antagonism (Figures 2.7 & 2.13). Interestingly, this negative correlation between DA and ACh 

was significantly reduced in mice lacking CIN D2Rs compared to controls (Figure 2.12) and 

unaffected by D2R antagonism (Figure 2.15). These results suggest that CIN D2Rs are necessary 

for the coordinated activity between DA and ACh. In addition, in our control mice, we identified 

a weaker positive correlation with the cue induced increase in DA leading the ACh peak that was 

enhanced by D2R blockade (Figures 2.7 & 2.13). We believe this positive correlation represents 

the rebound in ACh levels following the dip that is typically blunted by activation of D2Rs at 

baseline. This result supports, as previously discussed above, that CIN D2Rs modulate both the 

ACh dip and rebound levels.  

Second, in our control mice, we also observed negative and positive correlations between 

DA and ACh during the ITI, which were attenuated or enhanced by D2R antagonism, respectively 

(Figures 2.8 & 2.14). Again, we found that the correlation between DA and ACh signals during 
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the ITI was significantly reduced in ChATDrd2KO mice compared to controls (Figure 2.12). These 

results suggest that CIN D2Rs are not only necessary for coordinating the activity between DA 

and ACh during task events but also support a more general mechanism of coordination. However, 

it is unclear how the coordinated activity between DA and ACh affects learning and future studies 

that can address this will reveal the behavioral significance of this coordinated activity. 

4.4.3 Loss of CIN D2Rs does not affect cue-induced changes in DA levels 

 Here, we focused on the DA regulation of ACh levels in the striatum. We made this 

decision to determine the mechanisms underlying the CIN pause. However, as outlined in Chapter 

1, there is substantial evidence that suggests that CIN activity and ACh regulates local release of 

DA in the striatum (Cachope & Cheer, 2014; Cachope et al., 2012; David Sulzer et al., 2016; 

Threlfell et al., 2012). In Chapter 2, we described a new imaging technique to simultaneously 

monitor both striatal DA and ACh levels during behavior. Therefore, we also examined cue 

induced DA levels following pharmacological blockade of D2Rs and selective ablation of CIN 

D2Rs to determine how altered ACh levels affected DA signaling. We found that D2R antagonism 

significantly enhanced cue induced DA levels (Figure 2.6). However, this result was likely due to 

blocking D2-auto receptors on DA terminals, which prevents their activation. Surprisingly, we 

found no change in cue induced DA levels in ChATDrd2KO mice at baseline (Figure 2.10). 

However, cue induced DA levels in ChATDrd2KO mice were enhanced by D2R antagonism, 

indicating activation of D2-auto receptors (data not shown). We predicted that loss of CIN D2Rs, 

which shortens the ACh dip would enhance cue induced DA levels, however, we did not observe 

this. In addition, enhanced rebound ACh levels following D2R antagonism did not increase DA 

levels. One explanation is that under the circumstances measured changes in ACh levels may not 

regulate DA release. Another possibility is that increased ACh levels may desensitize nicotinic 
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receptors on DA neurons. Therefore, future studies that can selectively and transiently target CIN 

D2Rs will determine if an acute altered ACh signal affects cue induced changes in DA levels 

during behavior. 

4.5 Behavioral implications of cholinergic dopamine D2Rs 

 In Chapter 2, we determined that DA via CIN D2Rs regulates the duration of the ACh dip 

and rebound ACh levels. What does an altered ACh signal mean for behavior? To address this, we 

tested mice in various striatal dependent functions, including reinforced behavior, reward learning 

and flexible learning.  

4.5.1 Reinforced behavior 

 In Chapter 2, we used a continuous reinforcement (CRF) task to determine the role CIN 

D2Rs play during a reinforced behavior. In control mice but not ChATDrd2 KO mice, we found 

that antagonizing D2Rs increased lever press latency, in a dose-dependent manner consistent with 

previous findings (Figure 2.17A-B) (Kharkwal et al., 2016). This result demonstrates that acute 

inhibition of CIN D2Rs increases press latency, which we don’t observe in ChATDrd2KO mice 

showing that the effect of the antagonist is mediated by CIN D2Rs. Surprisingly, we found no 

difference in press latency between control and ChATDrd2KO mice at baseline. We had predicted 

that loss of CIN D2Rs like D2R antagonism in control mice would enhance press latency in the 

CRF task, which we did not observe. We believe that this absence of effect in KO is due to 

developmental compensation. In support of a role of CIN ACh levels regulating press latency, we 

found a correlation between the size of the ACh dip and press latency in our control mice: the 

larger the dip the shorter the press latency (Figure 2.17C-F). This result suggests a role for ACh in 

regulating motivation. To directly test whether there is a relationship between ACh dip duration 
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and press latency, future work will need to manipulate the duration of the ACh dip to determine if 

ACh regulates press latencies and clarify our findings. 

4.5.2 Reward learning 

 As previously described, both DA neurons and CINs respond to unexpected rewards and 

reward-predicting cues (Aosaki et al., 1994a; Apicella et al., 1991; Joshua et al., 2008; Morris et 

al., 2004; Schultz et al., 1997; Watanabe & Kimura, 1998).. Consistent with this, we reported in 

Chapter 2 that changes in both DA and ACh levels are associated with unexpected rewards and 

conditioned stimuli (Figure 2.2). Therefore, we sought out to determine the role CIN D2Rs play 

in reward learning. In Chapter 3, we reported that selective loss of CIN D2Rs does not affect 

Pavlovian conditioning, extinction, or reinstatement (Figures 3.1 & 3.2). However, these results 

were not surprising as CINs are not believed to play a role in initial learning but rather are 

important when task contingencies change (Aoki et al., 2015; Bradfield et al., 2013; Brown et al., 

2010; Okada et al., 2017), which I will discuss next.  

4.5.3 Flexible learning 

 In Chapter 1, I outlined the implications of striatal DA and ACh in behavioral flexibility 

(Adamantidis et al., 2011; Aoki et al., 2015; Bradfield et al., 2013; Brown et al., 2010; Clarke et 

al., 2011; Favier et al., 2020; Okada et al., 2014; Okada et al., 2017; Ragozzino et al., 2009; Rossi 

et al., 2013). However, it has yet to be determined if manipulating DA’s regulation of CINs and 

vice versa affects flexible learning. Therefore, in Chapter 3, we tested how loss of CIN D2Rs 

affects acquisition and reversal learning in a probabilistic choice task. We found that mice lacking 

CIN D2Rs were faster at reversal learning compared to controls (Figure 3.6), with no difference 

in the initial acquisition between the two groups (Figure 3.5). In addition, we found that 

ChATDrd2KO mice developed advantageous strategies faster, as measured by enhanced win-stay 
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and lose-shift (WSLS) strategies, than Drd2fl/fl control mice during reversal learning, while they 

were comparable in the acquisition phase (Figure 3.7).  

Next, we examined DA and ACh levels during acquisition and reversal learning in the 

probabilistic choice task. We found that both DA and ACh levels signal reward outcome in both 

phases of the task. During acquisition, rebound ACh levels are enhanced in trials with expected 

reward and unexpected reward omission, with no difference between ChATDrd2KO and Drd2fl/fl 

control mice (Figure 3.8). In addition, DA levels in both groups comparably signal reward 

prediction errors, with no difference between genotypes (Figure 3.9). These results support our 

behavioral finding demonstrating no difference in acquisition learning between ChATDrd2KO and 

Drd2fl/fl control mice. We observed similar changes in ACh and DA levels during the first two 

days of reversal learning, again with no difference between the two groups (Figures 3.10 & 3.11). 

However, on Day 3 of reversal, where we found the biggest difference in behavioral performance, 

we observed differences in ACh and DA levels to reward outcome between ChATDrd2KO and 

Drd2fl/fl control mice. In mice lacking CIN D2Rs, we observed a larger rebound in ACh levels in 

trials where a reward was expected, which may be important for reversal learning (Figure 3.12). 

Moreover, we observed a larger decrease in DA levels to unexpected reward omission in 

ChATDrd2KO mice compared to Drd2fl/fl mice (Figure 3.13). Together these results implicate a 

specific role for CIN D2Rs in limiting flexible behavior, which could be beneficial or harmful 

depending on the context. However, this data is preliminary and further analyses, and more mice 

are required to confirm these results. Below is a schematic depicting the overall conclusions of my 

thesis and future directions (Figure 4.1). 
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Figure 4.1. Overall conclusions and future directions. CIN D2Rs regulate the duration of the behaviorally 

induced CIN pause and rebound activity after the pause, the coordinated activity between DA and ACh and limit 

flexible learning in a reversal learning task. Future studies will determine how striatal ACh and DA regulate flexible 

learning. 
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Appendix A: Dopamine D2R Upregulation in Ventral 

Striatopallidal Neurons Does Not Affect Pavlovian or 

Go/No-Go Learning 

A.1 Abstract 

Ventral striatal dopamine is thought to be important for associative learning. Dopamine 

exerts its role via activation of dopamine D1 and D2 receptors in the ventral striatum. 

Upregulation of dopamine D2R in ventral striatopallidal neurons impairs incentive motivation 

via inhibiting synaptic transmission to the ventral pallidum. Here, we determined whether 

upregulation of D2Rs and the resulting impairment in ventral striatopallidal pathway function 

modulates associative learning in an auditory Pavlovian reward learning task as well as Go/No-

Go learning in an operant based reward driven Go/No-Go task. We found that upregulation of 

D2Rs in indirect pathway neurons of the NAc did not affect Pavlovian learning or the extinction 

of Pavlovian responses, and neither did it alter No-Go learning. A delay in the Go component of 

the task however could indicate a deficit in learning though it may be attributed to locomotor 

hyperactivity of the mice. In combination with previously published findings our data suggest that 

D2Rs in ventral striatopallidal neurons play a specific role in regulating motivation by balancing 

cost/benefit computations but do not necessarily affect associative learning. 

 

* This Appendix was published as an article in Behavioral Neuroscience in 2021. Martyniuk KM, Dandeneau M, 

Balsam PD, Kellendonk C. Dopamine D2R upregulation in ventral striatopallidal neurons does not affect Pavlovian 

or go/no-go learning. Behav Neurosci. 2021 Jun;135(3):369-379. doi: 10.1037/bne0000403. PMID: 34264690; 

PMCID: PMC8288487. 
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A.2 Introduction 

 The role of ventral striatal dopamine and its receptors in the regulation motivation and 

learning has been an intensive area of study for the last decades. Pharmacological studies have 

uncovered an important role for dopamine receptors in the nucleus accumbens (NAc) in the 

regulation of incentive motivation and the willingness to work for reward (Aberman et al., 1998; 

Berridge, 2007; Salamone et al., 2007). In this context dopamine is thought to regulate effort-

related processes that are important to overcome work-related response costs rather than to adapt 

the animal’s response to changes in reward value (Filla et al., 2018; Hamid et al., 2016; Kelley et 

al., 2005; Ostlund et al., 2011; Phillips et al., 2007; Salamone et al., 2007; Wanat et al., 2010). 

Upregulation of dopamine D2 receptors (D2Rs) in the adult NAc core enhances performance in a 

progressive ratio and a concurrent choice task that probe for incentive motivation and effort related 

decision making (Donthamsetti et al., 2020; Gallo et al., 2018; Trifilieff et al., 2013). Notably, cell 

specific upregulation of D2Rs in ventral striatopallidal projection neurons (D2R-OENAcInd mice) is 

sufficient to enhance motivation, whereas upregulation in cholinergic interneurons (D2R-OEChAT 

mice), which also express D2Rs had no effect on progressive ratio performance (Gallo et al., 2018). 

 D2Rs in ventral striatopallidal neurons are transported to axonal terminals, where they 

reduce inhibitory transmission at intra-striatal collaterals and striato-pallidal synapses (Cooper & 

Stanford, 2001; Dobbs et al., 2016; Floran et al., 1997; Kohnomi et al., 2012; Tecuapetla et al., 

2009). Slice physiological recordings revealed that D2R upregulation in ventral striatopallidal 

neurons enhances this modulation by dopamine. Thus, D2R-OENAcInd mice display decreased 

baseline synaptic transmission and an enhanced inhibition of synaptic transmission by D2R 
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activation (Gallo et al., 2018). As you would expect this effect was recorded at intra-striatal 

collaterals to the direct pathway and the canonical projections to the ventral pallidum (Gallo et al., 

2018). A follow up in vivo physiological analysis showed that the effects of disinhibition in D2R-

OENAcInd mice are mostly measurable at the level of the striato-pallidal synapse (Gallo et al., 2018). 

Furthermore, selective inhibition of striato-pallidal synapses in the ventral pallidum is sufficient 

to enhance progressive ratio performance suggesting that ventral striatopallidal D2Rs promote 

incentive motivation via enhanced inhibition of striato-pallidal transmission (Gallo et al., 2018). 

 Ventral striatal dopamine has also been implicated in associative learning. Dopamine 

neurons have been shown to encode a reward prediction error providing a teaching signal that is 

required for learning and that is thought to be transmitted to the NAc via the release of dopamine 

(J. J. Day et al., 2007; Schultz et al., 1997; E. E. Steinberg et al., 2013). D2R-OENAcInd mice should 

be more sensitive to this signal so that dopamine released in response to a reward predicting cue 

leads to a stronger inhibition of synaptic transmission, which could affect associative learning. To 

address this hypothesis, we tested D2R-OENAcInd mice in Pavlovian conditioning, an associative 

learning task. In this task mice learn that an auditory stimulus (conditioned stimulus: CS+) predicts 

the delivery of a food reward, whereas a different auditory stimulus (CS-) is not reinforced. 

Importantly, CS+ presentation leads to the release of dopamine when mice are acquiring the task 

(Bailey et al., 2018). We then extinguished the importance of the CS+ by adding 5 days of extinction 

training in which animals were not rewarded. 

 As inhibition of the ventral striatopallidal pathway has been shown to increase response 

initiation, we further hypothesized that D2R upregulation impairs learning if actions must be 

suppressed (Carvalho Poyraz et al., 2016). We thus tested D2R-OENAcInd mice in an instrumental 

Go/No-Go learning task where in a first step mice learn to press a lever in the presence of a visual 
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stimulus. In a second step they then must learn to withhold from pressing the lever when the 

stimulus is absent. Last, we measured the activity of D2R-OENAcInd mice in an open field to 

determine the functionality of the upregulated receptors in these new cohorts of mice. 

 We replicated previous findings showing hyperactivity in the open field (Donthamsetti et 

al., 2020; Gallo et al., 2015). In contrast to our expectations, D2R upregulation neither affected 

Pavlovian, extinction nor Go/No-Go learning suggesting that D2R upregulation in ventral 

striatopallidal neurons enhance motivation (Donthamsetti et al., 2020; Gallo et al., 2015) but does 

not affect Pavlovian or No-Go learning. 

A.3 Results 

To test the effects of D2R upregulation in ventral striatopallidal neurons on Pavlovian 

conditioning and Go/No-Go learning we generated two cohorts of mice. Cohort 1 was first tested 

in the Pavlovian conditioning task followed by the Go/No-Go task. Cohort 2 was first tested in the 

Pavlovian conditioning task followed by an extinction procedure. At the end of behavioral testing 

both cohorts were run in the open field as a positive control. Adult D2R-OENAcInd mice were 

generated by injecting a Cre-dependent AAV1 expressing D2R-ires-mVenus or GFP into the NAc 

core of Drd2-Cre mice that express Cre recombinase in ventral striatopallidal neurons. This leads 

to a 3-fold increase in D2 receptor levels in the NAc (Gallo et al., 2018). Figure A.1A shows a 



123 

 

representative image of a coronal section from a mouse with bilateral expression of the D2R-ires-

mVenus virus in the NAc. Figure A.1B shows the spread of virus-mediated expression with 

injections from all mice superimposed on each other in different colors for better visualization. We 

see dense viral expression in the NAc core with some leakage into the lateral NAc shell and dorsal 

medial striatum (DMS).  

Four weeks after AAV injections mice were tested in the Pavlovian conditioning task. First, 

mice were trained in an operant box to retrieve a food reward (evaporated milk) from an automatic 

dipper. Over the two training days, both groups learned that the dipper provided a reward (Figure 

A.2). There was no difference between the two groups, EGFPNAcInd and D2R-OENAcInd mice 

decreased their latency to retrieve the milk reward (Figure A.2A, RM 2-way ANOVA: F(1,15)= 

123.1, p< 0.0001, main effect of day) and increased the total number of rewards retrieved (Figure 

Figure A.1. Confirmation of viral spread. (A) Coronal section showing D2R-mVenus expression in 

the NAc of a Drd2-Cre mouse. (B) Superimposed traces of viral spread from coronal sections at ~1.0 

mm anterior to bregma for all 16 D2R-OENAcInd mice with the AAV1-hSyn-DIO-D2R-mVenus into 

the NAc. Mice are shown in 4 different colors (4 mice/color) for better visualization of viral spread. 
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A.2B, Mann Whitney, p< 0.0001, main effect of day). These results indicate that D2R upregulation 

in ventral striatopallidal neurons does not affect reward retrieval. During auditory Pavlovian 

conditioning, mice were presented with two 10 second auditory cues (tone verses white noise, 

counterbalanced between viral groups). After offset of the conditioned stimulus (CS+), a milk 

reward was delivered whereas no reward was delivered after the offset of the unconditioned 

stimulus (CS-). Figure A.3Aprovides a schematic of the task. Both groups of mice increased their 

head entries during the CS+ presentation over the 16 days of training (Figure A.3B). In contrast, 

during the CS-, head entries increased slightly during the first 4 days and then went down (Figure 

A.3B). Both groups were able to distinguish between the CS+ and CS- and demonstrated learning  

Figure A.2. D2R upregulation does not impair trough training. (A) Latency 

to retrieve an unexpected milk reward via head entry into a retractable dipper 

significantly decreased over 2 days of training for both D2R-OENAcInd (dark 

squares) and EGFPNAcInd (light circles) mice. (**** p<0.0001). (B) Total 

number of rewards retrieved significantly increased from Day 1 to Day 2 for 

both groups (**** p<0.0001). Data from 16 animals/genotype was used to 

calculate all statistics reported. 
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across 16 days of training (RM 3-way ANOVA: F(15, 15)= 4.744, p< 0.0001, main effect of 

conditioned stimuli over 16 days of training). However, there were no significant difference in the 

interaction between rate of anticipatory head poking during the CS+ or CS- between D2R and 

EGFP expressing mice over the 16 days of training (Figure A.3B, RM 3-way ANOVA: F(15,15)= 

0.2672, p= 0.9977, N=16/group). 

To better visualize the pattern of anticipatory head entries, we plotted head entries during 

the CS+ and CS- in 2 second bins. As mice learn the fixed duration of the CS+, their anticipatory 

response sharply increased during the 10 second CS+ (Figure A.3C). We found that both D2R-

OENAcInd and EGFPNAcInd mice comparably increased their head entries over the duration of the CS+ 

and continued this pattern of anticipatory behavior across the 16 days of training. However, there 

was no significant interaction between days, head entries during the CS+ and viral manipulation 

(Figure A.3C, RM 3-way ANOVA:0.5077, p=0.9375). Similarly, we observed no effect of day, 

head entries during CS- presentation and viral manipulation (Figure A.3D, RM 3-way ANOVA: 

F(15, 15)= 0.2368, p= 0.9988). In addition, we observed no effect of viral manipulation (D2R vs 

Figure A.3. D2R overexpression does not impair Pavlovian learning. (A) Task design. Mice are trained with 

24 (12 CS+, 12 CS-) trials/day for 16 days. Each trial starts with a 10 sec tone (CS+ or CS-). At the end of the 

CS+ a dipper comes up presenting milk as a food reward for 5 sec. There is an intertrial interval (ITI) variable in 

length (100 sec). (B) To determine learning, anticipatory responses (head entries/sec (CS-ITI)) were measured. 

Anticipatory head entries during the CS+ increased for both EGFPNAcInd (filled light circles) and D2R-OENAcInd 

(filled dark squares) mice and decreased during the CS- for both EGFPNAcInd (open light circles) and D2R-OENAcInd 

(open dark squares) mice. Both groups learned to distinguish the CS+ and CS- (**** p<0.0001). There was no 

effect of genotype on learning over the 16 days of training (p= 0.9977). (C) Within each day, the 10 sec CS+ was 

split into 5 two-second time bins to better visualize the anticipatory response. EGFPNAcInd (filled light circles) and 

D2R-OENAcInd (filled dark squares) sharply increased head entries into the reward port across the 10 sec CS+ (p< 

0.0001) and continued this anticipatory behavior across the 16 days of training (p< 0.0001). There was no effect 

of genotype on learning (p= 0.9375). (D) EGFPNAcInd (open light circles) and D2R-OENAcInd (open dark squares) 

showed no anticipatory response during the 10 sec CS-. There was no effect of genotype on learning (p= 0.9988). 

(E) Head entries during the ITI decreased over the 16 days of training comparably for both groups with no 

difference between groups (p= 0.6173). (F) Latency for the first head entry during the CS+ and CS- increased for 

the EGFPNAcInd (filled light circles/open light circles) and D2R-OENAcInd (filled dark squares/open dark squares). 

There was no difference between groups. (G) Anticipatory response to the CS+ attenuated over 5 days of 

extinction learning. Both groups similarly decreased anticipatory head entries during the CS+ (p< 0.0001). There 

was no difference in extinction learning between the two groups (p= 0.5247). Data from 8 or 16 animals per 

genotype was used to calculate all statistics reported. 
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EGFP) on the rate of head entries during the variable intertrial interval (ITI) (Figure A.3E, RM 2-

way ANOVA: F(15, 450)= 0.8535, p=0.6173). To further quantify their ability to learn the duration 

of both cues, we measured the latency of first head entry with cue onset. For both groups, this 

latency increased only during the CS+ over the 16 days of conditioning, but no difference between 

groups (Figure A.3F). This result further indicates that the mice have learned both the cue that 

predicts the reward and the timing of the reward that follows. 

To test the effects of D2R upregulation on eliminating a conditioned response, we ran our 

2nd cohort of mice through 5 days of Pavlovian extinction. To reinstate the conditioned behavior, 

the mice received 3 days of Pavlovian conditioning as previously described (Figure A.3A). For 

extinction, the protocol was identical to Pavlovian conditioning except now the mice no longer 

received a reward following the CS+. Both D2R-OENAcInd and EGFPNAcInd mice attenuated their 

anticipatory head poking during the CS+ each day with near complete extinction by Day 5 (Figure 

A.3G). Both groups had a comparable decay in their anticipatory head entries during the 10 second 

CS+ over the 5 days of extinction testing (RM 2-way ANOVA: F(4,4)= 6.536, p<0.0001, main 

effect of day). However, there was no interaction between day, CS+ anticipatory head entries and 

viral manipulation (RM 3-way ANOVA: F(4,4)= 0.8083, p= 0.5247), suggesting that D2R 

upregulation has no effect on extinction learning. 
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Next, to determine if D2R-OENAcInd mice have issues learning to withhold responses, we 

first trained mice to press a lever to earn a food reward and then tested them in a Go/No-Go task. 

Mice learned to press a lever to receive a milk reward using a continuous reinforcement (CRF) 

schedule. Over the two days of training, both D2R-OENAcInd and EGFPNAcInd mice were able to 

complete all trials (30 or 60) during the allotted time (60 min) (Figure A.4A). Furthermore, both 

groups improved their performance from Day 1 to Day 2. The number of successful trials (% 

Rewarded) increased (Figure A.4B) for both the EGFPNAcInd and D2R-OENAcInd mice (RM 2-way 

ANOVA: F(1,14)= 22.12, p= 0.0003, main effect of day) while there was no group effect of the 

viral manipulation (RM 2-way ANOVA: F(1, 14)= 0.2216, p= 0.6451). Both EGFPNAcInd and D2R- 

OENAcInd mice got faster at the task as measured by a decrease in lever press latency (Figure A.4C, 

RM 2-way ANOVA: F(1,14)= 15.76, p= 0.0014, main effect of day) with no difference between 

groups (RM 2-way ANOVA: F(1, 14)= 0.2255, p= 0.6422). We conclude that D2R upregulation 

Figure A.4. D2R upregulation does not affect reinforcement learning. Mice were trained 

to press a lever to obtain a milk reward on a continuous reinforcement (CRF) schedule for two 

days. (A) EGFPNAcInd (light circles) and D2R-OENAcInd (dark squares) were able to complete all 

CRF trials on both days of training. (B) The number of rewarded trials (% Rewarded) 

comparably increased for EGFPNAcInd (light circles) and D2R-OENAcInd (dark squares) mice 

over the 2 days of training (*** p= 0.0003). There was no difference between groups (p= 

0.6451). (C) Lever press latency decreased from Day 1 to Day 2 for both groups (** p= 

0.0014). There was no difference between groups (p= 0.6422). Data from 8 animals per 

genotype was used to calculate all statistics reported.  
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has no effect on learning to press a lever for a food reward as we observed no difference in 

performance between the two groups. 

During the Go/No-Go task, mice use distinct visual cues to learn to either press a lever 

(“Go” trial) or withhold pressing of the same lever (“No-Go” trial) to receive a milk reward. In 

both trials, the lever is available for 5 seconds in which the animal must decide to press or not. A 

schematic of the task is shown in Figure A.5A. The mice were first trained exclusively on Go trials 

and learning was established once they reached a criterion of 75% accuracy over three consecutive 

days. Next, No-Go trials were randomly intermixed with Go trials (60 total trials). Surprisingly, 

D2R-OENAcInd mice showed a deficit in the acquisition of Go trials compared to the EGFPNAcInd mice 

(Figure A.5B, RM 2-way ANOVA: F(15, 210)= 2.029, p= 0.0148, interaction effect). During the 

Go/No-Go task, both D2R-OENAcInd and EGFPNAcInd control mice improved on withholding lever 

pressing during No-Go trials as measured by a decrease in incorrect responses (% incorrect) over 

the 35 days of testing (Figure A.5C, RM 2-way ANOVA: F(34, 476)= 20.66, p<0.0001, main 

effect of day). However, there was no significant difference between the two groups (RM 2-way 

ANOVA: F(34, 476)= 0.4606, p=0.9965). Both groups also improved their performance on Go 

trials as measured by an increase in correct responses (% correct) the 35 days of Go/No- Go testing 

(Figure A.5D, RM 2-way ANOVA: F (34, 476)= 2.076, p=0.0005, main effect of day). Again, 
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there was no difference in correct responses between the two groups during Go\No-Go testing 

(RM 2-way ANOVA: F(34, 476)= 1.2, p=0.2073). 

To determine whether D2R upregulation in these two cohorts leads to hyperlocomotion as 

has been described before (Donthamsetti et al., 2020; Gallo et al., 2018) we tested all mice in the 

open field. D2R-OENAcInd mice showed an increase in locomotor activity in a standard 90-minute 

open field session replicating previous findings consistent with functional upregulation of D2Rs 

in ventral striatopallidal neurons (Figure A.6). D2R-OENAcInd mice continued to traverse the 

Figure A.5 D2R upregulation does not impair No-Go learning. (A) Task design. Go trials: mice were 

trained to press a lever within 5 seconds to obtain a milk reward. No-Go trials: mice learned to withhold 

pressing the lever for 5 seconds to receive a milk reward. Mice only received a reward if they made a 

correct choice. Each session consisted of 30 Go and 30 No-Go trials that were randomly mixed. (B) 

Acquisition of Go trials only. D2R-OENAcInd (dark squares) showed a delay in the acquisition compared 

to EGFPNAcInd (light circles) (*p= 0.0148). (C) Performance on No-Go trials during Go/No-Go testing. 

Both EGFPNAcInd (light circles) and D2R-OENAcInd (dark squares) improved on No-Go trials and learned 

to withhold responding (decrease in % incorrect) over the 35 days of testing (p< 0.0001). There was no 

difference in performance between the two groups (p= 0.9965). (D) Performance on Go trials during 

Go/No-Go testing. Both groups performed better on Go trials (increase in % correct) over the 35 days of 

testing (p= 0.0005). There was no difference in performance between groups (p= 0.2073). Data from 8 

animals per genotype was used to calculate all statistics reported. 
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enclosure during the entire session while EGFPNAcInd control mice attenuated their locomotion 

(Figure A.6A, RM 2-way ANOVA: F(17, 510)= 5.231, p<0.0001, interaction effect). Furthermore, 

D2R-OENAcInd mice traveled a significantly greater total distance compared to controls (Figure 

A.6B, 2-way ANOVA: F(1,15)= 8.925, p= 0.0092, main effect of genotype). These results 

confirmed that our viral manipulation of over-expressing D2Rs in ventral striatopallidal neurons 

was functional. 

A.4 Discussion 

 Here, we examined enhanced D2R expression in ventral striatopallidal neurons and 

determined if the resulting deficit in ventral striatopallidal synaptic transmission is important for 

associative reward learning and cognitive function in mice. To determine this, we used a viral 

approach to selectively over-express D2Rs in ventral striatopallidal neurons and tested mice in an 

auditory Pavlovian conditioning task followed by a Go/No-Go paradigm. We found that 

upregulation of D2Rs in ventral striatopallidal neurons does not impair associative reward learning 

nor did it affect the extinction of response behavior when the Pavlovian cue was no longer paired 

Figure A.6. D2R upregulation induces hyperlocomotion. (A) D2R-OENAcInd (dark squares) mice 

traveled more distance in 5 min bins during a 90 min period than EGFPNAcInd (light circles) mice (p< 

0.0001). (B) D2R-OENAcInd mice traveled a greater total distance compared to EGFP mice (p= 0.0092). 

Data from 16 animals per genotype was used to calculate all statistics reported.  
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with a reward. In contrast to our initial hypothesis, decreased function of the ventral striatopallidal 

pathway did not cause deficits in No-Go learning, however, we did observe a slight delay in the 

acquisition of Go learning. Lastly, we replicated previous findings that D2R upregulation in ventral 

striatopallidal neurons enhances locomotion. These data suggest that while D2R upregulation in 

ventral striatopallidal neurons enhances locomotor activity and the motivation to work for food 

(Donthamsetti et al., 2020; Gallo et al., 2018) is does not affect reward learning, at least under the 

conditions tested. 

A.4.1 D2R upregulation in ventral striatopallidal neurons does not impair Pavlovian 

conditioning and extinction learning  

Accumulating evidence suggests that dopamine in the NAc core is important for 

associative reward learning. First, dopamine is released in response to reward predicting cues 

during a Pavlovian conditioning task (Bailey et al., 2018; Collins et al., 2016). Single-unit 

recordings from rat spiny projection neurons (SPNs) further showed that 75% of NAc neurons 

change their activity in response to reward-predicting cues. Of these neurons, half showed an 

increase in firing and half a decrease indicating a possible cell-type specific regulation consistent 

with D1R activation enhancing striatomesencephalic activity and D2R activation inhibiting 

striatopallidal activity (Day et al., 2006). However, ventral striatopallidal neurons are not always 

inhibited after reward predicting cues. Pathway specific Ca2+ imaging revealed that reward-

predicting cues enhanced, ventral striatopallidal activity in the lateral part of the ventral striatum, 

whereas it decreased ventral striatopallidal activity in the ventro-medial striatum (Tsutsui-Kimura 

et al., 2017). This suggests that the regulation of ventral striatopallidal and striatomesencephalic 

activity in response to cue induced dopamine is more complicated than the dichotomous model 

would suggest. 
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Second, inhibition of NAc core projecting DA neurons disrupt Pavlovian reward learning 

(Heymann et al., 2020). Contrasting this systemic administration of a D2R antagonist was found 

to enhance approach behavior and promoted learning in rats during an auditory Pavlovian 

conditioning paradigm (Eyny & Horvitz, 2003). However, the latter finding is difficult to interpret 

due to the systemic actions of the antagonist. Local infusion of dopamine receptor antagonists into 

the NAc revealed that D1R antagonism impaired memory consolidation during appetitive 

Pavlovian learning, whereas D2R antagonism had no effect on learning (Dalley et al., 2005). 

Similarly, local NAc core infusion of a D1R antagonist have been shown to impair Pavlovian 

Instrumental Transfer, whereas the infusion of a D2R antagonist had only mild effects (Lex & 

Hauber, 2008). 

Third, animals demonstrate a divergence in approach behavior during Pavlovian learning 

that may be directed either towards the CS itself (sign-tracking) or the location of the reward 

delivery (goal-tracking). Dopamine is differentially involved in these approach behaviors; it is 

necessary for the development and expression of sign-tracking behaviors but only required for the 

expression of goal-tracking behaviors (Flagel et al., 2011). Furthermore, dopamine D1 and D2 

receptors (D1Rs and D2Rs) play a differential role in approach behaviors. Both D2Rs and D1Rs 

play an important role in sign-tracking behaviors while only the activity of D1Rs is necessary for 

the development of goal-tracking behaviors (Roughley & Killcross, 2019). Here, our behavioral 

paradigm limited our analysis to only measure goal-tracking behaviors, which may explain why 

D2R upregulation did not affect Pavlovian learning. Taken together, these results implicate a role 

for NAc dopamine in associative reward learning using Pavlovian cues, however, the underlying 

mechanism seems to involve D1Rs rather than D2Rs. In so far, our results that D2R upregulation 

in ventral striatopallidal neurons does not affect Pavlovian reward learning is not surprising. 
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Following the Pavlovian task, we tested D2R-OENAcInd mice in extinction learning. We 

rationalized that reward omission during extinction learning should result in a dip in dopamine 

release in accordance with the reward predicting error model (Bromberg-Martin et al., 2010). This 

dip in dopamine should decrease D2R mediated inhibition of ventral striatopallidal neurons, 

thereby facilitating the learning of avoiding the Pavlovian response (Hikida et al., 2010; Kravitz et 

al., 2012). Higher levels of D2Rs may make ventral striatopallidal neurons more responsive to this 

regulation if under wild-type conditions all receptors are occupied by dopamine at baseline, 

whereas in the condition of D2R upregulation additional receptors are occupied. However, we 

found that that both D2R- OENAcInd and EGFPNAcInd control mice attenuated their anticipatory head 

poking during the presentation of the previously reward predicting cue. Thus, D2R upregulation 

in ventral striatopallidal neurons neither enhanced nor impaired extinction learning. 

A.4.2 D2R upregulation in ventral striatopallidal neurons does not affect “No-Go” learning 

 D2R-expressing ventral striatopallidal neurons have been proposed to suppress movement 

or action initiation by gating the output of the basal ganglia via connections through the globus 

pallidus external (GPe) (Albin et al., 1989). Furthermore, inhibition of these neurons using the Gi-

coupled designer receptor hM4DGi enhances response initiation in a progressive hold own task, 

where the mouse as to hold down a lever for an increasing amount of time to obtain a food reward 

(Bailey et al., 2015; Carvalho Poyraz et al., 2016). Thus, we hypothesized that upregulation of Gi- 

coupled D2Rs impairs learning if actions need to be suppressed. However, our Go/No-Go data did 

not reveal any impairment in No-Go learning and performance. During the Go/No-Go paradigm, 

both D2R-OENAcInd and control EGFPNAcInd mice improved their performance and plateaued at the 

same level, demonstrating their ability to withhold responding during No- Go trials. This result 
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shows that D2R upregulation in ventral striatopallidal neurons is not sufficient to disrupt learning 

when actions need to be withheld. 

 Prior to Go/No-Go testing, the mice were trained exclusively on Go trials. During 16 days 

of Go training, the D2R- OENAcInd mice showed a mild impairment during the first 9 days. We 

believe that this impairment was due to a newly implemented time restriction for lever availability 

during Go training. During the preceding two days of continuous reinforcement (CRF) training, 

the lever was extended until the animal pressed the lever. However, during Go training the lever 

was only available for 5 seconds, and if no press was made the lever would retract and a new trial 

would start. Previous work from our group showed that D2R-OENAcInd mice are hyperactive in the 

open field (Gallo et al., 2015; Welch et al., 2021), a finding we replicated here. One possibility is 

that increased exploration in the operant chamber distracts D2R-OENAcInd mice from lever 

responding within the 5 sec time limit. Alternatively, D2R-OENAcInd mice have a deficit in 

recognizing and adapting to the changing circumstance of the 5 sec time limit. 

A.4.3 D2R upregulation in ventral striatopallidal neurons induces hyperlocomotion 

 D2R upregulation in ventral striatopallidal neurons increases locomotion (Gallo et al., 

2015; Welch et al., 2021). To confirm that our manipulation was functional, we tested activity of 

D2R-OENAcInd and EGFPNAcInd control mice in a standard open field box. We replicated 

hyperactivity in D2R-OENAcInd mice. Furthermore, post-hoc immunohistochemistry staining 

confirmed that our viral expression was targeted to the ventral striatum. Since D2R-OENAcInd mice 

showed a bimodal distribution in the open field with 5 mice performing similar to EGFPNAcInd 

control mice, we re-analyzed the data only using the hyperactive D2R-OENAcInd mice. Still no 

alteration in behavior was observed in the Pavlovian or No-Go learning conditions (data not 

shown) but the deficit in the acquisition of the Go component became more significant (RM 2-
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way ANOVA: F(15,180)=2.774, p=0.0008, interaction between genotype (EGFP and D2ROE) 

and day). Taken together, these results give us confidence that D2R upregulation was functional 

as in our previous publication where we established with slice and in vivo electrophysiological 

measures that D2R upregulation impairs synaptic transmission of ventral striatopallidal neurons 

collaterals within the NAc and the canonical projections to the ventral pallidum. 

 We set out to determine how altered D2R levels affects associative and Go/No-Go learning 

in mice. We found that selective D2R upregulation on ventral striatopallidal neurons does not impair 

associative reward learning or No-Go learning. In our previous published studies, we found that 

D2R upregulation enhances the willingness to work for food if response efforts are high 

(Donthamsetti et al., 2020; Gallo et al., 2018). In contrast, both the Pavlovian conditioning and the 

Go/No- Go task do not require much effort to perform the task. One explanation is that the 

behavioral assays we tested are not sensitive enough to detect any changes in learning and that our 

D2R-OENAcInd mice could have a deficit in Pavlovian learning with probabilistic outcomes, where 

task difficulty varies with reward predictability. Together with our previous published findings our 

data suggest that ventral striatopallidal D2Rs play a specific role in regulating motivation by 

balancing cost/benefit computations but does not affect associative learning (Bailey et al., 2020; 

Gallo et al., 2018; Simpson & Kellendonk, 2017; Ward et al., 2012). 

A.5 Methods 

Animals: Adult male and female Drd2-Cre BAC transgenic mice (ER44; GENSAT) backcrossed 

onto the C57BL/6J background were group housed under 12-h light/dark cycle. All experimental 

procedures were conducted following NIH guidelines and were approved by Institutional Animal 

Care and Use Committees by Columbia University and New York State Psychiatric Institute. We 

chose Drd2-Cre over A2A-Cre mice to recapitulate the conditions in which we saw enhanced 
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progressive ratio performance. Also, Cre levels are higher in Drd2-Cre mice as they can be 

visualized with anti-Cre immunohistochemistry (Cazorla et al., 2014; Gallo et al., 2018), whereas 

we cannot detect Cre expression in A2A-Cre mice using the same anti-serum. In our hands Drd2-

Cre mice leads to recombination of AAV expression constructs in about 5% to 10% of ChAT 

neurons (Carvalho Poyraz et al., 2016; Gallo et al., 2018). 

Stereotaxic Surgery: Mice (≥8 weeks old) were bilaterally injected with 450 nL/hemisphere of a 

previously characterized Cre-dependent double-inverted open reading frame (DIO) adeno-

associated viruses (AAVs) encoding D2R-ires-Venus (5.1 X 1013 GC/mL) or EGFP (6.69 X 1013 

GC/mL) (UNC Vector Core, Chapel Hill, NC) into the nucleus accumbens (NAc) using 

stereotactic Bregma-based coordinates: AP, + 1.70 mm; ML, ± 1.20 mm; DV, –4.1 mm (from 

dura). Mice were induced with 4% isoflurane anesthetic and maintained at 1-2% throughout the 

stereotaxic surgery. Following induction, mice were placed on the stereotaxic setup and a midline 

incision was made using a sterile scalpel. A high-speed rotary micromotor kit (Foredom, Bethel, 

CT) was used to make holes in the skull and a glass pipette was lowered into the brain to deliver 

the AAVs. Mice were given 4 weeks to recover from the surgery. Groups of mice used for 

experiments were first assigned their AAV-genotype in a counterbalanced fashion that accounted 

for sex, age, home cage origin. 

Operant Apparatus: Eight operant chambers (model Env-307w; Med-Associates, St. Albans, 

VT) equipped with liquid dippers were used. Each chamber was in a light- and sound-attenuating 

cabinet equipped with an exhaust fan, which provided 72-dB background white noise in the 

chamber. The dimensions of the experimental chamber interior were 22 × 18 × 13 cm, with 

flooring consisting of metal rods placed 0.87 cm apart. A feeder trough was centered on one wall 

of the chamber. An infrared photocell detector was used to record head entries into the trough. 
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Raising of the dipper inside the trough delivered a drop of evaporated milk reward. A retractable 

lever was mounted on the same wall as the feeder trough, 5 cm away. A house light located on 

wall opposite to trough illuminated the chamber throughout all sessions. 

Dipper Training: Four weeks after AAV surgery, mice underwent operant training. Mice were 

weighed daily and food- restricted to 85–90% of baseline weight; water was available ad libitum. 

In the first training session, 20 dipper presentations were separated by a variable inter-trial interval 

(ITI) and ended after 20 rewards were earned or after 30 min had elapsed, whichever occurred 

first. Criterion consisted of the mouse making head entries during 20 dipper presentations in one 

session. In the second training session, criterion was achieved when mice had made head entries 

during 30 of 30 dipper presentations.  

Pavlovian Conditioning: Mice were trained for 16 consecutive days in a Pavlovian conditioning 

paradigm, which consisted of 12 conditioned stimulus-positive (CS+) trials and 12 CS- trials 

occurring in a pseudorandom order. Each trial consisted of an 80-dB auditory cue presentation for 

10 sec of either a 3 kHz (Cohort 1) or 8 kHz (Cohort 2) tone or white noise (counterbalanced 

between mice) and after cue offset a milk reward was delivered only in CS+ trials, whereas no 

reward was delivered in CS- trials. There was a 100 sec variable intertrial interval, drawn from an 

exponential distribution of times. Head entries in the food port were recorded throughout the 

session, and anticipatory head entries during the presentation of the cue were considered the 

conditioned response. The differential score (Head entries/sec (CS – (ITI))) was calculated using 

either the 2 sec or 10 sec of ITI proceeding the cue. We used 10 sec of ITI to calculate the 

differential score during the entire 10 sec cue (Figure A.3B) and 2 sec ITI for the 2 sec binning 

(Figure A.3C & D).  
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Continuous Reinforcement schedule (CRF): For lever press training, lever presses were 

reinforced on a continuous reinforcement (CRF) schedule. Levers were retracted after each 

reinforcer and were presented again after a variable ITI (average 40 sec). The reward consisted of 

raising the dipper for 5 sec. The session ended when the mouse earned 60 reinforcements, or one 

hour elapsed, whichever occurred first. Sessions were repeated daily until mice achieved 60 

reinforcements. 

Go/No- Go schedule: Mice were first trained on Go trials in which they were required to press a 

lever within 5 sec of its presentation to receive a reward. If the 5 sec elapsed with no response, the 

lever would retract, no reward would be presented, and a new ITI (average 40 sec) would begin. 

Mice were trained on these 5 sec Go-only trials until they reached 75% accuracy over three 

consecutive days. Once this criterion was achieved, No- Go trials were added in which the lever 

was presented simultaneously with two cues (the house lights turning off, and a small LED light 

above the lever turning on). A lack of any lever press within 5 sec, resulted in a reward. A lever 

press during this period caused the lever to retract, the house lights to turn on, the LED light to turn 

off, and a new ITI to begin without any reward for that trial. In each session, 30 Go trials were 

interspersed with 30 No-Go trials presented pseudo-randomly such that there were an equal 

number of both kinds of trials in every block of 10 trials. Mice were tested for 35 days, and false 

alarm rate and hit rate were analyzed. 

Locomotor Activity: D2-Cre mice injected with D2R- or EGFP-expressing AAVs were tested in 

open field boxes equipped with infrared photobeams to measure locomotor activity (Med 

Associates, St. Albans, VT). Data were acquired using Kinder Scientific Motor Monitor software 

(Poway, CA) and expressed as total distance traveled (cm) over 90 min.  
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Histology: Mice were transcardially perfused with ice-cold 4% paraformaldehyde (Sigma, St. 

Louis, MO) in PBS under deep anesthesia. Brains were harvested, post-fixed overnight and washed 

in PBS. Free-floating 50-µm coronal sections were obtained using a Leica VT2000 vibratome 

(Richmond, VA). After incubation in blocking solution (5% horse serum, 0.5% bovine serum 

albumin in 0.5% PBS-Triton X-100) for 2 hr at room temperature, sections were labeled overnight 

at 4 °C with primary antibodies against GFP (chicken; 1:1000; AB13970 Abcam, Cambridge, 

MA). Sections were incubated with fluorescent secondary antibodies (Goat anti-chicken, A488, 

A11039, ThermoFisher) for 2 hr at RT. Sections were then mounted on slides and cover slipped 

with Vectashield containing DAPI (Vector, Burlingame, CA). Digital images were acquired using 

a Zeiss epifluorescence microscope. 

Statistical analysis: Data are expressed as mean ± SEM. Students’ t-tests were used to compare 

between two groups. Analyses involving multiple conditions were evaluated by one-way, two-

way, or three-way repeated measures ANOVA, using GraphPad Prism software. Statistical 

significance was considered for p <0.05. 
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