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ABSTRACT

The distortion of sibilant sounds is a common type of
speech sound disorder in European Portuguese speaking chil-
dren. Speech and language pathologists (SLP) use different
types of speech production tasks to assess these distortions.
One of these tasks consists of the sustained production of iso-
lated sibilants. Using these sound productions, SLPs usually
rely on auditory perceptual evaluation to assess the sibilant
distortions. Here we propose to use an isolated sibilant ma-
chine learning model to help SLPs assessing these distortions.

Our model uses Mel frequency cepstral coefficients of the
isolated sibilant phones and it was trained with data from 145
children. The analysis of the false negatives detected by the
model can give insight into whether the child has a sibilant
production distortion. We were able to confirm that there
exist some relation between the model classification results
and the distortion assessment of professional SLPs. Approxi-
mately 66% of the distortion cases identified by the model are
confirmed by an SLP as having some sort of distortion or are
perceived as being the production of a different sound.
Index Terms: machine learning, sibilant sounds, speech
sound disorders, sigmatism assessment

1. INTRODUCTION

Many children suffer from speech sound disorders (SSD). As
reported by Guimarães et. al for data on European Portuguese
(EP), 8.8% of preschool-aged children suffer from some type
of SSD [1]. These disorders can influence the children’s qual-
ity of life, as they may affect the children’s ability to com-
municate and may cause embarrassment, shame, frustration,
among other negative feelings. In addition, when the SSD is
not due to an oral structural problem, it can also have a nega-
tive impact on the children’s future as it can affect the literacy
acquisition and may cause literacy problems [2, 3]. If these
problems are not detected and treated early, they may persist
or lead to a worsening of the situation depending on the dis-
order.

Sigmatism is a type of SSD that consists of the distortion
of sibilant sounds production. This SSD is very common in
European Portuguese (EP) children [4, 5]. There are four dif-
ferent sibilant consonant sounds in EP: [z] as in zebra, [s] as
in snake, [S] as the sh sound in sheep, and [Z] as the s sound
in Asia. The most usual sibilant mistakes committed by chil-
dren are distortion errors [1, 2]. Distortion errors typically
reflect a slight alteration in the production of a sound (e.g., a
slight problem with tongue shape or placement). The result-
ing productions are in the correct phoneme category but lack
phonetic precision or accuracy. It has been suggested that
distortions (e.g., dentalized or lateralized [s]) may represent a
breakdown in motoric processes [2].

Speech therapy plays an important role to overcome SSDs
since it allows detecting the disorders as well as to correct
and improve the children’s speech. To assess children that
may have a SSD that affects the production of sibilant con-
sonants, the SLP analyzes both how the children react to the
hearing and the production of the isolated sibilants. Here we
propose to use a machine learning approach that uses the iso-
lated sibilants to help the SLP identifying children who may
suffer from sigmatism.

Other machine learning models to assess SSDs or detect
speech errors exist. These include models to detect vocal fold
pathologies [6], paraphasias [7], and models to detect articu-
lation impairments due to the vibration of the vocal folds [8].
Some of these models use MFCCs as input to their models.
PEAKS is a system that automatically evaluates voice and
speech disorders using Mel frequency cepstral coefficients
(MFCCs) [9]. This type of assessment tools have also been
used detect Parkison’s disease [10, 11]

A few systems have been proposed to help detect sigma-
tism in children, but all previous work has some limitations.
Valentini-Botinhao et al. have proposed a system to automat-
ically detect sigmatism in children [12]. Even though they
have high recognition rates at phone, word and speaker level,
and they also discuss their sigmatism detection rates, their
model is trained with data from speech therapy students sim-
ulating the sound distortions. Benselam et al. [13] also pro-



posed a system aimed at detecting sigmatism in the Arabic
language. This system is trained with data from adults and
uses only one word containing the sibilant [S].

The distortions represented in the data set from Benselam
et al.’s study are adults distortions. While the distortions in
the data set from Valentini-Botinhao et al.’s study could have
been well simulated, these are not from children’s voices,
which have quite different characteristics from adult voices.
On the contrary, our model was trained with data from chil-
dren and their natural distortions.

Miodońska et al. also use data from children. They de-
veloped a system for the classification of sibilant [Z] that was
trained with data from 60 preschool children (5 and 6 year
olds) from Poland [14]. Their model uses MFCCs together
with other features. Although they have high accuracy rates
with children’s voices, they train the model to recognize only
one sibilant. Also, although they mention that the results from
the model could be used in systems to assess sigmatism, they
do not explore how to do it.

We go a step further as we use a richer data set and also
discuss how to use the results from our classification model
to identify children that may have sigmatism. Our model
was trained with data from 145 children from 4 to 11 years
old, speaking normally. In this way, the model was trained
with real data, that is, with real examples of correct and in-
correct child speech productions, and is suited to recognize
sibilants from preschool as well older children. In addition, it
was trained with samples from all four EP sibilants.

We have previously developed a machine learning model
that uses support vector machines (SVM) and MFCCs to clas-
sify the four isolated EP sibilants [15]. This model was ini-
tially proposed as an automatic classifier for a mobile game
for training the EP sibilant consonants. Here we propose fur-
ther developments of the model that uses its classification re-
sults to help the SLP detect cases of sigmatism. These devel-
opments use the false negative rate (fnr) information. If a
child’s sibilants’ productions are incorrect, it is possible that
the child has sigmatism. Providing this information to the
SLP, will help him/her to assess if the child has an SSD.

We were able to find some relation between the fnr of
our model, and the incorrect sound productions of children,
which were confirmed by a professional SLP (section 5). Ap-
proximately 66% of the sibilants that the model identified as
incorrect speech productions, were also identified as incorrect
by an SLP, either because the SLP identified that the child had
sigmatism or because the SLP perceived the sibilant produc-
tion as a different sound. Thus, using the information pro-
vided by the model, SLPs will have more useful information
that can help them making the assessments. Note that we are
not proposing to use the model to identify types or causes of
SSDs. We propose to use it to give information to the SLP that
may help him/her to assess if the child has an SSD. To ensure
the type of SSD it is necessary to do a clinical assessment by
the SLP.

Fig. 1. Main places of articulation in the vocal tract, adapted
from [16].

2. SIBILANTS

Different sibilant consonants are produced letting the air flow
outwards in the mouth throw a narrow channel [16]. As men-
tioned above, there are four sibilant consonants in EP: [z],
[s], [Z], and [S]. The sibilants [z], and [s] are produced when
the tongue partially touches the alveolar ridge and air passes
through the small space between the tongue and the alveolar
ridge (figure 1). The sibilants [Z], and [S], are produced mov-
ing the tongue towards the hard palate and letting air pass
through that small formed space.

Sibilants can be voiced, when the vocal folds are used, or
voiceless, otherwise. Both [z] and [Z] are voiced sibilants, and
[s] and [S] are voiceless sibilants.

The most usual sibilant mistakes committed by children
are distortion errors, which can be caused by [2]:

• Exchanging the voiced and voiceless sounds. For ex-
ample, both [s] that is voiceless, and [z] that is voiced,
are produced creating a narrow channel in the same lo-
cation of the mouth. If the child does not use the vocal
folds when trying to say “zip”, she will end up saying
“sip” instead.

• Exchanging the local of the narrow channel in the vocal
tract, which results in producing another sibilant.

3. DATA

In order to train our model we need sound samples for each of
the four EP sibilant sounds. We collected data from children
in three schools in the Lisbon area. We obtained an informed
consent from all parents or legal guardians, and the ethics ap-
proval was provided by the ethics committe of Escola Supe-
rior de Saúde do Alcoitão, Santa Casa da Misericórdia de
Lisboa.

We collected both short and long productions of the iso-
lated sibilants (that is, a version that lasts less than a couple
of seconds and another that last a few seconds). We have
over 1500 sound productions, from 145 children from 4 to 11



Table 1. Age and gender of children participating in the
recordings

Age Girl Boy Total Children with
incorrect productions

4 0 1 1 1
5 8 3 11 8
6 8 8 16 3
7 19 9 28 6
8 21 20 41 7
9 23 19 42 4

10 3 2 5 0
11 1 0 1 0

Total 83 62 145 29

years old. From these there were 83 girls and 62 boys (ta-
ble 1). Most of these sound samples are from children with
no SSD but there were also children with SSD participating in
the recordings. The last column in table 1 shows the number
of children by age with incorrect sibilant productions. Ta-
ble 2 shows the number of correct and incorrect productions
of each sibilant.

The recordings were made in a quiet room at the schools
(but where it was possible to ear the noise from the play-
ground and corridors). Only one child at a time was present at
the room, along with one SLP and possibly a couple of other
adults (who could be SLP graduate students or one researcher
from our team). For each sibilant, the SLP exemplified the
sound and then asked the child to repeat it. For instance,
the SLP could say “Now, say this sound sss as long as you
can.” The SLP would first ask the child to produce all sibi-
lants sounds, either in the short or long version, and then she
asked the child to produce them in the other version. The or-
der of the sibilants varied, and the order of the version (short
or long) also varied.

We have eight sound samples from most children (a short
and a long production for each sibilant), while from a few
children we have more sound productions. Some children
were not able to produce some sibilants. Thus, we also have
children that lack the production of certain sibilants.

All the sound productions were labeled according to the
sibilant that the SLP asked the child to produce, even when
the production was incorrect. The labels also include infor-
mation that indicates if the productions is correct or incorrect.
If the child produced the sibilant correctly, the sound would
be marked with R for a correct production, otherwise it would
be marked with W for an incorrect production. This analysis
was not performed by an SLP. For instance, if the SLP asked
the child to produce a sibilant s1 and the child produced an-
other sibilant s2, the sound sample is labeled with s1W .

4. THE POTENTIAL DISTORTION

Table 2. Number of correct and incorrect sound productions
for each sibilant

Sound Correct productions Incorrect productions
S 276 34
Z 257 58
s 278 39
z 265 49

DETECTION ALGORITHM

As mentioned above, we propose to use the information about
false negatives detected by our sibilant classification model,
to help SLPs detect sigmatism cases. In this section we de-
scribe the features used to train our model, and the classifica-
tion algorithm.

4.1. Feature Extraction

The input features of our classification algorithm are vectors
with the first 13 MFCCs of the children’s speech productions.
For each child c and sibilant s, we concatenate all sound pro-
ductions of that sibilant. Then we extract the MFCCs of the
concatenated sound. To extract the MFCCs we use a 25 mil-
liseconds window with a 10 milliseconds shift. So, for each
child, each sibilant is represented by a matrix of length t,
where t depends on the duration of the concatenated sound,
and each column contains the first 13 MFCCs. We use the
raw MFCCs values in the columns of these matrices, as input
to the SVM classifier.

While the concatenated sounds last for a few seconds, we
are not using the MFCCs of the whole sounds. From each
concatenated sound, we use only a subset of the MFCCs ma-
trix columns. These were selected randomly and are our fea-
ture samples that are used as our training samples. We are
currently using 11 feature samples to represent each sibilant
in the training set. This number was chosen for computing
power reasons (mode details in section 4.2).

4.2. Algorithm

We use support vector machines (SVMs) with a radial basis
function (RBF) kernel to classify our sound samples. In order
to find the best parameters for the RBF kernel, we use a grid
search, to find the best combination of gamma and C values.

To better identify the incorrect productions of the sounds
and avoid introducing bias in the learning process, we use a
one-child-out approach. This consists of a k-fold approach,
where we are careful to have all the data from each child c
either in the training or the test set. In other words, since there
are recordings from 145 children, we have 145 experiments.
In experiment c, we put all data from child c in the test set,
and use the remaining children’s productions in the training



set. This allows us to have the most amount of training data
possible, without inducing any type of bias.

The training set from each experiment contains only fea-
tures from the correct productions of the sibilant sounds. In
addition, for training we only use the data from children that
have produced all sibilants sounds correctly. So, our train-
ing sets are composed of feature samples from 116 or 115
children, even though we have recordings from 145 children.
For example, let us suppose that child c is one of the 29 chil-
dren with incorrect productions (rightmost column in table 1).
The test set of experiment c contains the feature samples from
all sound productions of this child, and the training set con-
tains the data from the productions of the 116 children with
no incorrect productions. On the other hand, if child c has
no incorrect productions, the training set of this experiment
contains the data from 115 children.

Our solution uses four SVMs, one for each sibilant sound.
So in reality, we create several models: four models, one for
each sound and for each child. In total, we need to train over
500 models, an considering that we use a grid search to find
the best parameters for every model, training all models re-
quires a significant computing power.

As explained in section 4.1, for each concatened sound,
we extract 11 feature samples. In total the training set for each
model consists of 5104 (or 5060) feature samples, which cor-
respond to 116 (or 115) children ×11 features ×4 sibilants.
This reduced number of training samples, was chosen due to
the time needed to train our models.

To identify the concatenated sounds that are incorrect or
contain incorrect portions that may be caused by sigmatism,
we use the false negative rate, fnr. For each sibilant, s, the
fnr is the percentage of test samples from the concatenated
sibilant s that are classified as not s:

fnr = fn/(fn+ tp) , (1)

where fn, is the number of false negatives, and tp is the num-
ber of true positives. Note that the false negatives, that is, the
test samples that are classified as not s, may be test samples
that are misclassified by the model, or test samples that belong
to incorrect productions of the sibilant s because of some dis-
tortion error (which occur when the child is trying to produce
sibilant s but ends up producing another sibilant or another
sound).

In each experiment c and for each sibilant s, we have all
the concatenated sound samples as the test set. When fnr (in
experiment c and for sibilant s) is higher than a predetermined
threshold, we consider that sibilant s from child c is worth
further inspection by the SLP, and therefore, we mark it as a
possible distortion. This does not exactly mean that the child
has sigmatism. In more general terms, it can be one of the
following different scenarios: the signal to noise ratio in the
recordings is not high enough for the classifier to correctly
identify the sound, the classifier itself might be incorrectly
classifying the sibilant, the child has in fact some sort of SSD,

or, for some reason, the child may have produced the sound
incorrectly (possibly because he/she did not understand what
he/she was supposed to do).

5. RESULTS

In order to assess if the productions classified as incorrect
by the algorithm are well identified, we compared the algo-
rithm’s classification with the classification of a professional
SLP. Due to the huge number of sound samples, the SLP did
not label all sound samples. She analyzed a subset of sound
samples that was chosen following these criteria: for each
child c, if the concatenated sibilant s was marked as a possi-
ble distortion by the algorithm, we selected all original sound
samples from sibilant s from child c to be analyzed by the
SLP.

This process is done for all sibilants of every child. In
addition, in order to avoid any type of bias due to only lis-
tening to incorrect sound productions, we added around 80%
more sound samples. For these we chose samples that were
not marked as distortions. This way, the SLP listened to a
combination of correct and incorrect sound samples.

We compared the classifications given by the SLP to the
classifications obtained by the algorithm with different fnr
threshold values. The threshold values were selected by run-
ning several experiments and analyzing which values would
give us the necessary amount of sound samples to be classi-
fied by the SLP and give us confidence on the results. We kept
the fnr threshold above 50%, as going this low was giving us
a huge increase in the number of sound samples to be classi-
fied by the SLP. Above 80% the fnr was too high and was
not identifying all the incorrect productions correctly. Thus,
the fnr threshold vales used in this study were 60%, 70%,
and 80%. The SLP classified a total of 245 samples.

For each sound sample analyzed by the SLP, we compared
the classification given by the SLP to the algorithm’s classifi-
cation. Since the algorithm uses the concatenated sounds, for
each sibilant s marked as possible distortion, the algorithm
also marked all sound samples from that child and sibilant s
as incorrect.

Figure 2 shows the comparison of the SLP’s classifica-
tions with the model’s classifications for the three fnr thresh-
old values. The solid line represents the percentage of sound
samples that were classified as incorrect by both the SLP and
the algorithm. The dashed line represents the percentage of
occurrences that were classified as correct by the algorithm
and as incorrect by the SLP.

With a fnr threshold of 80%, when our algorithm de-
tects any type of anomaly with the sound samples, we have
a percentage of agreement by the SLP of at least 61.6%, that
increases to 66.0% when using a threshold value of 70%, and
then, slightly decreases to 65.7% when using 60%. As men-
tioned above, for the concatenated sounds marked as possible
distortion, the algorithm also marked the original sound sam-



Fig. 2. Results chart. (–) Percentage of agreement between
the SLP and the algorithm for sibilants marked as possible
distortion. (- -) Percentage of disagreement for sibilants clas-
sified as correct by the algorithm.

ples as incorrect. Note that a child can produce the sibilant
correctly some times while failing other attempts. If the algo-
rithm had analyzed the sound samples from the same sibilant
separately, the results could have been different and the per-
centage of agreement between the SLP would probably have
been higher. Nonetheless, we opted to use the concatenated
sounds because for the purpose of this work, it does not matter
if the child produces the sibilant correctly some times while
failing other attempts, that is, the classification of individual
samples is not important. The important result is to detect the
cases with anomalies when inspecting all productions from
the same child.

An important value that must be analyzed is the number
of cases for which the SLP detected a distortion that was not
detected by the algorithm. This number should be as low as
possible, so that not many children who can benefit from fur-
ther analysis from a SLP go undetected by the algorithm. Fig-
ure 2 shows that with a fnr threshold of 80%, the algorithm
does not detect 39.5% of the sound samples identified as in-
correct by the SLP. This value decreases to 22.5% when using
a 60% threshold.

While that result may seem high for what would be de-
sirable, when we analyze the results in terms of the number
of children, we see that the results are actually quite good.
The SLP analyzed data from 89 children. From those, there
were sound productions from 18 children (20.2%) that were
identified as incorrect by the SLP but not by the algorithm.
The percentage of children with incorrect productions missed
by the algorithm varies from 6.5% to 14.3% depending on
the sibilant. Table 3 shows the results for each sibilant. Note
that the last line in the table is not the sum of the lines above
because the intersection of the different sets is not empty.

A factor that must be taken into account is that the per-

Table 3. Data analyzed by the SLP and results with a 60%
fnr threshold

Sibilant Total number Children missed Percentage of
of children by algorithm missed children

S 31 2 6.5%
Z 42 8 19.0%
s 29 3 10.3%
z 42 6 14.3%

S, Z, s, z 89 18 20.2%

centage of children with incorrect speech productions in the
data set analyzed by the SLP (49.4%) is much higher than the
percentage of children with SSD in the country. Thus, these
results are actually very positive.

6. CONCLUSION AND FUTURE WORK

In this paper, we proposed an algorithm that given recordings
of the isolated sibilants from children, signals those children
who can possibly benefit from further analysis from a SLP to
assess if the children have sigmatism. The algorithm inspects
the false negative rate obtained by an isolated EP sibilant clas-
sifier trained with the MFCCs of the children’s sibilant pro-
ductions. The novelty of this work is the use of the fnr given
by a machine learning algorithm to detect cases of potential
sigmatism.

The comparison of the algorithm’s results with the classi-
fication from a professional SLP shows that the fnr is a good
measure for identifying productions with anomalies. The
SLP agrees to the classification given to 66.0% of the sam-
ples marked as incorrect by the algorithm when using a fnr
threshold of 70%, and 65.7% when using a 60% threshold.

The results show that a fnr threshold of 60% gives a good
balance between the number of sibilant productions marked
as incorrect and the number of correct productions that are not
detected by the algorithm. With this threshold, 22.5% of the
samples identified as incorrect by the SLP are not detected by
the algorithm. While this may seem a high value, the number
of children missed by the algorithm varies from 2 out of 31 to
8 out of 42 depending on the sibilant.

These results are very promising but can still be improved.
We still have some sound samples that are not detected by our
algorithm and were marked as incorrect by the SLP, and also
some that were marked as incorrect but the SLP considered
them correct. We are exploring using other features that will
help classifying correctly these cases.
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[1] I. Guimarães, C. Birrento, C. Figueiredo, and C. Flores,
Teste de articulação verbal, Ocina Didáctica, Lisboa,
Portugal, 2014.

[2] J. Preston and M. L. Edwards, “Phonological awareness
and types of sound errors in preschoolers with speech
sound disorders,” Journal of Speech, Language, and
Hearing Research, vol. 53, no. 1, pp. 44–60, 2010.

[3] L. Nathan, J. Stackhouse, N. Goulandris, and M. J.
Snowling, “The development of early literacy skills
among children with speech difficulties: A test of the
critical age hypothesis,” Journal of Speech, Language,
and Hearing Research, vol. 47, pp. 377 – 391, 2004.

[4] A. C. Figueiredo, “Análise acústica dos fonemas /s, z/
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Ferreira, “Automatic detection of parkinson’s disease:
An experimental analysis of common speech production
tasks used for diagnosis,” in Text, Speech, and Dialogue,
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E. Nöth, U. Eysholdt, and T. Bocklet, “Automatic de-
tection of sigmatism in children,” in Proceedings of the
International Workshop on Child Computer Interaction,
2012.

[13] Z. A. Benselama, M. Guerti, and M. A. Bencherif, “Ara-
bic speech pathology therapy computer aided system,”
Journal of Computer Science, vol. 3, no. 9, pp. 685–692,
2007.
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