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Abstract

As automatization and digitalization grows exponentially in the world we know, industry faces
more and more challenges in order to keep up with the indexed demands. Workflows ease the pro-
cesses definition that allow users to respond to those demands. In order to facilitate workflow
definition for any given scenario, we propose a recommendation system based on user-defined
specific and performance requirements that calculate and return optimal workflows. The system
takes two performance metrics and the user is to choose the amount of preference each perfor-
mance requirement has on the final workflow. This preference is chosen through a percentage
value. The proposed system uses this input from the user and resorts to a function block database
to estimate the best workflow for the desired requirements. The database has all the information of
each function block performance as weights, according to the two defined metrics. Graph theory
and dynamic programming strategies were used to implement this software. So as to automatize
the definition of these weights, an optimizer system was also developed based on a genetic al-
gorithm. This system takes history logs of workflows performance results and returns the most
optimized set of weights to the user, so that they can be used to define each function block to be
then used in the main recommending system. The test validation phase was done using a dataset
from a real-life example. The used paper proposes a strategy to recommend workflows based on
user-defined requirements for specific situations and resorting to a linear programming algorithm.
Both systems were tested on their performance, scalability, and the ability of working as the com-
plement of one another. All tests done showed good performance from both algorithms in different
case scenarios. Afterwards we discussed on different possible approaches for each major step on
the proposed implementation as well as some future work suggestions. Lastly we presented some
overall conclusions on the work done.
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Chapter 1

Introduction

1.1 Context

As times goes, the growing of the industry 4.0 revolution is more and more noticeable. This

has brought us a lot of new, complex and widely known concepts that have been used by companies

at an increasingly rate. Internet of Things (IoT), Smart Factory, Machine Learning, Cyber Physical

Systems (CPS) and cloud systems are some examples of the most known names related to industry

4.0 [1]. The companies have been experiencing a dire need to implement the digitalization of their

own factories as their biggest competitors have been doing it for years.

Digitalization of factories floors are, on one hand, very complex, though on the other hand

have huge potential applications as they bring a full package of advantages such as Machine-to-

Machine (M2M) communication, error tracking, energy and production efficiencies, anomalies

prediction and much more.

Nowadays’ factories floors are way more complex than ever before and that increases the need

to develop tools that would give more flexibility, better communication between different machines

and modularity for the systems. Given that, the digitalization becomes such an important aspect

for the industry. This digitalization creates the so called digital twins. A digital twin may be seen

as a simulated world where everything is connected to everything. It provides a digital version of

a factory with real-time data. This data can be processed and used to improve the performance on

several sectors of an industrial factory.

IEC 61499 is a standardization model based on function blocks to represent processes that

might be part of a workflow. Even though IEC 61499 is a standard developed for distributed con-

trol systems, it is been used nowadays as a tool to implement Cyber-Physical Production Systems

and create key workflows of Digital Twin orchestration. A workflow represents a sequence of pro-

cesses that are supposed to meet some kind of requirements such as solving specific problems, data

processing from sensor readings or production. Workflows are commonly seen in Cyber Physi-

cal Systems (CPS). CPS represent the objects of the physical layer of the industry on a digital

twin. Cyber Physical Production Systems (CPPS) represent a CPS but with the add-on of produc-

tion controlling features. The standardization of these workflow processes is very important as it
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2 Introduction

makes possible to use a global approach to the adaption and creation of new workflows in a CPPS.

1.2 Motivation

The industry 3.0 revolution has brought us the automatization, computers and electronic de-

vices in general, and hence the need of optimization and adaption of these machines has increased

as well. Industry 4.0 has been making that both easier and possible through digitalization.

Workflows take a huge role on the automation processes, and for this work purposes, a work-

flow is deemed as a simple sequence of processes/activities. Therefore, throughout the rest of the

document we refer to a workflow as a pipeline, thus using both terms.

Workflows can be tested and evaluated to give us a better understanding of how well it meets

desired requirements. To have a better understanding on this, workflows are extremely well ex-

plained with a real life example in [2], as it is explained a real situation with the need to use

workflows to solve a problem, as well as a talk on every aspect someone should be paying atten-

tion to when defining a workflow.

The need of adaption, optimization or even the creation of workflows is huge. A lot of data may

be gathered within the execution of a specific workflow and several different goals or requirements

can be set. Some examples of workflow requirements are mentioned in [3]. Those requirements

are defined as either specific requirements or performance requirements. Specific requirements

describe what the user needs the workflow to do. Performance requirements are the ones linked

with the execution performance of the workflow.

To make it more clear, an example of a workflow in the given context may go from retrieving

data from a working machine, reduce, and normalize that data. For this example, the type of

data ingestion, data reduction, and data normalization are the specific requirements. Performance

requirements could be execution time efficiency and execution cost.

1.3 Problem Definition

Having all this information, setting the problem definition is the next step to take. Defining a

workflow may get really hard depending on the goals and requirements to meet, as well as on its

complexity. Moreover, context adaptability is also a challenging point. Therefore, the plan is to

develop a recommendation framework.

So for different scenarios, a user may want to build a pipeline that meets the desired require-

ments. In order to do this and for each stage of the workflow, he must choose an option that

completes that stage. This may get harder and harder to be done manually when dealing with

several stages and several options for each stage, and so the problem to solve is the automatization

of this process.

Being in a user standpoint and having well defined requirements for a workflow to meet, it

would make life easier to have a solution that could give feedback on how the workflow should be

made or adapted, in case where the workflow already exists and needs performance improving.
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In short, the engineering problem we have in hands to solve is the formulation of a workflow

in a way that it is mathematically easy to deal with, and that allows going from an input to an

output. The input shall be a set of blocks available to be chosen and a set of requirements for the

workflow to meet, and the output a list of blocks in form of pipeline that maximizes the desired

requirements. To sum up, we are dealing with an optimization problem, specifically maximization.

1.4 Objectives

This dissertation focuses on the study and development of a technology that would solve the

problem of a user who needs workflow tweaking. A system that would receive user-defined spe-

cific and performance requirements for a certain workflow for a specific situation, and send an

optimized workflow as output that meets those requirements, is a good example of a solution to

the problem presented.

In first place, a deep study was done to the world around workflows, researching already ex-

isting ones, understanding the different types there are and examples for each one (e.g. predictive,

optimization and parameters estimation, image and data acquisition and processing, data reduc-

tion, etc). For instance, in [4] it is shown an example of a workflow for a gas turbine maintenance

and is explained why specific processes are used.

As far as the practical implementation concerns, the following topics represent the main goals

of this dissertation:

• Understanding the different requirements for workflows in accordance with all the study

done.

• Development of an adaptive recommending system that calculates the best possible work-

flow while meeting user-defined requirements. This is the core element of the dissertation.

• Understanding how to assess the system performance and use it for testing and validation.
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Chapter 2

Bibliographic Review

This chapter encompasses all the research made as well as the methodology used during this

same research. Research methods will be explained in the section 2.1. Several papers from dif-

ferent areas of interest will be addressed as well as a brief explanation of what information can be

either useful or not for the dissertation in the section 2.2, thus representing the state-of-art.

2.1 Research Methodology

In this section research methods and the approach done on the research process will be ex-

plained.

2.1.1 Research Questions

The first phase of knowledge acquirement regarding this topic was in the first contact with the

supervisors where the paper [5] was recommended for the students to read. The paper addressed

the concept of research questions and their importance for a successful searching. These questions

allow the researcher to figure out which questions were to be answered with the work.

There are two types of research questions mentioned in [5]. General research questions and

specific research questions. The general questions approach the dissertation topic in a generalized

manner while the specific questions focus on gathering much deeper knowledge in specific areas

directly correlated with the dissertation.

The research questions used in this research are presented down below.

General Research Questions

• RQ1: What is a digital twin?

• RQ2: What is the Industrial 4.0 revolution?

• RQ3: What is a Cyber-Physical Production System?

• RQ4: What is a workflow in the CPS context?

5
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Specific Research Questions

• RQ5: What types of workflows exist?

• RQ6: What are the existent methods to define workflows?

• RQ7: How can we split a pipeline into different phases?

• RQ8: What requirements should be defined for each type of workflow?

• RQ9: What would be the best evaluation metrics for a pipeline performance?

• RQ10: Are there any recommendation systems that recommend workflows?

• RQ11: How should a workflow be defined / formulated for recommendation systems?

2.1.2 Keywords

In order to ease the research, the second phase would be the definition of a few keywords to

be used along with the research questions. The chosen keywords were the following:

• Industry 4.0.

• Digital Twin.

• Cyber-Physical System.

• Pipeline.

• Workflow.

• Predictive Maintenance.

• Data Reduction.

• Prescriptive System.

• Recommendation System.

2.1.3 Research Process

Once research questions and keywords are set, the next step is to find the best search engines

and databases. Two seminars were carried out by a FEUP’s team to enlight the students on this

topic. Several engines were addressed during these seminars, such as IEEE Explore, Web of Sci-

ence, Scopus, Inspec, Google Scholar, and more. Google Scholar was the prevailing engine for

this research.

Besides the searching engines, some applications were also addressed to be used as libraries

for the papers found. Mendeley1 was the choice to serve this purpose.

The table 2.1 is used to clarify which keywords and search strings were used for each of the

Research Questions referred above.
1https://www.mendeley.com/

https://www.mendeley.com/
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Table 2.1: Table with the relation between each research question and respective keywords.

Research Question Keywords
What is a digital twin? Digital twin, Digital twins

What is the Industrial 4.0 revolution? Industry 4.0, Industry 4.0 revolution

What is a Cyber-Physical Production System?
Cyber-Physical System,

Cyber-Physical Production System

What is a workflow in the CPS context?
Workflow in a CPS, Workflow,

Pipelines in a CPS, Pipeline

What types of workflows exist?

Predictive maintenance workflow,
Data reduction workflow,

Predictive maintenance pipeline,
Data redcution pipeline

What are the existent methods for workflow definition?
Workflow definition,
Pipeline definition

How can we split a pipeline into different phases?
Workflow definition,
Pipeline definition

What should be the requirements
for each type of workflow?

Workflow definition,
Pipeline definition

What would be the best evaluation
metrics for a pipeline performance?

Workflow definition,
Pipeline definition

Are there any recommendation systems
that recommend workflows?

Recommendation system,
Prescriptive system

Workflow recommendation,
Pipeline recommendation

How should a workflow be formulated for
recommendation systems?

Recommendation system,
Workflow

recommendation sytem,
Pipeline

recommendation system

The results from the research has returned a total of 24 papers which had the needed infor-

mation to answer all the questions. The next section includes the obtained information and its

analysis from all the papers found.

2.2 Literature Review

This section will address all the related work done in order to answer the best way possible to

every research question presented in 2.1.1. The section will be divided in different sub-sections.

In 2.2.1 RQ1, RQ2 and RQ3 will be addressed with some research on DT and CPPS. The sub-

section Workflow definition is one of the most important of the state-of-art as well one of the most

deep-studied as it focus on workflows definition, and how important it is for the industry, aiming

at RQ4, RQ6, RQ7, RQ8, and RQ9. In sub-section 2.2.3 some types of workflow are going to

be presented, and explained in detail, thus answering RQ5. Last but not least in 2.2.4 existing
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recommendation/prescriptive systems for workflows are studied, compared and correlated with

the system this dissertation proposes to do, in order to answer RQ10 and RQ11.

2.2.1 Digital twins and Cyber-Pysical Production System

As already referred a couple of times both digital twins and Cyber-Physical Systems are two

important concepts in order to have some general context. First of all, it is important to understand

the definition, correlation and comparison of both.

In [6] all this points are explained. They refer to DT as the concept of using a copy of a physical

system to perform real-time optimization. A CPS is seen as the integration of computational

and physical processes. They allocate each of the concepts into two different categories. DT

are in the engineering category and CPS are in the scientific category. On one hand, as the DT

focus on representing a virtual physical model, it is important to have similarities of high detail

between the two systems. It has a high accuracy on several aspects of the model, like geometry,

structure, behavior, rules, and functional properties. It represents a specific physical object. On

the other hand, the CPS focus more on controlling than on mirrored models. "The relationship

between the cyber and the physical worlds of a CPS is not one-to-one, but instead a one-to-many

correspondence"[6]. These two concepts not only have their differences but also their correlation

as well as an integration aspect. The integration of both of them may help factories to get more

precise and efficient operations. They also refer to DT as a critical base to implement a CPS. The

figure 2.1 intends to illustrate this integration.

Figure 2.1: Integration of CPS and DT. From [6].

To sum up both definitions and applications in real world, the paper concludes that having all

the data needed about environment, status, behavior, and properties of a physical system as well as

a good model as its base then a DT can be used to help manufacturers. Those are the core elements

of a digital twin. When it comes to a CPS, it has in account the sensors and actuators, these

generating more and more data that will eventually be processed by the cyber system. Therefore

sensors and actuators are its core elements. In this last paper they also make a small introduction to

some elements of Industry 4.0 revolution, affirming that these two concept appeared along with it,
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stating that in Germany, the cyber-physical systems are considered to be the core and the creation

of Industry 4.0 [7].

Another approach taken during the searching for more information about a CPS, was how it

can be implemented and what the future of enterprises will be as an Intelligent CPS. This topic

was studied in [8] as they give a small introduction to the large number of areas that cyber-physical

systems can be implemented, those being medical and healthcare, energy, transportation, mobility,

manufacturing, etc. They present some principles for CPS as to design complex systems, such as

the interoperability and communication between sub-systems as well as approaches to develop

tools to help reducing the energy consumption. These are connected with the expression ICE, this

being an important concept for the implementation of CPS in the industry. Several other aspects

about it are addressed in the paper.

2.2.2 Workflow definition

Being the core element of this dissertation, workflow definition becomes the most important

concept of the research phase. Several papers were under analysis in order to get the best idea

what a workflow is. These papers were [2, 9, 10, 11, 12].

To get a first visualization of what a workflow may be, [2] really helps as they talk about

CPS that use a vast network of devices such as sensors, gateways, switches, routers, computing

resources, applications and services to link both physical and cyber worlds. This application

can be broken down in the form of workflows. A workflow, as explained back in section 1.2,

is a sequence of very-well defined processes that aim to meet predefined requirements. In this

paper they give a real life example of application of workflows. "Considering Flood Disaster

Management applications that may consist in a collection of workflow activities such as capturing

and analyzing social media and sensor data as well as using more complex computational models

to detect dangerous situations in real-time. A workflow activity like this may need to implement

computation models for analyzing social media data, for instance, anomaly detection, clustering,

classification. The workflow activity requires the real-time processing of the sensor data.". They

then address the different requirements deploying a workflow like this would have, such as cyber

device types, cyber application services, social data sources, and ambient physical world. To

finish, they refer 10 different papers that schedule different activities, in different areas of study,

with different approaches ([13], [14], [15], [16], [17], [18], [19], [20], [21], [22].

The paper [10] refers to workflows and its importance as a service in the cloud. This paper

gives some info on computational resources that scheduling a workflow would need. For instance,

3 conclusions are obtained from the studies of scheduling workflows as a service in a cloud, such

as the performance of a WFaaS system will be better when the number of usable Virtual Machine

Instances (VMIs) increases. Besides that, in [4] it is proposed a workflow model for a gas turbine

maintenance. The workflow is shown in Figure 2.2.

One of the best methods of workflow scheduling was studied in [9]. They propose a scheduling

method based on colored Petri nets. Firstly, it is presented the different methods of scheduling

(static, dynamic, and phased). Static would be the scheduling happening in the beginning for the
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Figure 2.2: Gas turbine workflow model. From [4].

whole workflow and does not have in account the resources available during the execution of the

pipeline. Dynamic would re-schedule the workflow every time a stage is completed, always having

in attention the resources available. The phased approach is the proven to be the best for the case

study in the paper as it is a mix of the other two as it is defined a group of stages to be scheduled all

in once, having then the characteristics of a static scheduling that would be optimized for different

resource availability during execution time. Another good information obtained from this paper

is the evaluation metrics they use to test the performance of each method, these being late tasks,

total tardiness, and average throughput time of instances.

The other two papers, [11] and [12], were two very important source of knowledge. The first

one proposes a very good combination of scheduling algorithm and scheduling strategy. They use

a full-ahead scheduling with the HEFT algorithm [23]. The HEFT algorithm consists on 3 phases:

• Weighting - assigns the weights to the nodes and edges in the workflow.

• Ranking - creates a list of tasks, organized in the order how they should be executed.

• Mapping - assigns the tasks to the resources.

The figure 2.3 shows how to calculate the weights and ranks for each node.

In what scheduling strategy is concerned, it was said above that the best one to match with

the HEFT was the full-ahead strategy though there is one other choice, Just-in time strategy. Just

like it was explained above side-by-side with paper [9], they refer to full-ahead as a static method

where the full graph scheduling is performed at the beginning of execution, and the just-in time

strategy as a dynamic method that consists of mapping the tasks to the resources, always choosing

the most appropriate solution for the current step. There are might be some strategies in between

those, being the phased, just like partitioning [24]. Static seems to be the method that is most

suitable for the dissertation.

In the last paper of this topic [12], they focus on how a pipeline should be split into differ-

ent phases/categories such as data ingestion, communication, storage, analysis, and visualization.
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Figure 2.3: Weights and ranks calculated with HEFT algorithm. From [11].

They did a survey by analyzing a total of 38 papers of which would be the best software to develop

each of the phases. This is one of the most completed papers when it comes to rich information as

it addresses what is missing on related papers and proceeds to give input on that missing informa-

tion. The tools proposed for each phase are the following:

• Ingestion - Custom tools.

• Communication - A COTS service.

• Storage - NoSQL databases.

• Analysis - Incorporating a suitable real-time processing tool.

• Visualization - This should be addressed in accordance to the requirements for the data to

be analyzed.

In [4] the most useful piece of information is the visual representation of workflow that gives

a better context on the dissertation main topic. The two most important were [11, 12]. Good

scheduling algorithms as well as good scheduling strategies are presented that may be really help-

ful in future work.

2.2.3 Types of workflows

In this part, workflows will be divided and studied by their types. As shown in 2.2.2, pipelines

can be applied in a big variety of situations. This research focused on three main types of applica-

tion of workflows them being predictive maintenance, data reduction, and parameters estimation.

Each individual type will be explained in the sub-sections down below.
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2.2.3.1 Predictive maintenance

Maintenance is a very important process for the success of an industry. Machine downtime

is one of the heaviest costs a manufacturing enterprise can have. To avoid this, maintenance and

repair of machines are done following on of three methods, reactive, preventive, and predictive

maintenance [25]. While each of strategies have their own advantages and disadvantages, in [26]

it is explained the strong and weak points of each. While the reactive maintenance has the small-

est costs on the repairing, it does cost a lot on downtime. Preventive does reduce the downtime

to its minimum, though increasing the repair costs as a machine may go under maintenance with

no need. Predictive maintenance offers the best of both worlds as it predicts when a machine

would have a failure or breakdown causing downtime. Predictive maintenance works under heavy

prediction algorithms that can use several history logs. Some papers were selected to study pre-

dictive maintenance in different applications. In [4] it is proposed the workflow model used for

the maintenance of a gas turbine shown in 2.2. In [26] a few more details are addressed such as

the requirements for this type of workflows. They distinguish data ingestion based on historical

data and based on real-time sensor data. It is proposed a mix of strategies for the different data

analysis that want to be done. The figure 2.4 the different approaches on predictive maintenance.

Figure 2.4: Systematizing predictive maintenance approaches. From [26]. Edwards et al. (1998)
[27]. Peng et al. (2010) [28].

In the paper [3] not only a predictive maintenance pipeline is shown, but also discussed the

problem domain and formulation, and evaluation metrics. The base concept of this paper is pre-

dicting equipment failures by just reading logs from the past. Log data is a collection of events

recorded by various applications running on different machines. It has information about the

timestamp, event code, message text, and event severity. The core element of the workflow is a

central database, as data is processed from it. Analysis consist of data preparation, model building,

model evaluation, and monitoring. The predictive maintenance workflow is shown in figure 2.5.
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Figure 2.5: Predictive maintenance workflow. From [3].

The requirements for this workflow are:

• Predictive interval.

• Infected interval.

• Responsive duration.

• Interpretability.

• Efficiency.

• Handling class imbalance.

The chosen evaluation metrics were precision and recall given by the following expressions:

Precision =
TruePositives

TruePositives+FalsePositives
(2.1)

Recall =
TruePositives

TruePositives+FalseNegatives
(2.2)

The last paper that was under analysis concerning this topic was [29], having a huge amount of

information regarding several workflow-related topics. It is pointed to major smart manufacturing

facilities where the increasing rate of data production is a big concern. Smart manufacturing is

thoroughly explained as well as the aspects it focus on them being the beneficial transformations it

brings to an industry, the different phases of implementation, and its challenges and requirements.

After addressing all those points, they also propose a data pipeline architecture. This pipeline is

divided in six distinct stages. The stages are:
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1. Site Manager: multiple functions such as scheduling and job assigning to ingestion engines

based on their availability and location and decide how much data each node should ingest

based on CPU and bandwidth availability.

2. Inesgtion Process: communicate location, bandwidth, CPU and memory availability to the

site manager, interpret data collection tasks sent from the site manager and automatically

extract time-series data in accordance with tasks parameters and transmit the acquired time-

series data to the cloud.

3. Message Queue: notify the subscription service when new data has been received from

the factory and persist the received data in a queue so it may be read by data processing

components in the data pipeline.

4. Subscription Service: listen to the new message queue for new data and notify subscribers

when new data is available for processing.

5. Data Processing: the data processing requirements vary from site-to-site and application-

to-application. Daily average, monthly average, and annual average were the simple aggre-

gation functions for time-series data.

6. Data access: ensure data is stored in the appropriate location/context and respond to re-

quests for data that adhere to the convention.

The pipeline and the stages mentioned above are represented in figure 2.6

Figure 2.6: Big data pipeline architecture and workflow. From [29].
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The simulation decomposes the workflow into three distinct parts – data ingestion in the fac-

tory, data processing in the cloud, and feeding industrial analytical applications.

There are two main entities when it comes to data ingestion in the factory (ingestion engine and

smart sensor). The ingestion engine is part of the pipeline and receives data collection instructions

from the site manager, which returns an instruction to read the Return Air Temperature (RAT)
for Air Handling Unit 1 (AHU1). The smart sensor is a third-party component and is programmed

to read the Set Point Temperature (SPT) for the AHU1. See figure 2.7.

Figure 2.7: Simulation of data ingestion. From [29].

Processing of the data coming from the RAT and SPT measurements. This component reads

both messages from the message queue and executes its routine which results in the aggregation

of the results in, for instance, 15-min, hourly, daily and monthly intervals. It is located in folders

that can be accessed by industrial analytic applications. See figure 2.8.

In what industrial analysis is concerned, the time-series data resides in a directory structure

that gives context to the accessed data. Two applications were used. The dashboard uses the

data pipeline to access pre-compiled aggregates of time-series data to eliminate the overhead of

running this routine dynamically. The other application is a predictive maintenance model that

identifies issues in AHU’s. The predictive model requests 15-min data for both measurements

(RAT & SPT) given its need for granular data. Both applications were able to access data using a

common interface without having to engage low-level industrial protocols. See figure 2.9.
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Figure 2.8: Simulation of data processing. From [29].

Figure 2.9: Simulation of data analysis. From [29].
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From [29] a lot of useful information can be obtained like a pipeline example for predictive

maintenance, sub-workflows for the different phases of a workflow, and good techniques to define

very carefully what should be done in each of the phases. The most useful information in [3] for

the dissertation are the requirements for the workflow and the evaluation metrics. The paper [26]

doesn’t quite fit on what it has been the main focus of this research, although some approaches on

predictive maintenance can be useful in the implementation.

2.2.3.2 Data reduction

Data reduction is a good option in situations where there’s a lot of information to be dealt with.

Most of the pipelines found concerning data reduction purposes are linked to astronomy-related

data. It makes sense as data collected from the space usually comes with a lot of noise, increasing

exponentially the rate of data production.

The first paper under analysis is [30]. In the first instance they propose a couple of tools

where data reduction pipelines may be used like MIDAS [31], IRAF [32], and IDL (trademark of

Research Systems Inc.). They propose the first stage of the workflow to be the data organization

which is described by the following steps: files sorting, target identification and group them into

data sets that are incomplete and lastly, calibrations are added to the datasets. The figure 2.10

shows the flow chart for the data organizer. Note that if any step in a darker box fails for any

dataset, then that dataset is labeled as incomplete.

The second stage following data organization is the data processing. Usually data processing

is more complex than the data organization. Therefore it makes total sense to separate both stages.

The final workflow model proposed uses the "Recipe flexible execution workbench" (Reflex de-

sign) implemented in Keppler [33] workflow engine. Figure 2.11 shows the example of a Reflex

application in the Keppler engine.

In the rest of the paper they present some advantages on Reflex workflow design, such as rule-

based data organiser in use, utlilizers may monitor the progress of data reduction, interact with

the process if needed, and modify the pipeline, and also the ability Reflex has to re-execute steps

concerned with changes in parameters in data.

The next paper to be discussed is [34], which addresses the rising and already touched subject

of data production rate in the industrial context. In this case it is talked about the Oak Ridge

National Laboratory (ORNL) and its neutron source facilities, responsible for a huge amount of

data production. This massive quantity of data is stored using the standard schema "NeXus" [35].

This stored data that is then loaded for post-processing by various data reduction workflows using

Mantid framework [36]. Figure 2.12 gives a general idea of how this framework works. This

framework could be a useful tool for data reduction pipelines implementation.

More space-related data to be reduced is addressed in [37, 38]. In [37] it is presented a data

reduction pipeline to reduce data coming from a satellite. This satellite receives data from the

space. The pipeline features newly developed routines such as, accurate data culling, noise esti-

mation, and minimum variance map-making made with the ROMAGAL algorithm, described as

based on a generalized least squares approach [39]. It is also necessary to make noise estimation.
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Figure 2.10: High-level flow chart of a data organiser. From [30].

Figure 2.11: Example of a basic Reflex workflow. From [30].
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Figure 2.12: Overview of the central role of the Mantid framework in data reduction workflow.
From [36].

This paper also provides some concept with acquisition strategy for the input data. The processing

is carried out through a series of IDL and JYTHON tools. Preprocessing includes the identifica-

tion of time-ordered data (TOD), drift removal, and deglitching. The figure 2.13 show the data

reduction pipeline proposed.

At last [38] presents the infrastructure available to perform a data-reduction pipeline. As this

paper doesn’t show a pipeline, the main points to retain are linked with data processing, and

the application to perform data analysis and processing. Since data come in different formats, a

CONVERT class is used to convert all those formats into a format that can be understood by the

algorithm.

In [30] some good interesting knowledge has been taken such as an interesting data reduction

pipeline model (Reflex) as well as a workflow engine (Keppler). They also provide some useful

information on data organization that is a core point of data reduction processes.

Paper [34] has some noticeable information on a possible framework to be explored for pipeline

definition. Also the "NeXus" schema for data storing is a tool worth of reference.

From [37] another data reduction pipeline was studied. A map-making algorithm was also

learned as well as some tools for data processing. A couple of stages for data preprocessing was

also included.

Lastly [38] has some good tips on data processing, and the framework used for this purpose.

2.2.3.3 Parameters estimation

As far as parameter estimation pipelines are concerned three papers were studied. The first

one being [40]. This paper uses captured experimental data as a reference to implement a param-

eter estimation algorithm. The algorithm used is an Enhanced Monte Carlo Algorithm (EMCA).

After the several parameters to estimate are set, and the equations established, the parameters are

estimated with the algorithm.
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Figure 2.13: Schematic representation of the Hi-GAL data reduction pipeline. From [37].



2.2 Literature Review 21

In [41] it is proposed a workflow used for real-time parameter adaptions. The workflow is

shown in figure 2.14 and it’s split in 3 different categories: analysis step, restriction of optimization

space, and model check. The evaluation metrics for this pipeline is the sensitivity analysis of the

parameters. To finish, all the developed work was done in MATLAB2.

Figure 2.14: Schematic representation of an enhanced workflow for model calibration. From [41].

The third paper [42] is a study on an already existent pipeline "BayesWave" [43]. Further-

more the workflow algorithm uses a tri-dimensional Reversible-Jump Markov Chain Monte Carlo

(RJMCMC) [44].

In short, the most useful knowledge retrieved from the research on workflows for parameter

estimation was the algorithm for parameter estimation EMCA in [40] and RJMCMC in [42, 43].

Moreover, the workflow used in [41] also shown in 2.14 along with the categorization of its differ-

ent stages, and the already existent BayesWave pipeline in [43], is useful information for the work

to be done.

2.2.4 Recommendation systems

The last part of the research done was addressing recommendation systems that would meet the

solution for this dissertation. Some workflow recommendation systems were studied and analysed

through a total of 6 papers. Those papers will be broken down next.

The first two papers to be mentioned [45, 46] are from the same authors and are related. The

first one addresses several important topics about recommendation systems. Firstly it is introduced

the concept of Automated Machine L earning (AutoML) as a good resource to help on finding the

perfect pipelines for a certain context using deep learning methods. However, this methods can

take hours or even days to find the perfect workflow. To prevent this from happening there are a

couple of filtering strategies such as OBOE [47]. Figure 2.15 shows how the pipeline is divided in

three steps, and each step divided with 3 options, having the best path highlighted in a blue line.

AdaPipe is a recommendation system for Adaptive computation Pipelines in ICPS computa-

tion services. The software uses a sparse response matrix where each row and column matches a

2https://www.mathworks.com/products/matlab.html

https://www.mathworks.com/products/matlab.html
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Figure 2.15: Computation pipelines for modeling and prediction. From [45].

dataset with a pipeline. AdaPipe consists of a TEMC model and two covariates generation ma-

chines. TEMC model takes the covariates tensor and the sparse response matrix as input to com-

plete the response matrix and provide the ranking and subsequent recommendation of pipelines.

An overview of the AdaPipe framework can be seen in figure 2.16. All the steps done by the

algorithm to find the benchmark pipeline is clearly displayed on the schematic representation.

Figure 2.16: An overview of AdaPipe system. From [45].

Afterwards a case study is done. In order to rank the pipelines, it is proposed to use the

minimal number of top-ranked pipelines to reach the best statistical accuracy. One final note on

the three main reasons of why AdaPipe had the best ranking and recommendation performances:

1. Pairwise loss function provides the capability to rank the computation pipelines by com-

paring statistical prediction errors in pairs, but ignoring the alignment between predicted

responses and true responses.

2. A low-rank matrix R and covariates X effectively quantify the implicit and explicit similar-

ities, which jointly contributes to accurate ranking and recommendation performance.

3. The embedded dense vector representations are informative to identify the similarities and

differences among computation pipelines.
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The other related paper [46] also presents a pipeline based on machine learning. Figure 2.17

is very similar to the one in 2.15, though it has some disparities. Once again the best path is

represented by the blue line.

Figure 2.17: Data Fusion Pipelines for Variation Modeling. From [46].

As there are a lot of Data Fusion Pipelines (DFPs) options, it is wanted to get the best one.

This should be retrieved from testing all the possible DFP’s and then evaluate the performance of

each one and then selecting the best. Just as told before, executing all DFP’s would require a lot

of resources and once again a learning-to-rank method is used. Figure 2.18 and 2.19 show the

proposed learning-to-rank method and its implementation, respectively.

Figure 2.18: Data Fusion Pipelines for Variation Modeling. From [46].

Figure 2.19: Data Fusion Pipelines for Variation Modeling. From [46].

The third paper found regarding this topic was [48]. This is a small paper that has some

interesting references in the background and related work section. They introduce several rec-

ommender systems such as Linton and colleagues, Matejka and colleagues, and Murphy-Hill and

colleagues. The paper explains that these systems focus on recommending single tools, which
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can be really useful for some contexts. However, when implementing with no context, this tools

may not constitute a complete task. Afterwards in the paper a Top-K sequential pattern mining

algorithm is used to perform workflow recommendations.

The next paper [52] proposes a workflow model recommendation approach based on a design

information model for product design process recommendation. A Workflow Model Recommen-

dation (WfMR) is divided in 4 stages: design document, design information, design process, and

recommendation algorithm. In order to have a computer able to process the 4 stages above men-

tioned, 3 models are built: design information ontology model, workflow model, mathematical

model for the WfMR algorithm. In figures 2.20 and 2.21, the framework used for the proposed

approach, and the respective process are shown, respectively.

Figure 2.20: WfMR approach framework. From [52].
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Figure 2.21: WfMR process. From [52].

It is used a genetic algorithm to distribute the weights between the nodes. The evaluation

metrics proposed are Recall and Precision as previously mentioned in Predictive maintenance

section with equations 2.1 and 2.2.

Next paper [53] proposes a hybrid framework that recommends workflows. This framework

is shown in figure 2.22. It is split in different stages and each stage is explained in the paper.

Figure 2.22: Hybrid framework architecture. From [53].

The generation algorithm is likewise suggested in the paper as shown:

1. Workflow is converted to a graph.

2. Components in the workflow are generalized.

3. The repository is searched for patterns that overlap with the partial workflow.

4. Once matching patterns are found, they are specialized.

5. The partial workflow is then semantically analyzed and enriched.

6. Compatible components are retrieved from the repository based on the enriched workflow

semantics.
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7. The results are sorted and returned.

This recommendation system was done to do a more dynamic workflow constructor which is

not quiet what is desired for our work.

The last paper [54] refers to a recommender system that does not recommend workflows but

instead recommends options for a user based on workflows. Although this system is not exactly

what is intended to develop, the way the algorithm works can be used in future work. In addition

to that, figure 2.23 represents some good models for data processing that might be used in the

framework to be developed.

Figure 2.23: Statistical analysis of occupancy scale from schedules in workflow. From [54].

In both [45, 46] a very similar approach is used. Though this two papers base their work

methodology in machine learning and that is not quite the path wanted to be taken for the future

work, some really useful information can be taken. The way they think about how to get to a

solution, the way they have divided the model in different stages and their options, mainly the

learn-to-rank method, and the evaluation metrics proposed can be very useful for this dissertation.

The paper [48] has an interesting approach on the lack of available systems that can recom-

mend complex and complete workflows in whatever context they are needed. Besides not only

give a few examples of tools that fit on that description but also implement a simple algorithm to

overcome those same difficulties.

In paper [52] a few important concepts are addressed, such as the parts a WfMR involves

and respective models of implementation. Though it is a very specific application, the presented

genetic algorithm as well as the evaluation metrics may become really useful in the future.

In [53] some visualization details may be useful for contextualization purposes, though it does

not quite fit into what the research focus on.

Lastly and as said above, [54] does not recommend workflows, but uses a recommendation

framework that follows a couple of processes that may become useful.
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Implementation

For the purpose of meeting the all the goals described in Objectives as well as give an answer

to the Problem Definition, a recommending system for workflows was developed. This system

works based on a set of user-defined requirements. These requirements are split into two different

categories, as explained back in Motivation, specific requirements and performance requirements.

In short, the user defines which specific requirements are desired, and chooses a ratio value that

represents the priority given between two performance requirements. Having all that information,

the system recommends the three best workflows, ranked.

The first major step onto the implementation of the project is the choice of the programming

language. Some research was made with Python being the most highlighted option and eventually

chosen due to some of its advantages as for meeting requirements for the project such as:

• It is an object-oriented language.

• Easy to use and learn.

• Tremendous amount of good and useful libraries to use for the purpose, such as NumPy1,

Scikit-Learn2 and CSV3.

• Good support community.

The implementation of the code was done in Visual Studio Code4. This choice was based

on some points of advantage compared to other IDE options. Being light weight, having a robust

architecture, freeware, helpful extensions, good connection with repositories like Git Hub are some

of them as well as some previous working experience with the platform.

1https://numpy.org/
2https://scikit-learn.org/stable/
3https://docs.python.org/3/library/csv.html
4https://code.visualstudio.com/
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3.1 Workflow Recommendation System

3.1.1 Input files

A set of requirements are defined by the user on a csv file named input.csv. Those requirements

are subdivided into different categories. The categories were chosen according with what type of

data process was associated to each one just as studied very carefully in section 2.2. This input file

will be the starting point of the main algorithm.

The file has 2 columns, the first one being the name of the requirement and the second one

the respective value. Every line is a different requirement. The associated values differ for the

different requirements.

Every line but the last one of the csv file represents all the specific requirements. They will

have associated a number 0 or number 1. Number 0 means the final workflow is not supposed to

meet that specific requirement, this being not include a solution for that category while a number

1 means that requirement has to be taken in account when designing the workflow. So it works as

a binary choice because every category will necessarily have to be either selected or not.

The very last line of the csv input file has the value for the two performance requirements

chosen by the user. A value between 0 and 1 that represents the ratio value of preference between

one of the requirements over the other one. A snippet of an example of the csv file and how it

should be structured is shown in figure 3.1.

Figure 3.1: Requirements CSV snippet.

In order to help illustrating how this works, for the explaining example we use performance

and time efficiency as the two performance requirements to classify a workflow. Performance

and efficiency are two of the most used metrics to evaluate workflows [30, 37, 55, 8, 56, 57,

58]. Performance is used very commonly and provides good information about the pipeline.

Efficiency may be a subjective concept since it can refer to a lot of variables such as cost, time,

resources, and much more. In order to keep it simple for the explanation, we used Time Efficiency.

So this last value asks for a better performance for the workflow (when closer to 0) or a faster

workflow (when closer to 1). This way, it is given to the user the ability to be more specific if he

wants to either give priority to a workflow that is faster to be completed or to a workflow that has

a better performance on the final results.

A very similar problem approach was used in [10] as they analyze each workflow on their

performance and cost and also use a performance/price ratio as input.
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Another important file for the algorithm to work is the function blocks database csv file. This

file contains all the function blocks as well as their information that will later be used in order to

calculate the best workflow.

This csv is composed by 4 columns. Each line represents a function block and each one will

have information on its name, time efficiency and performance values, and in which requirement

it fits. Each one of this properties goes on a column.

They key point here are the values for the time efficiency and performance for each option.

The main idea behind this is that each function block has a set of two weight values, representing

the time efficiency and performance, that profiles itself. The values are between 0 and 1 and they

represent how good a function block is in terms of time efficiency and performance. As opposed to

the Time efficiency/Performance values in the requirements file, these are not mutually exclusive,

this meaning a block can be both good on performance and time efficiency. Another important

note to add on this is that the values are relative to the values of the other function blocks on the

database for a specific category. For instance, if a block has the number 1 in performance it means

it is probably the best one in terms of performance compared to every other block of that category

that was taken in account, though it may not be the best one there is as some options may not be in

the function blocks database. The theory behind these values that characterize each block is better

explained in section 3.2, where it is thoroughly explained the genetic algorithm used to estimate

these values. In some real-life situations these values may be relative between all the blocks of all

the categories as we will see in section 4.1.

The last value is the requirement_id value. The whole code is programmed so each require-

ment category has an associated index number. This number is according with the line number on

the requirements input.csv file explained above.

A suggestion of how the csv file for the function blocks database looks like for the example

presented in figure 3.4, is shown in figure 3.2.

Figure 3.2: Function blocks database CSV snippet.
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There is an important dependence between both the files mentioned above. The requirements

input file follows an order which is connected to the requirement value of each function block

in the function block database. For instance if a specific requirement, for instance req3, is the

third requirement on the input file, then every function block associated with req3 in the function

blocks database should have the number 2 as its requirement_id value as illustrated in figure 3.3.

The function blocks FB8, FB9, FB10, FB11 all belong to the requirement req3 as it is the third

on the requirements file. This guarantees that when the framework reads the requirements file, it

knows exactly what function blocks he should be looking for.

Figure 3.3: Relation of dependence between the requirements input file and the function blocks
database file.

To sum up everything regarding these two files, the framework is scalable on the both require-

ments categories and function blocks. In order for a user to add categories or/and function blocks

to a category, some updates on these files must be done and every step is explained in section 3.3

where it is detailed how both algorithms of weight optimization and workflow recommendation

can work together.

The last additional input file is an optional file called by default workflow.csv. This csv file

contains a workflow suggested by the user in order to receive some recommended changes to make

on it in order to be more suitable with the user’s performance requirements. The csv is composed

by a column and each row has the name of the function block following the order of the original

input requirement files. Two notes on this are that the blocks suggested in this file must be in the

function blocks database, and contain function blocks only from desired categories selected in the

requirements file.

3.1.2 Graph theory

In order for the program to represent all the blocks and the connection between them it is used

graph theory. The choice behind graph theory comes after some research on graphs and how well
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it suits the context, being an appropriate approach for ranking/ordering problems. Graph theory

has been used quite often with similar problems [53, 30, 59, 60, 61].

Graphs can be either directed or undirected. Directed graphs are the interesting ones here

since the graph is supposed to show a sequence of function blocks as a workflow. Apart from

being directed, the graph is also acyclic, whereas it is divided by categories it must be very well

structured, for instance category 2 blocks can only be followed by blocks of category 3. So as in

[10], workflows are described in Directed Acyclic Graphs (DAG). Another property of the graph

is that its blocks will have a score associated since we want a path to have a fitness value and then

the main problem becomes a route optimization situation. This fitness represents the sum of the

scoring value that a set of function blocks would get by being chosen in a given scenario for a

specific value for time efficiency/performance ratio as input.

Having an idea of how the graph is supposed to work, it is necessary to understand the best

way to represent a graph in the working programming language, Python.

The main strategy is to have a graph implemented that is composed by vertices, each represent-

ing a function block, and edges representing the connection between function blocks of different

categories. So the rule for the graph construction is about a vertex of a specific category can only

connect with a vertex of other category following a specific category order (defined on the require-

ments file mentioned in section 3.1.1) and never between two vertices of the same category nor

between two vertices of non-consecutive categories, following this way the rules of a DAG and

never choosing more than one vertex from the same requirement category.

Usually graphs are implemented using either adjacency lists or adjacency matrices. The most

common rule to decide which one to use is based on the number of edges the graph has. Given a

graph G = (E,V ) composed by its edges E and its vertices V , if #E = #V , then we have a sparse

graph. Else if #E = #V 2 the it’s a dense graph. If a graph is more sparse then an adjacency list

should be used, otherwise in case of a more dense graph, an adjacency matrix should be the option.

This makes total sense since a list representation would be more compressed and a bit harder

to access and code, though it would only use the minimum necessary amount of resources while

using a matrix would use the maximum resources. So having a graph with 2 edges only or a

graph with 100 edges would use the same resources for the same number of vertices, being only

advantageous for dense graphs with a lot of edges.

Estimating our number of edges with a realistic example, let’s say we have two categories

of requirements, the first one with 5 blocks and the second one with 10. So the total number of

vertices is 15 and 225 is its square value. Since vertices can only be connected to blocks of the

following category, then each of the 5 first blocks would have 10 edges to the 10 blocks of the

second family of requirements. Adding this up, a total of 50 edges would be part of the graph. In

short, if we use an adjacency matrix, the resources consumption would be the same as if we had

the maximum of 225 edges. Using an adjacency list would take only the necessary memory so it

justifies in our case to use a list since we will never have an approximate number of edges to the

maximum possible according with graph theory.
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Having decided the representation method, two classes were created, one for the graph called

Graph, and one for each vertex called Block. The Block class has seven attributes with five of

them being information about the block plus a list of neighbors of each vertex corresponding to the

vertices it is connected to. The other two (value and precedent) are explained later in section 3.1.4

and they are used for scoring and path choosing purposes. Figure 3.5 shows how every function

block is composed. The graph class contains a dictionary where all the blocks and corresponding

edges will be saved as keys and values respectively as in figure 3.4

Figure 3.4: Graph model example

Figure 3.5: Function block model example

Knowing that DAG’s have been used previously to represent workflows [10], the problem in

hands is to connect different blocks, each one with a value associated, its score, and build paths in

the graph. Each path has a value which is the sum of every block score that is in the path. Several
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combinations of paths can be achieved, this number depending surely in the number of blocks

and categories, the problem then became how to find the longest path in the graph, and after that

finding the second longest and also the third longest. Finding longest paths in a DAG is a common

problem and several methods are available through dynamic programming [62].

Usually longest path algorithms follow an order to process each vertex and calculate the best

solution for each one starting from the end and moving backwards. This order is called the topo-

logical order. Topological order is obtained by doing the topological sorting of a DAG and only

works in DAGs. Topological sort algorithm is a modification of the Depth First Search algorithm

(DFS). The DFS loops over the graph starting by printing the first vertex, and then looping over

its adjacent vertices, printing each one, and then looping over the adjacent vertices of each of

those vertices and so on keeping doing it recursively, never doing this process more than once to

the same vertex while the topological sort before printing a vertex calls recursively every of its

adjacent vertex until it reaches the end when a vertex has no more adjacent vertices. So a vertex

is never pushed into the order stack until all of its adjacent vertices are already in the stack. The

stack is then reversed.

To illustrate this better an example of a simpler graph is shown in figure 3.6. The topological

order for this graph would be [1,0,3,2,4].

Figure 3.6: Simples DAG example

Following the longest path strategy, once we have the topological order the longest path algo-

rithm follows this same order to check on every possible path, updating the values of the distance

to each of the vertices everytime a higher value is reached. Using this strategy, it is avoided the

overlapping in many repeating sub-paths since only the best ones are kept.

The algorithm is better explained in the section 3.1.4.

3.1.3 Solution design

The working and coding philosophy towards solving the proposed topics was to get a fully

working program meeting the most important requirements as soon as possible even if lacking

optimization. So the idea was to return the best workflow given certain function blocks of cer-

tain specific requirements with certain weights concerning its performance and time efficiency.

Thereby, before the final optimal solution was reached, in section 3.1.4, several tweaks were made

to a worse optimized version during the coding process.

Although the first raw version of the recommendation algorithm could do the essential of what

it is expected to do, going from reading requirements from the user, and using a function block
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database, to build an optimal workflow that meet those requirements and return it to the user, it

had several points missing optimization. First things first, the program would get all the function

blocks from the database and build the graph based on all the function blocks available, thus not

having in account the fact that some of them wouldn’t be a possible solution due to the fact that

the requirements by the user were read later. This way, some non-admissible solutions could be

on the line and had to be taken care of later. This required more resources since the graph was

always the most complex possible having extra vertices and edges that would never be needed.

Another bottleneck point in the first version of the algorithm was the fact that the several

function blocks on the csv file for the function block database had to be in order of requirements

index number. This made it harder to add new blocks to the document since they had to be put in

a very specific order.

The second version of the code had this two points fixed not adding any feature to the final

solution. This way, the code first read the requirements and based on them, would search the blocks

database for the ones that would fit, and use them to build the graph. Apart from that feature, the

reading of this same database was done differently, then being independent of the order the blocks

were on the csv file, therefore making it way easier for the user to add new blocks. In short, the

new version brought optimization in resource consumption, since the graph was filled with usable

function blocks only, and taking all the non-admissible solutions out of the way, while making it

easier for a user to add new information to the database.

The way the best workflows were calculated in the previous versions of the code also changed

to the last version. Firstly, after having the graph all filled up with the vertices and corresponding

edges, the scoring process was done. Note that a workflow class was used having two attributes,

the workflow list and the total score of the workflow, in order to keep things cleaner. The score

was then calculated bye doing the dot product of each block weight values and the input ratio

value for the performance requirements. It checked each requirement at a time in the graph and

for each block it is calculated the score and chosen the highest-scored one. Doing this for every

requirement makes it select the best one for each requirement. This would surely return the top

pipeline, however it would be impossible to return more than one workflow in an optimized way.

Apart from that, we were not fully taking advantage of graph theory to grab the best paths, and so

in the next sub-section the approach taken to solve this is carefully explained.

3.1.4 System breakdown

The algorithm starts by reading the values in the input file and translate them into a matrix of

one line and N columns, being N the number of specific requirements in the file. These values are

carefully explained in section 3.1.1. This way the algorithm will be able to know which function

blocks are supposed to be used and calculate the workflow.

Having the requirements matrix, the next step is to import and create a list of all the function

blocks from the database that are within categories of requirements selected by the user on the

input file. This guarantees that only desired function blocks for one specific problem are being

imported into the program ensuring an important resource optimization. Every optimization step
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and version of the code is deeply explained in the previous section 3.1.3. So the function starts

by checking each specific requirement, its value and if the workflow is supposed to meet that

specific requirement, then it checks the available function blocks that pertain to that requirement

and appends them to the list. In the end of the importing phase, the function block list will have

the blocks ordered by requirement index. This is an important note for how the graph will be

designed, but also the database doesn’t need to follow a necessary order for the importing to work

properly since it only relies on the requirement property of each block from the database, even

though it orders it correctly while importing them. The value for the time efficiency/performance

in the requirement matrix isn’t yet being evaluated.

The next step is to translate the just created function block list into a graph, so a graph is

created following the class structure. The graph construction goes through two phases, creating

all the vertices and then filling it with every corresponding edge connections. The first phase

consists on reading the function block list imported from the database from the previous stage and

create for each one a block from the class Block, explained in section 3.1.2, and then add it to the

graph by using a class method called add_block. This ensures that every block, fulfilled with its

information, is added as a vertex to the graph. The second phase comes after having the graph

will all the vertices. The function will go through every vertex, check its requirement attribute,

then loop over all the blocks from the graph that belong to the next requirement ID and add an

edge between those two vertices. So this way every block that belongs to the requirement category

1 will connect to every block that has requirement 2 and so on, following therefore the structure

presented in figure 3.4.

Before heading to the workflow generator part, the scores are calculated a priori, using a

function called scoring. This function takes two arguments, the graph and the ratio value of the

two performance requirements defined by the user in the input file. So it gets this input value

and loops over all the vertices in the graph, calculating the score for each one resorting to the

inner graph method calculate_scores. The value of each vertex is stored in the previously talked

attribute of each block, value in section 3.1.2.

The final and most important step from our program is the workflow generator. This is firmly

the core part of the code. The first note is that a class named Workflow is used. The first attribute is

a list containing all the blocks chosen for the final workflow. The other one is the workflow score.

Using the class made it easier to implement the feature of returning more than one workflow. In the

solution design section 3.1.3 it was addressed the need of optimizing the code in order to return the

top 3 workflows, since in previous versions the code would return the best workflow only, while

not taking full advantage of what graph theory can offer.

As previously explained in the last part of section 3.1.2, topological sort followed by longest

path approaches were used. Just like in [62], we first find the topological order and then use that

same order to calculate the longest path. A default topological sort algorithm5 is used as a method

of the graph class. This algorithm is shown in Algorithm 1.

5https://www.geeksforgeeks.org/topological-sorting/

https://www.geeksforgeeks.org/topological-sorting/
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Algorithm 1 Topological sort algorithm

1: visited = [False]∗num_vertices . Creates a list of visited vertices
2: stack = [empty] . Creates an empty stack
3: for vertex in num_vertices do . Loop over all the vertices in the graph
4: if visited[vertex] = False then . Check if this vertex has been visited before
5: procedure TOPOLOGICAL SORT UTIL(vertex,visited,stack) . Recursive function
6: visited[vertex] = True . Vertex marked as visited
7: for a in ad j[v] do . Checking vertex adjacency list
8: if visited[a] = False then
9: TopologicalSortUtil() . Call the recursive function

10: stack.append(v) . Once no more adjacency vertices, it is added to the stack
11: stack[::−1] . Order of the stack is inverted

Having the stack ordered, it is time to run the longest_path function, using once again a stan-

dard algorithm6 with a few changes to meet our graph design. The algorithm used is described

in Algorithm 2. It starts by creating a list of distances for each block, initializing it with each

block score. Then following the topological order it checks for every block the distances of each

of its adjacent vertices. If the distance is lower than the sum of distance of the first block and the

score of its adjacent, then the adjacent block’s distance is updated to this value, and its precedent

attribute is update with the first block. This is where the last attribute of class Block comes in play.

Precedent will then be used to move backwards on the graph to get the longest path.

Doing this for every block in the stack will have us a distance list for each block representing

the maximum score possible if that block is chosen as the last one of the pipeline. This way, we

check on the distances list which of the blocks from the last requirement category on the graph

has the highest value. This block is the last block of our longest path and its distance is our

pipeline score, and so it is added to the workflow list. Then a while loop is used to go to the

precedent block each iteration, and append them accordingly to the workflow list. Once we reach

the condition of no precedent block, it means the first block of the pipeline was reached and the

workflow is completed. The list is then inverted to the correct order.

Now that the best workflow is calculated, the second and third longest paths are to be calcu-

lated. Unfortunately, the longest path algorithm approach is not ready to calculate, for instance,

the three longest paths without "physical" changing the graph. The definition of second longest

path in a DAG is the longest path in the graph that doesn’t share at least one vertex with the longest

path. Following this thinking, the third longest path is the longest path that doesn’t share more

than one vertex with the longest path and the second longest path simultaneously.

In order to achieve this, the longest path function was run several times, each iteration a dif-

ferent block from the best workflow was "removed" from the graph and calculated the longest

path of that graph. "Removed" from the graph doesn’t mean actually removed from the graph but

since the block class has the attribute of its score, this value was changed to large negative number

that would make it never being picked for the longest path. After calculating it, the score value

6https://www.geeksforgeeks.org/find-longest-path-directed-acyclic-graph/

https://www.geeksforgeeks.org/find-longest-path-directed-acyclic-graph/
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Algorithm 2 Topological sort algorithm

1: dist[0]∗num_vertices . List of distances for each vertex
2: for vertex in graph do
3: dist[vertex] = vertex.value . Updates each distance with the vertex value
4: for i in stack do . Loops over the stack
5: u = stack[i] . u is the vertex in the position i of the stack
6: for v in ad j[u] do
7: if dist[v]<= dist[u]+ v.value then . Compares the current dist of v with v+u
8: dist[v] = dist[u]+ v.value . Updates v dist if reaches a new maximum
9: v.precedent = u . Updates precedent attribute of v with the best option

10: Check what vertex of the last requirement category in the graph has the largest distance.
11: Runs from the end to the beginning following the precedent of every block

is re-added to the block and the loop moves to "remove" next block. Every iteration, the score is

compared to the maximum achieved till then and everytime a new high score is set the second best

pipeline is updated to the current longest. At the end of the loop, the graph is back to the original

and the second best workflow is saved.

The same technique is used to calculate the third best option as well, but instead of "removing"

one vertex at a time it’s removed two, one from each of the two best workflows, never removing

the same block twice in case they share at least one.

This method of ranking workflows by score has some steps to avoid bug situations when for

instance a requirement only has one block, and that block has to be chosen forcibly and so is never

removed from the graph. The same happens if a category only has two blocks and both were

chosen in the best and second best workflow guaranteeing this way that every specific requirement

is always met in the final workflows.

Another feature of the recommendation system is the option for the user to use a workflow as

an input and ask for changes in order to make it more suitable to its needs. The user is asked at

the beginning of the program if he wants to submit a workflow in order to receive suggestions to

change it. If answered positively, then the program compares both the submitted pipeline by the

user and the best workflow calculated for the current performance requirements, and suggests how

blocks should change. If the submitted workflow is the benchmark workflow, then no changes are

suggested.

The recommendation system also features the creation of automatic datasets to be used in the

genetic algorithm as input, later explained in section 3.2.1.

Final note that all the values (ratio, weights) must have exactly two decimal digits in order to

avoid ambiguous situations, later explained in chapter 4.

3.1.5 Architecture

The architecture of the recommendation system is shown in figure 3.7. It decomposes the

system in the several phases of the code, going from the user and its information files, to the

information processing stage where the requirements are read, used to create the function blocks



38 Implementation

list from the database, also reading the workflow submitted by the user, if desired, then proceeding

to the graph building phase, where vertices are created, added to the graph, and then connected

between themselves. The scores are then calculated for each block. The workflow generator

stage starts by calculating the top 3 pipelines, then creating datasets for results analysis. Lastly,

recommendations are sent to the user.

Figure 3.7: Recommending System Architecture.
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3.2 Weights Optimization

One of the core and distinguishing factors of the work presented is the way the main algorithm

classifies and scores different workflows options, and of course this is directly concerned with

the set of two weights each function block has associated as a characterizing feature. Although

this set of values works in a very objective way when it comes to algorithm and code running, its

real meaning might be a bit more subjective, thus making their assignment a very difficult task.

Knowing that translating how good a block is, concerning its time efficiency and performance to

a range of values between 0 and 1, is a very hard work to do, resorting to a training/optimizing

algorithm seemed like the best path to take. Genetic algorithms (GA) have been used for some time

now in lookalike situations [52, 59]. In [9] genetic algorithms are deeply addressed, thoroughly

explained, and evaluated as well as compared to some non-GA heuristics for optimizing purposes.

Knowing this, a genetic algorithm was implemented to optimize the weight values of a certain

category of function blocks, using a dataset with several samples of a ratio value as an input, for

instance the dataset that is automatically generated by the recommending system, and information

on which function block is the targeted option for each case as a target (section 3.2.1).

Figure 3.8 shows how a genetic algorithm works, and the implementation used on this work is

explained in section 3.2.3

Figure 3.8: Genetic Algorithm.
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3.2.1 Input files

The main function of the genetic algorithm is to help the user to get the most optimized weights

for function blocks in order for the recommendation system return the best results.

As explained before, defining weights of two performance requirements, for every function

block, for instance performance and time efficiency, may get a little tricky and might entail hours

and hours of researching and testing. To avoid this, this automatized feature is made available so

in any case scenario the user can draw on a history log of different workflows performance and

use it to get optimized weights for several function blocks.

The idea behind the GA is to start as an input a pair of ratio values for each of the two weights

and optimize the weights of each function block within a category of a specific requirement that

would return a set of two weights for every block for those input values scenario.

So a training dataset example to be run by the GA would be a csv file starting with two columns

with the decimal percentage of the proportion chosen for each of the performance requirements,

and the following columns fulfilled with zeros and one 1 each corresponding to a function block

of a category, the target one having the value 1. An example of this dataset structure is shown in

figure 3.9. Note that the values from the two first columns add up to 1 since they represent the

ratio value for the performance requirements. For instance in the first sample on this case for a

pair of values of 34% of importance to the performance requirement 1 (performance) and 66% of

importance to the second performance requirement (time efficiency), the desired function block is

the FB3.

Figure 3.9: Input dataset for the genetic algorithm.

Following this format is essential and the whole code is expandable being only subjected to

changes in the hyperparameter values of the algorithm, explained next.

3.2.2 Solution design

So as explained in the beginning of this section, an optimizing algorithm seemed like the

reasonable solution to take. Before implementing a genetic algorithm to estimate the desired

values, deep learning was thought of as the best approach to take and was also implemented and

tested.

Initially some basic concepts were reviewed concerning this topic, such as neural networks,

methods for the weight update process, etc. The key point here was to find a good algorithm to

update our weights the same way weights are updated when doing machine learning. Algorithms
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like least squares linear regression [63], backpropagation [64], and stochastic gradient descent [65]

were the main solutions to take a look on. Since having a bit of experience in using backpropaga-

tion, as well as its simplicity to understand and implement, this was the first choice.

The idea was to use the backpropagation algorithm to train our weight values, and so a neural

network was implemented following a reasonable structure for our problem.

Firstly it was tried to train all the function blocks within a category. A neural network with 2

layers, the first one with two neurons (the values of the performance/time efficiency ratio required

by the user), and the second layer having the same number of neurons as the amount of function

blocks to train. An output value between 0 and 1 was achieved in the last layer. Each connection

would be the corresponding weights to train. These were initially random, and were then adjusted

by the error of the output value. The input files for this algorithm were the same as for the genetic

algorithm.

A few problems of convergence were found with this algorithm since both weights of perfor-

mance and time efficiency for each function block would have to be adjusted using the same error

value, since this value came from the error between the calculated score and the target value. This

problem became bigger and bigger for more function blocks to be trained.

It was then thought of using a simpler neural network that would train only one function block

at a time. This solution got better results, but only for function blocks that would be on either

ends, too good in performance or too good in time efficiency, having very bad results in cases of

middle term.

Having no conclusive and enough good results with the backpropagation method using deep

learning, the genetic algorithm was the next solution to take. A good advantage of resorting to

a genetic algorithm was that all function blocks of a category would have to be optimized at the

same time.

A quick note on the fact that the same input files were used for every version of the genetic

algorithm. A very standard algorithm was implemented in first place. A 10-solution population

was used in the beginning. The fitness function consisted on calculating the average error of block

choice on every sample compared to the target. Started by calculating the score of each function

block for each dataset example, and then picked the highest-scored one as the choice and compared

it to the target solution. If the right one was picked the error would be 0, otherwise it was 2.

The main problem was the fact that it wouldn’t converge to an optimal solution of 0 errors,

however whenever it did the results were great.

Not knowing that this problem was due to hyperparameter tuning, a few changes were made

to the fitness function in the second version of the genetic algorithm using the same amount of

solutions to the same population.

Rather than being an average number of times that the wrong function block was chosen, the

new fitness function would calculate the average of the sum of absolute error for each case. For

example, knowing that the target file had only one 1 for the supposed function block to be picked,

a module subtraction between each function block score and its target value was done. This fitness

function had a great advantage compared to the first one, which was the fact that it gave much
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more information about the set of actual weights, saying how far it is from the optimal solution in

a non-discrete way.

The problem of this solution was simple to demystify. Since the sum of the modules of the

errors were averaged, the algorithm would converge to a solution where all the weights were set

to 0. This made total sense, because then the optimal point for the fitness was 1, since every

score would be 0 and just one of the function blocks would have error 1. This fitness function

undervalued the function blocks that were supposed to be picked and overvalued the ones that

were not supposed, since they were 3 times more.

Having found this problem, the first thought was to multiply the error on the function block

that needed to be chosen by 3, evening it compared to the other three. A similar result to the

backpropagation was found with fitness function. It returned good values for function blocks that

were in extreme points of performance or time efficiency but poor values for middle-term blocks.

Realizing that the first fitness function actually made total sense in the context, since the main

goal was to get the right function blocks to be picked for every situation possible, it was brought

back from version one. The first version had a problem on converging to a 0 error on the fitness

function on every run, and not in the quality of the solution whenever it did. After some testing and

reading on general genetic algorithms, not converging problems were linked to lack of variability.

Using a population sized 10 solutions and using 5 parents to mate and crossover/mutate in order

to optimize a set of 8 weights, for instance, not enough random solutions were being created to try

to get to better results by going out of its convergence area.

Therefore, hyperparameteres were tuned differently by having a population of 100 solutions

each one, using 30 parents, 30 offspring caused by crossovering and mutating the parents, and the

resting 40 were randomly created each generation. The results were shockingly good. Even with

bigger and more complex datasets with more and more cases, the algorithm would converge to an

optimal solution of 0 errors with less than 200 generations of iteration.

This last version was the starting point of a working solution for weight optimization and

there was just one last little problem: if iterated some generations, a lot of solutions would fit

with an optimal solution having an error of 0. This created a problem of selection of the best

optimal solution, since the fitness function gave the algorithm really limited but super important

information. The way to go from here was to implement a more complex fitness solution that

would draw a distinction on the optimal zero-error solutions but getting from this pool of optimal

solutions, the best one. The full implementation of the GA is explained in the next section.

3.2.3 Genetic algorithm

Genetic algorithms are used for several applications specially in order to solve problems sim-

ilar to this one, as already addressed in the start of this section.

Before explaining our algorithm step by step, just a quick note that a module was edited and

imported into the main program. The functions on the concerned module were edited to meet the

current problem making it a bit more specific for our algorithm. It is carefully explained in section

3.2.4 and referred in the rest of this section as GA module.
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So the first step into genetic algorithms is to have a nice overview on an algorithm like such.

Figure 3.8 shows an intuitive flowchart of how a genetic algorithm works. Having all the param-

eters set up, it starts a loop over generations and calculates the fitness, selects the mating pool,

selects the parents, from the mating pool does the crossover and mutation process, and finally

generates the offspring.

So the first stage of the code consists on the creation of the input information, from the dataset,

into matrices, and the assignment of the number of weights we are looking to optimize. For

instance, if we have four function blocks, the number of weights shall be eight (one for time

efficiency and one for performance for each one of the blocks). The weights represent the genes

in this context.

The next stage is to set up an initial population. A population is a group of solutions, each

solution being an individual composed by a set of genes. Each individual will have a combination

of values for the genes, a chromosome, that corresponds to the weights of the function blocks to

be optimized. Each chromosome is organized by the number of function blocks, each one with

two weights. Firstly, it is defined the number of solutions per population, that is, the number

of individuals that make up a population. Then, the population size is calculated by getting the

number of people in a population, and structuring it in chromosomes. The final step of this stage

is to create the population, using the first function create_population, from GA module, thereby

creating a full population of random values for every weight between 0 and 1. Larger populations

guarantee a more variable set of solutions, making it easier for the algorithm to converge to an

ideal solution since more combinations of weights are selected and so the chances of getting better

values increase.

After preparing the first population, two more parameters are set before getting into the loop

of generations, the desired number of generations and the number of parents mating. This last one

refers to the number of solutions from a population that are selected for mating and to go directly

into the next population. These are going to be the so named parents, and they represent the fittest

people in a population. Having around 15-20% of a whole population as parents guarantees good

results.

Having these two values defined and entering the loop of generations, thus starting the steps

shown in the flowchart previously. First things first is to make the fitness calculations of the current

population. This is done and returned by the second function from the GA module, cal_pop_fitness.

The returned fitness is an array of the size of the population with the fitness of each individual of

the current population. As explained in the next sub-section, the lower the fitness value the better

the solution. This is due to the fact that the fitness consists on the average of an error and thus it is

supposed to be minimized. So our fitness function is actually a cost function.

After calculating the fitness values for each individual, we need to pick the best of them as

parents. This step is done by the function select_mating_pool from GA module into a mating pool.

Created the mating pool with the best individuals of the population, it is time to do the next step

of the flowchart, the crossovers. Using the selected parents, the function crossover from the GA

module will crossover the genes from the parents following a rule defined in the function, creating
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the offspring. The offspring consists on the resulting solutions from the crossover process. Before

gathering the parents and the offspring chromosomes, the offspring individuals go through one

last process from the GA variant which is mutation. Mutation is applied to the crossover results,

offspring, and done in a uniform way to the random genes. The offspring size represents the same

size of the parents, somewhere around 15-20% of the total population.

After the crossover and mutation processes we have two groups of individuals, the parents and

the mutated offspring. These two are gathered together to form a new population. The two groups

together shouldn’t have enough solutions to fulfill a population as a whole, as they would represent

a maximum of 40% of the next whole population. Therefore, for the rest of solutions are created

random values, just like done in the beginning of the algorithm. When everything is merged a new

population is born and goes as the actual population to the next generation of the loop.

To help visualize the algorithm, let’s put in a practical example. If the population has 100

solutions/individuals and the chosen number of parents mating is 20, then the best 20 individuals

go to the mating pool, it is done a crossover between this 20 individuals into the offspring and

then they are mutated. So we have 20 parents, 20 solutions in the offspring, which come from

crossovering and mutating the 20 parents, and 60 more are created randomly, making it 100. This

new population is the next generation of individuals.

So this whole process of creating new generations of populations follows a rule of selecting

at every generation the best solutions, parents, and use them to try to achieve even better solu-

tions, through crossover and mutation, while guaranteeing that the best individuals from the last

generation are kept to the next one. So if the offspring comes worse than the parents, then it

wouldn’t mess the population up since the best solutions are always kept. Adding a factor of

randomness, with the creation of random individuals to fulfill the rest of the population after the

offspring, allows the population to get better solutions out of the current best solutions. This way

if a generation is good but not the greatest, it helps the population to bring new people out of the

population tendency and increasing the chances of bringing a new better solution, thus exploiting

good solutions out of the convergence area.

The tricky part of creating a good genetic algorithm is to define the best fitness function pos-

sible. The main goal of this algorithm is to get a solution of a population the right values so they

go through a score calculation process and the right function blocks end up being the highest ones

in all samples of the dataset. This way, the fitness function calculates the average of times a solu-

tion got a function block wrong. Minimizing the fitness value, the algorithm will try to return the

solution with less error. Since more than one solution may end up having 0 errors, these all are

optimal solutions, though there is a way of getting the best ones from the optimal solutions. So a

bit more complex fitness function was developed. Instead of only returning the number of errors

throughout all the samples of the input dataset, it also takes in account absolute error, just as done

in the second version referred in section 3.2.2, making a more enriched fitness value for each of

the solutions.

Coefficients were assigned to each of these two values. 0.99 goes for the number of errors,

and 0.01 for the absolute error. This values are justified by the fact that we still want the algorithm
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to converge to solutions with 0 errors in all the samples, while also wanting that a small difference

may be detected within optimal solutions, that being the least absolute error. This fitness function

is better explained in the next section.

After iterating and generating better and better solutions, a termination condition was set in

order to stop the generations loop whenever the same best and optimal solution stabilizes for a

defined number of iterations.

After getting the best optimal solution, the weight values may not be exactly how they are

supposed to. The GA may actually get an optimal solution, and so the values returned work for

the samples, but they may not work properly in the recommendation system since they may not

be normalized within the function blocks of the category whose weights were just optimized. For

instance all the values, returned may have an order of magnitude of 10−4 and still give the best

workflow possible, but it is desired to have representative values between 0 and 1 of how good a

function block actually is in two performance metrics.

In order to perform this, after gathering the best solution within the last population, a func-

tion called norm is called. This function takes the best solution and the input dataset. Then a

feature scaling normalization between 0 and 1 is done to weights. This procedure doesn’t change

the optimal results, because the values are always relative between function blocks, and so this

normalization method shouldn’t affect the results. In the end a checkup of the new normalized

weights is done with the dataset, to make sure it still is an optimal solution with no errors. The

final values are finally returned to the user.

3.2.4 Library

After some research on how a genetic algorithm works as well as on the best libraries for

python implementation, some good reading material came out in the open.

One of the most suitable modules in python for genetic algorithms is the PyGAD7 library

[66, 67]. It features some really good functions for every common step of a genetic algorithm,

and follows a strong structure of hyperparameters which allows the code to be expandable, thus

making it more reliable.

The main functions from the module were already addressed in the last sub-section, and now

it is explained each one and how it works in the given context.

The first function is the one that generates a population, create_population. It is used in the

beginning to create a new whole initial population and then in every loop of each generation to

create the new random individuals to fulfill the next generation population. This function takes

one argument which is the size of the population. The size of the population is a two dimensional

number, the first one being the number of solutions it is supposed to generate, and the other one

the number of values to generate for each solution. The number of values for each individual

of a population is called a chromosome and is composed by genes that in this context are the

weights. So receiving the total number of weights, the program knows that each function blocks

7https://pygad.readthedocs.io/en/latest/

https://pygad.readthedocs.io/en/latest/
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will have two weights, one for time efficiency and one for performance. The function is prepared

to recognize this and therefore it structures each solution in a matrix of two columns by the number

of function blocks rows.

For instance, if you send 10 solutions per population and 8 weights, then the function will gen-

erate for each of the 10 solutions a chromosome with four rows and two columns, being each row

one function block and the two rows its time efficiency and performance values. In short, it returns

an array sized (10, 4, 2) from a (10, 8) argument. This is all done by using the random.uniform

function from the NumPy module, and gets values between 0 and 1.

The next function of this module is cal_pop_fitness. This is the most important function in the

algorithm, calculating a population fitness, and so the way it makes the calculation is the key for

the main algorithm to converge to an optimal solution. The main idea is to calculate an average

error between the scores that the current weights get from the input value of the dataset and its

target values.

The function takes four arguments, the array with the ratio values, the targets array, a popu-

lation, and a variable for the number of errors. The fitness is a 1-dimensional array with a length

equaled to the number of solutions within a population. The function starts by looping over every

person in the given population, and for each person it loops through each sample from the dataset.

For every input it will calculate a score for each of the function blocks. This is done by doing the

dot product between the weights of the person in question and the input values from the dataset,

which is how the main recommendation algorithm calculates a score to build a workflow (section

3.1.4).

Having the scores for a person for each function block, an intern function is called to choose

the highest-scored block. So basically this function takes the matrix with the scores and turns into

1 the highest one, and into 0 the rest. This way the resulting score matrix will match the target

matrix structure which will be filled with zeros and a one corresponding to the function block to

be picked as the best in each input value (section 3.2.1).

So this way the fitness calculation goes through a check subtracting the new binary score

matrix and the target matrix. The module of the subtraction between. There will be only a value 1

in each matrix and the remaining values are 0, thus the error will either be 0 if the right block was

chosen, or 2 if the wrong one had the highest score. Looping over every case on the dataset, an

average error is calculated, and that value is the average number of errors a person had through the

dataset samples. The fitness value is not only composed by the average value of the errors. The

other part missing is the absolute error of a solution for a given sample input. So, grabbing once

again the original score matrix, it is then subtracted to the target matrix and calculated the sum of

the modules of each number of the result. This gives the information of how close the scores are

from the expected on the target. This is done to help differentiate several optimal solutions. After

running through all the samples an average of this error is also done.

These two values are weight-summed. The final fitness value is composed by 99% of the

average number of errors and 1% of the average error value. Repeating this intensive process for

every single one individual will fulfill the fitness matrix.
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The third function to be used from the GA module is the select_mating_pool. As explained

previously, this function is called to select the best individuals in the current generation as parents

to produce the offspring of the next generation. The function takes 3 parameters: the population,

the fitness matrix of the population, and the number of parents for mating. This allows the parents

matrix to be shaped exactly like the standard population one but with less solutions, being this

number just the number of parents in the function argument.

So looping over the taken population it chooses the best one by checking the lowest fitness

value, gets its index in the population array, and appending it to the parents array. Everytime a

solution is chosen to be a parent, its fitness value is changed to a high value, such as 99999, so

it won’t be picked again on the next loop. This is done until it has chosen the desired number of

solution to be the parents.

For example, with a population of 10 individuals, and it wants 4 individuals as parents, the

function will get the 4 lowest fitness values and take the corresponding individuals as the parents.

This guarantees that no matter what comes out of the offspring operations, the next generation

won’t have a worse best solution than the previous one as the best, since the best solutions are kept

held into the next one.

The last two functions of this module are the ones that create and modify the offspring. Firstly

there is the crossover function. It takes two arguments: the parents (calculated in the last one)

and the population. The offspring has the exact same shape as the parents. Using from NumPy

module the method random.choice, two parents are randomly chosen to have a crossover between

them. The crossover is done by getting the first column of the chromosome, this being the time

efficiency values of the first individual and mix it with the second column of the chromosome, the

performance values, of the second individual. This is done in loop until the desired number of new

mated individuals is achieved.

Usually after the crossover mutation happens. The mutation function mutates every person of

the offspring generated in the crossover. A default 40% of the weights will randomly be chosen

to suffer a mutation, evenly split between each column. The mutation consists on the sum to the

selected weights of a value randomly generated between -1 and 1, by the random.choice function

from NumPy.

For instance if the offspring has 4 people, and each people has 5 function blocks each with

two weights, making a person have a shape of 5 by 2, then for each person, two random weights

from each column will suffer a mutation.

Mutating random values by some number between -1 and 1 may seem a lot in absolute terms,

since the final weights are supposed to be always between 0 and 1. This was done so when a

population fitness is converging to a local minimum, adding a bit of variety to its solutions may

help find better solutions. Also, a process is done in order to saturate overflow values. So if with

mutation a value goes over 1 or under 0, the new values will be saturated so they stick within the

limits. With this we can affirm that our algorithm will always discard non-admissible solutions.
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3.2.5 Architecture

To help visualize the whole weight optimization system running the genetic algorithm, figure

3.10 shows its architecture. It starts from the user entering its dataset as an input into the main code

block, initial population is then generated, used by the genetic algorithm block that loops over a

user-defined number of generations. Have the termination condition ended, the best solution of the

last population is then selected and goes under feature scaling normalization. The new normalized

data goes under a checkup test afterwards, in order to verify it still is an optimal solution. Verified

that condition, the new set of weights is then returned to the user.

Figure 3.10: Weight Optimization System Architecture.

3.3 Overall Implementation

Now that both algorithms are thoroughly explained in the previous sections, it is important to

emphasize how they may complement each other.

Firstly, the core correlation factor between the two algorithms are the weight values for perfor-

mance and time efficiency for each function block. The recommendation program uses this values

to calculate the score for the workflow options and selects the best one based on the maximum
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score obtained. The closer to the absolute correct values we have, the better are the results we get

from the main program. That’s why using the genetic algorithm is very important.

Before getting into the main recommendation program, all the function blocks must have valid

weight values. The weight optimization system is recommended to be used prior to this in order

to get the best weight values possible. If a user wants to add new FBs, he may want to use genetic

algorithm (GA) in order to estimate those values.

The genetic algorithm returns to the user the optimized values for every function block within

a category, but does not update the values automatically into the database csv file. This process

must be done by the user manually. Whenever the user wants to add a function block of a cer-

tain category, he has to recalculate all the weights of all the blocks within that category, using

for example, the genetic algorithm. Another crucial point is that function blocks from different

categories can’t be trained at the same time.

Once all the values for performance and time efficiency for every block in the database are

updated, the main program is ready to be run.

To give a tangible example of every procedure the user has to follow let’s suppose the user

wants to add a new category to the database and some function blocks of that same category.

Since both algorithms are fully expandable, this is very achievable. The first thing the user has

to do is to get the performance and time efficiency weight values for the new function blocks.

Since the function blocks are all from the same new category, these values can be retrieved all at

once. Then the user has to make the datasets for input and target values for the genetic algorithm,

following the structure presented in section 3.2.1. Once the datasets are done, the user runs the

genetic algorithm and gets the values for all the weights for the blocks. The next stage consists on

adding the blocks to the database csv file, once again following carefully the structure explained in

section 3.1.1, with the weight values returned by the genetic algorithm. Note that if a new category

is being added, then the respective function blocks will have a new value for the requirement_id

block attribute.

Before running the main workflow recommendation system, the user has to also make some

changes to the requirements csv file as well, adding the new specific requirement regarding the

new category following the order that was told before. Having all these steps been completed, the

last algorithm is ready to be run and should be returning the optimal top 3 workflows, having in

account the new function blocks added by the user.

One last quick example is the case where the user wants to use the categories already presented

in the database, but wants to add one or more function blocks to the database within those cate-

gories. Once again for every category updated, the weights must all be updated and the genetic

algorithm should be run for this purpose. Also, changes to the input and target datasets must be

done. With the new values, the weights of all the function blocks belonging to the category in

question have to be updated in the database file. Since all the function blocks added were from an

already existing category, there is no need to add new requirement lines in the requirements csv

file. Once all this is done, the workflow recommending program is ready to be run.
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3.3.1 Overall architecture

One of the most interesting features about the proposed work is the interopeability of the two

implemented systems. The genetic algorithm uses history log data about workflows based on

two performance metrics/requirements, and generates sets of weights that profile function blocks

(FBs). The recommending system, uses those FBs weights to recommend workflows based on

those same two performance requirements. After the generating the top 3 workflows for a given

scenario, the recommendation system automatically generates datasets based on this results. These

datasets can be used right away by the genetic algorithm based weight optimizer system. Figure

3.11 shows the architecture of the two systems working alongside.

Figure 3.11: Overall Architecture.

The next chapter has different testing methods on both systems to evaluate the quality of the

proposed implementation.
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Testing and Validation

In this chapter several tests were made using a real dataset from a study case [68] where

workflows are also recommended and optimized based on two performance metrics defined by

the user. Having done a lot of research it’s quite hard to find good and clear testing examples

for our system. Usually the procedure of orchestrating workflows is evaluated in several different

metrics such as performance, accuracy, execution times, monetary cost, resources used, and more

depending always on the case scenario where it’s being applied. This way the approaches on most

papers rely on optimization that suits one case or one type of case only, lacking generality and

expandability.

Our work has that property of being able to be applied in as many case scenarios as possible.

This of course is not easy to do and still demands a smart way of interpreting different cases into

our system conditions. This means some ability to "normalize" and adjust datasets into our system

structures. The paper used for testing purposes uses a dataset that suits that structure, with still

some adjustments to be made in order to make it fully working with the proposed system.

As mentioned before our recommendation system recommends the 3 best workflows, in order,

based on two user-defined performance requirements/metrics. The reason behind this number

is that when dealing with this type of scenarios, there is some chance of not returning the best

possible workflow, This is due to the fact that the program does not take in account every variable

existing, taking only two in this case. Therefore, a lot of information may be unknown for the

program, for instance, energy efficiency, resources consumption, execution costs, etc. This way,

returning three workflows makes the system more helpful for real-life scenarios usage.

There are plenty of different ways to evaluate the performance of recommender systems to

know how good the results returned by such are. In this work we proposed the use of MAP@K

as evaluation metric for the whole system, due to the fact that it is suitable for ranking evaluation,

rewarding the system if good solutions are suggested in the first positions.

Precision is one of the most used metrics for recommending systems [69]. In recommending

systems it’s given by the following expression:

Precision =
#RelevantRecommendations

#Recomendations
(4.1)
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Precision gives a good notation of how good a system is in terms of number of correct picked

options, but doesn’t seem to care much about order. Thus, precision at cutoff K, or P@K, is the

precision of the system at the recommendation number K [52]. P@K always takes in account the

precision of the recommendation at every point before K, making it an order evaluation metric.

Knowing our system is recommending three workflows, the ideal K point of analysis is K = 3,

although K = 1, and K = 2 may also be used for some reference. Average precision at cutoff K,

or AP@K, is the sum of the precision at every point until K, if relevant, divided by the number of

relevant suggestions which will in our case be always K:

AP@K =
1
K

K

∑
n=1

P(n), i f kth = relevant (4.2)

For the same amount of relevant recommendations within a number of total recommendations,

AP@K rewards a recommendation that has the relevant items on the first suggestions [54].

Finally, when a lot of samples are used, which may be the case, the mean of the average

precision at cutoff k, is the mean value of AP@K of every test done by the system. We may

conclude then that MAP@K treats the system a ranking task. So MAP@K, for K = 3 is our

system’s evaluation metric.

4.1 Case Study

The paper [68] introduces extract-transform-load (ETL) processes as workflows that process

data in several ways and moves it between data sources (DSs) and a data warehouse (DW). They

talk about the importance of performance otimization for ETL processes. It also addresses the fact

that most of the cases, optimization always depends on the workflow designers, since every case

becomes very specific and very personal, as referred above. They contribute with a cost model

for user-defined functions (UDFs) that are seen as black-box operators, in order to optimize those

UDFs choosing a degree of parallelism for an UDF, to meet user-defined performance metrics.

The performance metrics used for the present work are execution time and monetary cost.

The used case studies the workflow of the Set-similarity joins using MapReduce (SSJ-MR)

[70].

The workflow is composed by three stages of data processing:

• Token ordering

• Pair generation

• Record join

The workflow for SSJ-MR is shown in figure 4.1. Each stage can be completed by two of the

optional UDFs: TO1 or TO2, PG1 or PG2, RJ1 or RJ2.

They previously presented an extendible theoretical ETL framework [71]. The recommender

modules generates of the framework optimizes ETL workflows using a cost model library. It also

works with statistics and machine learning algorithms, and stores previous ETL executions.
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Figure 4.1: Set-similarity join workflow. From [68]

Each of the stages can be completed by two data process approaches, as perceivable in the

workflow in the workflow figure. These approaches are:

• Token ordering: Basic Token Ordering (BTO) and One Phase Token Ordering (OPTO).

• RID Pair generation: Basic Kernel (BK) and Indexed Kernel (PK).

• Record join: Basic Record Join (BRJ) and One Phase Record Join (OPRJ).

They used a simulator to run the several options and retrieve information about execution time,

estimated monetary cost, data size, etc. They tested the 6 different data processes approaches, two

for each stage, and for each one calculates execution time and execution cost in $/h associated to

a n-node cluster configuration to be executed in the Amazon Web Service1, producing a total of

24 options. Table 4.1 has all these options for each algorithm and the number of nodes running in

the integration environment.

Table 4.1: Execution time in seconds of each stage on different cluster sizes.

Stage Algorithm
# Nodes [exec cost/h]
2 [0.4$/h] 4 [0.8$/h] 8 [1.6$/h] 10 [2$/h]

1
BTO 191.98 125.51 91.85 84.02
OPTO 175.39 115.36 94.82 92.8

2
BK 753.39 371.08 198.7 164.57
PK 682.51 330.47 178.88 145.01

3
BRJ 255.35 162.53 107.28 101.54
OPRJ 97.11 74.32 58.35 58.11

For each data process, the execution time was calculated for the use of 2 nodes (costing 0.4$/h),

4 nodes (costing 0.8$/h), 8 nodes (costing 1.6$/h) and 10 nodes (costing 2$/h). The model used to

generate the best workflow possible is called Linear Integer Programming Model2. This model is

a mixed integer linear programming (MILP) solver using Simplex method [72]. So a user allocates

a budget and the algorithm returns the fastest possible workflow for that price based on the values

of Table 4.1.
1https://calculator.s3.amazonaws.com/index.html
2http://lpsolve.sourceforge.net/

https://calculator.s3.amazonaws.com/index.html
http://lpsolve.sourceforge.net/
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So this case of study is very interesting given the points of similarity with the work proposed.

The paper also recommends the best possible workflow based on two user-defined performance

metrics, which is the perfect real case to test our system since it’s also based on a two performance

metrics. Another good value on the given dataset is that calculations were made available for the

different UDFs. In order to keep our text homogeneous, we will refer to the UDFs of the given

example as function blocks (FBs) or just blocks. Having the information on the execution time

and cost for each possibility of executing each block will help on the weights calculation in order

to run our recommendation system.

In chapter 3 the two performance requirements, used as an example of implementation only,

were performance and time efficiency. From now on, in order to meet the used case context, the

two performance requirements used to run our algorithms are time efficiency and cost efficiency.

The way we estimate this values is explained next.

4.2 Recommendation system

In this section we evaluated the recommendation system with two different approaches for

weight estimation. After that we used a lot samples to run the algorithm with the same weights of

the two approaches and compared the performance in order to conclude if the system is consistent

on the performance, no matter how many samples are used.

In order to test our recommendation system, we need the function block database filled with

all the FBs and respective weights details. For any case scenario is very important to understand

everything around it in order to make it more accessible to transform the necessary data into our

system’s structures.

The first step is the weights calculations for the FBs. In Table 4.1, we have reference values

of execution time for every algorithm available with different nodes. The best way to extract

this information to our database is to create a block for every possibility of running one of the

algorithms. Since there are a total of six algorithms that can be executed in four different ways

each. This way for each algorithm, four blocks were created, resulting in a total of 24 FBs. For

instance, BTO algorithm is divided in four FBs, BTO_2_Nodes, BTO_4_Nodes, BTO_8_Nodes,

BTO_10_Nodes.

Since we have three different stages, and each stage has to be done by executing one of its

FBs, then this translates into three specific requirement categories. BTO and OPTO FBs belong to

requirement 0, BK and PK FBs to requirement 1, and BRJ and OPRJ to requirement 2.

Therefore, the graph that represents the structure used is shown in figure 4.2.

After having the FBs, it is necessary to estimate their weight values. From the table we can

grab values for cost and execution time of each FB. Our system is ready to take weight values

between 0 and 1, and since less cost and less time means more efficiency, then we can’t use directly

the values of the table. Instead, and since our algorithm suggests workflows based on optimizing

FBs scores, for each block was calculated a time efficiency and cost efficiency weight value. For

this purpose, inverted feature scaling normalization was done to both costs and execution times.
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Figure 4.2: Graph used for this case study.
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Inverted feature scaling normalization is an adaption of the original feature scaling normalization

but instead of subtracting to the original value the minimum on the top of the fraction, the original

value is subtracted to the maximum value. This is done since we want efficiency-related values,

and since both requirements are as more efficient as smaller they are (cost and execution time) this

will normalize the larger numbers into small normalized values and the opposite to the smaller

values of time and cost. The formula of the inverted feature scaling normalization is:

X ′ =
Xmax−X

Xmax−Xmin
(4.3)

For example, a value 1 for every block that runs on 2 nodes (costs the minimum price, 0.4$/h),

and a value 0 for blocks running 10 nodes (maximum cost of 2$/h) as cost efficiency values. Since

the cost values are well-defined and there are only four options, this is pretty straight forward.

On the other hand, time efficiency is not that simple to calculate, and we can take two ap-

proaches in order to calculate the time efficiency value for a FB, a Local Normalization or Global

Normalization.

Local Normalization (LN) normalizes the value of a function block relatively to every block

on its own stage not minding the executing time values of blocks in different stages. This makes

sense since we want to choose the best block in every category given the performance requirements

ratio value defined by the user. And so the fastest-to-execute block in a stage should have a weight

of time efficiency equal to 1, and the slowest a weight equal to 0.

Global Normalization (GN) normalizes each FB time efficiency value in accordance to the

executing times of all the blocks available and not only in the same stage/requirement. This may

not make sense yet, but since all the blocks, in this case, have the executing time in the same unit,

seconds, then it may make sense to let the algorithm know how fast a block is compared to every

other FB. For instance, with LN the time efficiency weight value for the block BK_2_Nodes would

be the same of BTO_2_Nodes once they are the two slowest options of their stages. Even though

the real difference between them on executing time, as referred in 4.1, is actually 561.41 seconds,

which is a huge value.

So having in mind this two approaches for normalization purposes, we decided to run some

tests on both of them, therefore we can make an overall evaluation of the system behavior on

different interpretation of the same problem.

In order to evaluate quantitatively the system results, MAP@K, for K=1,2,3 is used. But to be

able to calculate the MAP@K, a qualitative evaluation has to be made beforehand, since we need

to define the concept of a relevant recommendation in order to calculate precision.

Thereby, the definition of a good/relevant recommendation is the best possible pipeline for a

certain cost, making sure there are no faster pipelines at a smaller cost. In first place we need to

know every possible combination for the cost of a workflow. We know that the cheapest workflow

possible is one composed by three FBs running at 2 nodes, which gives us a cost of 1.2$/h, and the

maximum cost is three FBs running at 10 nodes costing 6$/h. Knowing this, we used a tool based
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on linear programming simplex3 and on evolutionary algorithms4 to get the 3 smallest workflow

execution times of every possible combination for cost. This values are presented in Table 4.2.

Table 4.2: The three shortest possible execution times for each combination of workflow cost.

Execution time (s)
Cost ($/h) 1st pipeline 2nd pipeline 3rd pipeline
6 287.14 295.92 306.7
5.6 287.38 294.97 296.16
5.2 295.21 298.18 314.77
4.8 303.35 312.13 318.48
4.4 311.18 314.15 318.72
4 333.97 336.94 345.05
3.6 334.69 344.84 354.25
3.2 357.48 367.63 368.56
2.8 391.35 401.5 411.17
2.4 451.38 467.97 471.2
2 542.94 553.09 580.18
1.6 602.97 619.56 643.58
1.2 955.01 971.6 1025.89

From this table we can take some conclusions. Every pipeline in the first column should be

chosen before any of the others. So for the top recommendation to be relevant it must be one of

the options from this column. The second column pipelines shall never be recommended before

the first pipeline of that cost. The same rule applies to the third column pipelines that must never

be chosen before the first and the second were chosen for a certain cost. For example, for a cost of

5.6$/h if the workflow with 294.97s of execution time is returned by the recommending system in

a better rank than the workflow with 287.38s, that would be two wrong choices.

Apart from that rule and in order to test the recommending system performance at all levels,

we also take a workflow choice as irrelevant if that workflow could never be picked no matter in

what order since there are cheaper options that are faster. The color code in the Table 4.2 helps

understanding this:

• Green pipelines can be recommended at any rank as long as they are the best ranked pipeline

of its cost.

• Yellow pipelines should never be recommended with a better rank than the corresponding

green pipeline of its cost, that is can only be recommended as the second or third best

pipeline.

• Red pipelines should never be recommended in a better rank than third. This is the con-

sequence of existing always at least two options that are faster at the same or even less

costs.
3https://www.solver.com/linear-quadratic-technology
4https://www.solver.com/excel-solver-evolutionary-solving-method-stopping-conditions

https://www.solver.com/linear-quadratic-technology
https://www.solver.com/excel-solver-evolutionary-solving-method-stopping-conditions
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• White pipelines SHALL never be recommended. This happens because there’s always at

least three options that are faster at the same or less costs.

For instance, the second pipeline of the cost 6$/h shall never be recommended since there are

three pipelines that are faster. One at the same price and two others with a SMALLER price.

The recommending system will return workflows with costs based on the user-defined pref-

erence ratio value between cost and time efficiency and so it may return pipelines with different

costs. And so performing a deep analysis of which recommendations are relevant may get a bit

tricky.

Now that we decided the two different approaches to estimate the FBs weights and defined

clearly a relevant recommendation we can proceed for the practical testing.

So after applying the Global Normalization (GN) technique explained previously in the be-

ginning of this section the following weights were obtained for each FB are presented in Table

4.3.

Table 4.3: Weight values for the 24 function blocks after using the Global Normalization method.
CE and TE stand for Cost Efficiency and Time Efficiency, respectively.

# Nodes

Stage Algorithm
2 4 8 10
CE TE CE TE CE TE CE TE

1
BTO 1.00 0.81 0.75 0.90 0.25 0.95 0.00 0.96
OPTO 1.00 0.83 0.75 0.92 0.25 0.95 0.00 0.95

2
BK 1.00 0.00 0.75 0.55 0.25 0.80 0.00 0.85
PK 1.00 0.10 0.75 0.61 0.25 0.83 0.00 0.88

3
BRJ 1.00 0.72 0.75 0.85 0.25 0.93 0.00 0.94
OPRJ 1.00 0.94 0.75 0.98 0.25 1.00 0.00 1.00

Having everything set up to run the recommending algorithm, the first test included 13 samples

varying on the ratio value. The results of this first test are available in Table 4.4.

Firstly we need to interpret this table. The first two columns represent the priority given by

the ratio value to each of the performance requirements, cost efficiency and time efficiency. For

instance, in the first sample a value of 0 was given to cost efficiency and 1 to time efficiency, this

means the user wanted the fastest possible workflow no matter the cost.

The Recommendation columns calculate the execution time and cost for the chosen work-

flow. For instance on the first sample, the best recommended workflow was BTO_10_Nodes,

PK_10_Nodes, OPRJ_10_Nodes. It has the cost of 6$/h since it runs on 10 nodes in each FB

and is the best possible option for a 6$ cost workflow having an execution time of 287.14s. This

was then evaluated for every workflow recommended on every sample, creating this way the Best

Option Chosen columns. If a block is green then the best option was picked for that rank and that

cost. If not then it should be red.

We can conclude from this results that the best pipeline for each cost and rank was recom-

mended for every single sample but the last one. The explanation behind this is that when choos-

ing a ratio value that gives all priority to the cost efficiency requirement, then all the information
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Table 4.4: Results for the test 1, using GN for weight estimation.

Ratio value Recommendation
1st pipeline 2nd pipeline 3rd pipeline

Best option chosen?
cost time

cost ($/h) time (s) cost ($/h) time (s) cost ($/h) time (s) Green - YES | Red - NO
0.00 1.00 6.00 287.14 5.60 287.38 5.60 294.97 287.14 287.38 294.97
0.01 0.99 5.60 287.38 6.00 287.14 5.20 295.21 287.38 287.14 295.21
0.10 0.90 3.60 334.69 3.20 357.48 3.60 344.84 334.69 357.48 344.84
0.20 0.80 2.80 391.35 3.20 357.48 2.80 401.50 391.35 357.48 401.50
0.30 0.70 2.40 451.38 1.60 602.97 2.80 391.35 451.38 602.97 391.35
0.40 0.60 1.60 602.97 1.60 619.56 1.60 643.58 602.97 619.56 643.58
0.50 0.50 1.60 602.97 1.60 619.56 1.60 643.58 602.97 619.56 643.58
0.60 0.40 1.60 602.97 1.60 619.56 1.60 643.58 602.97 619.56 643.58
0.70 0.30 1.20 955.01 1.20 971.60 1.60 602.97 955.01 971.60 602.97
0.80 0.20 1.20 955.01 1.20 971.60 1.20 1025.89 955.01 971.60 1025.89
0.90 0.10 1.20 955.01 1.20 971.60 1.20 1025.89 955.01 971.60 1025.89
0.99 0.01 1.20 955.01 1.20 971.60 1.20 1025.89 955.01 971.60 1025.89
1.00 0.00 1.20 1042.48 1.20 1025.89 1.20 955.01 955.01 971.60 1025.89

about the time efficiency weights will be totally ignored. This happens because the recommenda-

tion algorithm calculates the score for each function block by doing the dot product of its weight

values and the pair cost/time ratio value as explained in section 3.1.4 from the previous chapter.

Therefore, if time ratio value is equal to 0, then the score will only be calculated with the product

of the cost ratio value, which is 1 and the block cost efficiency weight value. Since every FB

that runs on 2 nodes has the same cost efficiency weight, 1, and there are 2 in each stage, then

the algorithm can’t differentiate from the fastest one, this way recommending randomly the FB

that respects the cost efficiency. This actually makes some sense, since when choosing a 1/0 ratio

value for cost preference, the user is telling the program that he doesn’t care on how much time

the block runs, he just wants to get a cheap workflow, and so this is an ambiguous situation. To

check this special situation we ran the program also on a 0.99/0.01 ratio value and it returned from

the three cheapest workflows, the three fastest ones. This is an optimal result.

Another interesting result is when once again a 0/1 ratio value is introduced by the user, in

this case when maximum priority was given to time efficiency. In this case the best workflow

recommendation was a 287.14s, running on 10 nodes on every FB thus costing a total of 6$/h.

However when we run the algorithm with a 0.01/0.99 input ratio value, the first two pipelines

swap places in the ranking, and now the 5.60$/h workflow that takes 283.38s, is the best one,

taking just 0.24s more to execute than the 6$/h option. This also makes lots of sense when we

think about it in real life terms, paying less 0.40$/h while taking just 0.24s more to execute seems

pretty reasonable.

To sum up, in order to get the best practical results we would not recommend running the

algorithm for ratio values of 0/1 or 1/0, at least for this case scenario. Although algorithm still

works and returns exactly what you can expect.

In order to evaluate the algorithm for this run, the average precision for different values of K

were calculated Table 4.5.

The mean of all those values are in Table 4.6. MAP@K, with K taking values from 1 to 3,
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Table 4.5: Calculation process of AP@K for test 1 results.

Ratio value
P AP@K

cost time
P@1 P@2 P@3 AP@1 AP@2 AP@3

0.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
0.01 0.99 1.00 1.00 1.00 1.00 1.00 1.00
0.10 0.90 1.00 1.00 1.00 1.00 1.00 1.00
0.20 0.80 1.00 1.00 1.00 1.00 1.00 1.00
0.30 0.70 1.00 1.00 1.00 1.00 1.00 1.00
0.40 0.60 1.00 1.00 1.00 1.00 1.00 1.00
0.50 0.50 1.00 1.00 1.00 1.00 1.00 1.00
0.60 0.40 1.00 1.00 1.00 1.00 1.00 1.00
0.70 0.30 1.00 1.00 1.00 1.00 1.00 1.00
0.80 0.20 1.00 1.00 1.00 1.00 1.00 1.00
0.90 0.10 1.00 1.00 1.00 1.00 1.00 1.00
0.99 0.01 1.00 1.00 1.00 1.00 1.00 1.00
1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

test 1 had a good value of 0.923. However, considering that ambiguous situation, as it doesn’t

happen because of a problem with a system, then if the last case is ignored then we can consider a

MAP@K equal to 1, for every value of K.

Table 4.6: Test 1 MAP@K for different K values.

MAP@1 MAP@2 MAP@3

0.923 0.923 0.923

The second test was executed with the same samples of test 1 but using FBs weights calculated

through Local Normalization (LN). The resulting weights are shown in Table 4.7.

Comparing the weight values resulting from the LN method and comparing them with the GN

method, cost efficiency (CE) weights are actually the same. This happens because the maximum

and minimum values for each stage are the same for every other stage. The big difference is on time

efficiency (TE) values. With LN, blocks such BTO_10_Nodes, PK_10_Nodes, OPRJ_10_Nodes

all have the same TE weight value. This happens because all of them are the fastest option within

its stages, although they all have quite some difference on execution time. Another huge difference

between the results from GN, is the values of TE for the FBs with 2 nodes. While with GN only

the 2 slowest ones within the whole 24 pool were having values under 0.20. 5 out of the 6 FBs

with 2 nodes got under 0.20 of TE in the LN method.

Running the same 13 samples with these new weight values, the following results were ob-

tained. See Table 4.8.

So from this test 2 we can conclude immediately that the weight estimation using global nor-

malization worked way better than local normalization. This was already expected. Despite the
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Table 4.7: Weight values for the 24 function blocks after using the Local Normalization method.

# Nodes
2 4 8 10

Stage Algorithm
CE TE CE TE CE TE CE TE

BTO 1.00 0.00 0.75 0.62 0.25 0.93 0.00 1.00
1

OPTO 1.00 0.15 0.75 0.71 0.25 0.90 0.00 0.92
BK 1.00 0.00 0.75 0.63 0.25 0.91 0.00 0.97

2
PK 1.00 0.12 0.75 0.70 0.25 0.94 0.00 1.00
BRJ 1.00 0.00 0.75 0.47 0.25 0.75 0.00 0.78

3
OPRJ 1.00 0.80 0.75 0.92 0.25 1.00 0.00 1.00

fact that LN may work in cases where there is more independence between blocks of different

categories, LN is not the best approach for this case. The most reasonable explanation for this

results is the fact that all FBs execution time have the same degree of magnitude (couple of hun-

dreds of seconds) then performance should be better when they are normalized globally between

them. In a case where different categories blocks would have significant difference on the degree

of magnitude on the execution times, for instance seconds vs hours, then LN normalization would

make more sense than in this particular case.

The same situation happened for the last sample, having returned the same exact three work-

flows in the same order. A particular result from the this table is the workflow suggested in the

third place for the first sample that had a 0 returned instead of a workflow execution time on the

colored column, but first let’s understand better what the values of the Best option chosen column

actually mean. The values on the columns of green and red are the values of execution time for

the workflow that should have been returned with the same cost as the one recommended in that

place. For instance, in sample 2, the third option was a 5.6$/h workflow with an executing time

of 306.94s. This was returned as a non-relevant result since the second best workflow for that

cost is the one with an execution time of 294.97s as it is displayed in our top-3 pipelines Table

4.2. As the best 5.6$/h pipeline had already been correctly chosen as the first pipeline, then the

next with the same cost should be the one written in that column, with 294.97s of execution time,

instead of the one returned, with 306.94s execution time. So now that the values from Best option

chosen column are explained, let’s have a look at the curious third pipeline recommended for the

first sample. The workflow is a 6$/h workflow that takes 306.7s to execute. Checking Table 4.2

once again we can conclude that this result is non-relevant for two reasons. First and easiest one

is the fact that the recommended pipeline is the third best option for the cost of 6$/h, and so since

only one pipeline of that same cost had already been correctly recommended as the best option,

then the second 6$/h pipeline to be recommended should be the 295.92s one. But why does it

have a zero instead of this value? This leads us to the second reason why it is a non-relevant case.

As also seen in the table the 2nd and 3rd fastest pipelines for the maximum cost shall never be

recommended, since there are at least 3 faster workflows with the same or less cost, as already

explained previously when explaining the meaning of the white colored values of that table. The

0 value on the results table mean that no more pipelines with that cost should be returned given
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Table 4.8: Results for the test 2, using LN for weight estimation.

Ratio value Recommendation
1st pipeline 2nd pipeline 3rd pipeline

Best option chosen?
cost time

cost ($/h) time (s) cost ($/h) time (s) cost ($/h) time (s) Green - YES | Red - NO
0.00 1.00 6.00 287.14 5.60 287.38 6.00 306.70 287.14 287.38 0.00
0.01 0.99 5.60 287.38 6.00 287.14 5.60 306.94 287.38 287.14 294.97
0.10 0.90 5.60 287.38 4.80 303.35 6.00 287.14 287.38 303.35 287.14
0.20 0.80 4.40 337.22 4.80 303.35 4.00 345.05 311.18 303.35 333.97
0.30 0.70 4.00 345.05 3.20 368.56 3.60 367.84 333.97 357.48 334.69
0.40 0.60 2.00 542.94 2.40 520.15 2.00 583.55 542.94 451.38 553.09
0.50 0.50 2.00 542.94 2.00 583.55 2.00 553.09 542.94 553.09 580.18
0.60 0.40 2.00 542.94 2.00 583.55 2.00 553.09 542.94 553.09 580.18
0.70 0.30 1.20 955.01 1.60 602.97 1.60 894.98 955.01 602.97 619.56
0.80 0.20 1.20 955.01 1.20 1025.89 1.20 971.60 955.01 971.60 1025.89
0.90 0.10 1.20 955.01 1.20 1025.89 1.20 971.60 955.01 971.60 1025.89
0.99 0.01 1.20 955.01 1.20 1025.89 1.20 971.60 955.01 971.60 1025.89
1.00 0.00 1.20 1042.48 1.20 1025.89 1.20 955.01 955.01 971.60 1025.89

the already recommended pipelines, which keeps coherent with the with our reasoning.

Now that the results have been qualitatively analyzed, Table 4.9 shows the calculations made

for the average precision at different K values for every sample.

Table 4.9: Calculation process of AP@K for test 2 results

Ratio value
P AP@K

cost time
P@1 P@2 P@3 AP@1 AP@2 AP@3

0.00 1.00 1.00 1.00 0.67 1.00 1.00 0.67
0.01 0.99 1.00 1.00 0.67 1.00 1.00 0.67
0.10 0.90 1.00 1.00 1.00 1.00 1.00 1.00
0.20 0.80 0.00 0.50 0.33 0.00 0.25 0.17
0.30 0.70 0.00 0.00 0.00 0.00 0.00 0.00
0.40 0.60 1.00 0.50 0.33 1.00 0.50 0.33
0.50 0.50 1.00 0.50 0.33 1.00 0.50 0.33
0.60 0.40 1.00 0.50 0.33 1.00 0.50 0.33
0.70 0.30 1.00 1.00 0.67 1.00 1.00 0.67
0.80 0.20 1.00 0.50 0.33 1.00 0.50 0.33
0.90 0.10 1.00 0.50 0.33 1.00 0.50 0.33
0.99 0.01 1.00 0.50 0.33 1.00 0.50 0.33
1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

From Table 4.10 we can see the values for MAP@K with different K values. It’s quite no-

ticeable that results from test 2 really aren’t really the best, with MAP@K for K=3 dropping to

0.397. Even if we don’t take in consideration the ambiguous sample of 1/0 ratio value for cost/time

efficiency input, this value goes up to only 0.431. So we can conclude that the choice of weight

values can really make a huge difference on the performance of our recommending system.
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Table 4.10: Test 2 MAP@K for different K values.

MAP@K

MAP@1 MAP@2 MAP@3

0.769 0.558 0.397

With two tests running with 13 samples some conclusions were already made about our system

performance. Weight optimization is an important key factor since tweaking those values really

make a difference on the results, and so this topic will be better addressed in the next section 4.3.

Running our system for 13 samples gave us some information on its performance but how does

the system behaves in terms of performance for more than 13 cases. To test the scalability of

the system, two more tests were run. We used a normal distribution, with mean equal to 0.5 and

standard deviation of 0.145, to generate 99 random values between 0 and 1 in order to test our

system for several different cases, using both weights from the GN and LN approaches that were

used for tests 1 and 2. Note that some values for the input ratio are repeated and so those were

removed from the results. Also, different sets of values for inputs were generated for tests 3 and 4.

So the resultant number of unique testing samples was 47 for both test 3 and test 4. In the appendix

we can find the results of both test 3 and test 4 in the Appendix A.1 and A.2, respectively.

Once again our recommending system performed very nicely for the GN weights optimization.

In a total of 141 workflows recommended, it returned only one non-optimal solution, the third

pipeline for the second sample. Part of the results table is shown in figure 4.3, it order to analyze

the one wrong case. So two 3.2$/h workflow were returned in the last two recommendations.

The first one is a correct solution but the second one was a 368.56s workflow instead of the

optimal 367.63s option. Looking once again at Table 4.2, the 368.56s is the third fastest workflow

for a cost of 3.2$/h and shouldn’t be returned before the 367.63s pipeline which is the second

best for the current cost. Although the difference of time is almost non-significant, 0.93s this

can actually be explained. In order to keep coherence between the recommending system and

the weight optimization based on genetic algorithm program, all the weights, and performance

requirements ratio values were all used with two decimal digits. This avoids getting different

score results for the exact same cases between the two frameworks. This ends up limiting the

capacity of our recommending system. In this example the 368.56s workflow is composed by the

FBs OPTO_4_Nodes, PK_8_Nodes, OPRJ_4_Nodes. The optimal solution for this case, would be

the 367.63s pipeline with the blocks BTO_4_Nodes, PK_10_Nodes, OPRJ_2_Nodes. The score

calculated by the recommending algorithm are done by doing the sum of the dot product between

the two weights of each block and the two ratio values. These two workflows had the exact same

score when rounding to two decimal digits, 2.56. So if weights and scores were all calculated using

more than two decimal digits could be the difference between having the best workflow at all times

and sometimes be recommended a non-optimal solution. This is also why when generating 100
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different samples, around 50 of them were repeated. If we used more than two decimals digits

then much more samples could be run without repeating.

Figure 4.3: Small portion of results of test 3.

As expected for test 4, it recommended several non-relevant workflows, concluding once again

that weight estimation is very important in order to get good results. To evaluate quantitatively the

system performance on both tests, it’s presented in Table 4.11 the MAP@K for test 3 and in Table

4.12 the same metric for test 4.

Table 4.11: MAP@K evaluation for test 3.

MAP@K

MAP@1 MAP@2 MAP@3

1.000 1.000 0.993

Table 4.12: MAP@K evaluation for test 4.

MAP@K

MAP@1 MAP@2 MAP@3

0.830 0.484 0.346

Comparing the MAP@K values of tests that used the same weights we can verify that they are

pretty close. So the test 1 MAP@3 is 0.923 and with the same weights on test 3 inputs is equal to

0.993. Between test 2 and 4, that also used the same weights, the MAP@3 also has no significant

difference being 0.397 and 0.346, respectively. The values for K equal to 1 and 2 also didn’t differ

too much.

Given that, we can conclude that our system is expandable to every pair of values a user

decides to use. Therefore, it doesn’t matter which performance requirement the user gives more

importance the recommendation system will always perform equally. Also having more samples
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we conclude that for optimal weights estimation, the recommendation system gives almost perfect

results for every recommendation with the MAP@3 of 0.993.

In order to help visualizing the different approaches and how they affect the system’s perfor-

mance, the graphic in figure 4.4 shows the MAP@K comparison for the 4 different tests.

Figure 4.4: MAP@K comparison between tests 1, 2, 3, and 4.

It’s very noticeable the coherency on the values between the tests with the same weights and

different samples, showing the expandability feature. Apart from that, it is also very clear the two

tests with global normalization with way better precision than the two tests with local normaliza-

tion.

4.3 Genetic algorithm as weights estimator

In this section we introduce test results on the integration of both the genetic algorithm and

recommendation system, doing a completely different strategy on the problem interpretation. We

take some conclusions on how the genetic algorithm allows the user to estimate the weights auto-

matically.

So as concluded several times already, weights estimation is a crucial procedure to guarantee

the best results of the recommendation system. In the previous section we made this estimation

using two different approaches. Both approaches were done manually and required time. For this

case scenario it wasn’t a big deal since we are dealing with just 24 FBs. Also, the testing case

included the Table 4.1 allowed the process to be much easier and the calculations to be linear.

Several times in real-life scenarios, the user may not have such well structured and detailed infor-

mation about how well each function block performs in the two user-defined metrics. Therefore,

the weight estimation procedure may get very tricky, hard, and time-consuming to do, specially if

we speak about a way larger number of FBs.
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Thereby, we propose to use the implemented genetic algorithm (GA) in order to perform this

task based on history logs of workflows. So if the user has available a set of workflows recommen-

dations historic based on the two defined metrics, but not the information about any function block,

then he can use the performance requirements as input to the GA and expect a set of weights to be

returned, based on the workflows used for each case. This weights will describe the performance

of the function blocks, and will be ready to be used in the recommendation system.

To test this strategy, we used some of the tests that were already done, from the previous

section, and used the results as inputs on the GA. The idea is to use the weights returned by the

GA, use them as the FBs weights on the function blocks database, and run the same scenarios once

again on the recommendation and compare if the results become similar to the ones done before.

So in first place we will use the results from test 1, shown in Table 4.4, as inputs to the GA.

First things first, we need to remember that the genetic algorithm takes as input a set of values that

represent the ratio value of cost/time efficiency, and as the target the recommended workflow. The

first property about the GA is that it estimates weight values for FBs of a specific stage at a time.

Thus, the target for each scenario is the function block chosen in that scenario, for the stage of the

blocks that are being optimized. Since we have blocks belonging to 3 different stages, the GA will

have to be run 3 times. The second note on the implemented GA is that it only takes one workflow

as the target. Since on the test 1 results for each scenario, three workflows were recommended, we

will chose the first ones as the input of our GA. This is due to the fact that GA always optimizes

the weight values according to the best possible workflow for each case, as explained previously

in chapter 3.

The first thing to do is to get the top 1 workflow for each cost/time ratio value from test 1 re-

sults. These workflows are shown in Table 4.13. It shows a set of workflows based on performance

metrics, composed by different FBs for different stages. This is the information the user needs to

run the GA in order to get the best weight optimization based on this information.

Table 4.13: Top 1 workflow composition, recommended in test 1.

Ratio value Benchmark pipeline
cost time Stage 1 FB Stage 2 FB Stage 3 FB
0.00 1.00 BTO_10_Nodes PK_10_Nodes OPRJ_10_Nodes
0.01 0.99 BTO_10_Nodes PK_10_Nodes OPRJ_8_Nodes
0.10 0.90 OPTO_4_Nodes PK_10_Nodes OPRJ_4_Nodes
0.20 0.80 OPTO_4_Nodes PK_8_Nodes OPRJ_2_Nodes
0.30 0.70 OPTO_2_Nodes PK_8_Nodes OPRJ_2_Nodes
0.40 0.60 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.50 0.50 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.60 0.40 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.70 0.30 OPTO_2_Nodes PK_2_Nodes OPRJ_2_Nodes
0.80 0.20 OPTO_2_Nodes PK_2_Nodes OPRJ_2_Nodes
0.90 0.10 OPTO_2_Nodes PK_2_Nodes OPRJ_2_Nodes
0.99 0.01 OPTO_2_Nodes PK_2_Nodes OPRJ_2_Nodes
1.00 0.00 BTO_2_Nodes BK_2_Nodes OPRJ_2_Nodes
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So now that we have the history log of workflows for each scenario, we use this information

to run the genetic algorithm. For each run, the number of iterations, the execution time, the

average fitness of the population, and the number of errors were analyzed. For the first run, we

estimated the weights for the FBs of stage 1. For each population a total 500 solutions were used

in each one. Each iteration will pool the 100 best solutions as parents. A mutation rate is 40%.

A maximum of 2000 generations was defined, but the algorithm breaks if the best solution fitness

value doesn’t improve for 100 generations in a row and the best solution has no more than 0 errors

compared to the target block choice. Figure 4.5 represents the evolution of the average fitness

of the population as well as the fitness value of the current best solution in the population along

the different iterations. The results on the graphic show a negative exponential tendency on the

average fitness throughout the generations. A reminder on the fact that this fitness value actually

represents an error associated to the solutions, and so it is minimized, working more as a cost

function. In this case we can tell that the algorithm found an optimal solution right after the 50th

generation, by the sharp fall on the blue line.

In figure 4.6 is represented a histogram of the distribution of the weights values along the

whole last population, separated in intervals of 0.1. We can tell that most of weights rely on values

close to 1 and 0, with a bit more density in low values close to 0.

Figure 4.5: Graphic of the average population and best solution fitness evolution through genera-
tion iterations for stage 1.
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Figure 4.6: Histogram with the weights distribution on the last population for stage 1.

Figure 4.7 and figure 4.8 show the results for the stage 2 blocks weight training. They are

pretty similar to the stage 1 estimation., though a bit slower.

Figure 4.7: Graphic of the average population and best solution fitness evolution through genera-
tion iterations for stage 2.
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Figure 4.8: Histogram with the weights distribution on the last population for stage 2.

Last but not least, for the third and last run on the GA, blocks from stage 3 were estimated

by the GA. Once again the results shown in figures 4.9 and 4.10 show an identical look of the

previous two cases. Although it’s noticeable on the histogram there more weights between 0 and

0.1 than the usual. The average execution time for the 3 runs of the genetic algorithm was 48.24

seconds.

Figure 4.9: Graphic of the average population and best solution fitness evolution through genera-
tion iterations for stage 3.
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Figure 4.10: Histogram with the weights distribution on the last population for stage 2.

The estimated weights for each one of the 24 function block are available at Table 4.14. Some

interesting details can be concluded from this values. If we compare this table with 4.3, which is

the set of weights used in test 1 whose results were the reference for the estimation of these new

weights, there’s a correlation of similar values on FBs that appear the most on the results from

Table 4.13. This is what we could expect, since the genetic algorithm relied on these FBs as the

reference to assign weights and if some FBs were not chosen, then the tendency might be to have

some off values since there was no reference for them in first place. So a solution for this problem

would be using more samples to estimate values in the GA.

Table 4.14: Weights generated by the GA for each block based on test 1.

# Nodes

Stage Algorithm
2 4 8 10
CE TE CE TE CE TE CE TE

1
BTO 1.00 0.00 0.27 0.27 0.28 0.01 0.06 1.00
OPTO 1.00 0.87 0.62 0.99 0.03 0.31 0.27 0.33

2
BK 1.00 0.13 0.98 0.07 0.00 0.41 0.00 0.22
PK 1.00 0.24 0.73 0.76 0.38 0.97 0.15 1.00

3
BRJ 0.27 0.42 0.42 0.27 0.00 0.15 0.23 0.24
OPRJ 1.00 0.81 0.49 0.87 0.09 0.88 0.03 0.88

Having these weights, to test the performance of the GA let’s compare the results of running

this new estimated weights on the recommending system with the results of test 1, using the exact

same input values. The expected would be to have the same exact workflows for the top-1 options,

since these were the ones used as a reference, but the 2nd and 3rd options may have interesting

results as well. The results of the recommendation system are listed in Table 4.15. MAP@K is

shown in Table 4.16

From this results we can take some conclusions about the performance of the GA. As expected

the first pipelines recommended match perfectly the first pipelines from test 1 in 4.4. The second

pipelines were the exact same for the first 3 cases and the last one. In the third pipeline column we
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Table 4.15: Results for the test 5, using weights estimated by the GA.

Ratio value Recommendation
1st pipeline 2nd pipeline 3rd pipeline

Best option chosen?
cost time

cost ($/h) time (s) cost ($/h) time (s) cost ($/h) time (s) Green - YES | Red - NO
0.00 1.00 6.00 287.14 5.60 287.38 4.80 318.48 287.14 287.38 303.35
0.01 0.99 5.60 287.38 6.00 287.14 4.40 318.72 287.38 287.14 311.18
0.10 0.90 3.60 334.69 3.20 357.48 3.20 368.56 334.69 357.48 367.63
0.20 0.80 2.80 391.35 2.40 451.38 3.20 357.48 391.35 451.38 357.48
0.30 0.70 2.40 451.38 2.80 391.35 1.60 602.97 451.38 391.35 602.97
0.40 0.60 1.60 602.97 2.40 451.38 2.00 542.94 602.97 451.38 542.94
0.50 0.50 1.60 602.97 2.40 451.38 1.20 955.01 602.97 451.38 955.01
0.60 0.40 1.60 602.97 1.20 955.01 1.20 1025.89 602.97 955.01 971.60
0.70 0.30 1.20 955.01 1.20 1025.89 1.60 602.97 955.01 971.60 602.97
0.80 0.20 1.20 955.01 1.20 1025.89 1.60 643.58 955.01 971.60 602.97
0.90 0.10 1.20 955.01 1.20 1025.89 1.60 643.58 955.01 971.60 602.97
0.99 0.01 1.20 955.01 1.20 1025.89 1.20 971.60 955.01 971.60 1025.89
1.00 0.00 1.20 1042.48 1.20 1025.89 1.20 955.01 955.01 971.60 1025.89

see that only two of them matched the test 1 results. So for the first-ranked workflow it matched in

100% of the cases. The overall result, 19 out of the total 39 workflows recommendations matched

between the two tests which means a percentage of 48.72%. In terms of performance of these

weights, the evaluation metric shows us a MAP@3 of 0.632. We can then conclude that if the user

has no information on the FBs performance for defined metrics, that he would be able to set up

decent weight values in order to use on the recommendation system. The results from the GA are

quite impressive. Noting that a MAP@1 of 0.923, and it’s not 1 because of the ambiguous last

scenario, actually represents a good performance. Knowing that the GA estimates and normalizes

weights within categories, it actually does something somewhat like the LN method used in section

4.2. Looking at the performance metrics of the LN approach, Table 4.10, we got a MAP@3 of

0.397. So, even though the GA uses a bit of the theory behind the Linear Normalization method

used in the first tests to the recommending system, it performs way better. Moreover, it’s all done

automatically taking just a few minutes to estimate all the weight values.

The next step is to test the expandability of our genetic algorithm and understand how well

it behaves when it receives a larger dataset of history log data. We have concluded that due to

lack of samples, some blocks weren’t assigned with the best weight estimations by the GA. So,

to test this, we are using the top 1 recommendations of test 3 results from Table A.1 as the input

references for the GA. The workflows of each sample are shown in Table A.3.

So using these workflows as input on our GA we estimate new weights for the FBs. Comparing

the graphics in figures 4.11, 4.12, 4.13 with the ones from the previous runs of the GA, we notice

a slight difference on the number of generations that it takes for the GA to converge to an optimal

solution, unless in the case for stage 2. We also see a sharper exponential drop right in the first

generations. This means that the genetic algorithm works better when he receives larger datasets

as targets, since it converges to optimal solutions in less generations although taking more time

because of the larger number of samples.
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Figure 4.11: Graphic of the average population and best solution fitness evolution through gener-
ation iterations for stage 1.

Figure 4.12: Graphic of the average population and best solution fitness evolution through gener-
ation iterations for stage 2.

Figure 4.13: Graphic of the average population and best solution fitness evolution through gener-
ation iterations for stage 3.
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Table 4.16: MAP@K evaluation for test 5.

MAP@K

MAP@1 MAP@2 MAP@3

0.923 0.769 0.632

From the histograms 4.14, 4.15, 4.16 we don’t notice much differences from the last examples

apart from the fact that in stages 1 and 2 optimization, values between 0 and 0.1 seem to have been

increased, which may mean that the GA now has better information on less used FBs. The average

time of execution increased to 127.24 seconds.

Figure 4.14: Histogram with the weights distribution on the last population for stage 1.

Figure 4.15: Histogram with the weights distribution on the last population for stage 2.



74 Testing and Validation

Figure 4.16: Histogram with the weights distribution on the last population for stage 3.

So new weight values were generated and are found in Table 4.17. Once again the most

chosen FBs in test 3 results for top 1 workflows are the ones whose weight values are closer to the

reference in Table 4.3. Running the recommending system with these weights for the same cases

of test 3 returns us the results on Table A.4.

Table 4.17: Weights generated by the GA for each block based on test 3.

# Nodes
2 4 8 10

Stage Algorithm
CE TE CE TE CE TE CE TE

BTO 0.19 0.07 0.02 0.05 0.43 0.11 0.01 0.03
1

OPTO 1.00 0.71 0.17 1.00 0.06 0.00 0.20 0.18
BK 0.09 0.04 0.37 0.08 0.66 0.20 0.32 0.58

2
PK 1.00 0.04 0.61 0.84 0.43 0.92 0.00 1.00
BRJ 0.05 0.15 0.01 0.06 0.11 0.02 0.06 0.17

3
OPRJ 0.91 0.92 0.10 1.00 0.08 0.00 0.02 0.00

The results are actually quite good. Every recommended workflow in the first and second

pipeline is a relevant solution. For the third pipeline, only a third of the workflows are non-

relevant solutions. With this results we can confirm that the larger the history log sample the user

has access to use as input reference on the GA, the better the weights estimated by the GA are.

This makes sense since as long the GA has its hyperparameters well tuned to converge, the more

information it gathers, the better the quality of the weights assigned to each FB. Even though the

solutions recommended on the second option are not all the same as from the reference in test 3,

they still are optimal solutions. Quantitatively speaking, MAP@K for this last test is shown in

Table 4.18. Maximum MAP at cutoff points 1 and 2 were obtained and an impressive 0.887 value

for MAP@3.

To sum up this section, the problem was approached from a different perspective. Picturing

what could be a real-life situation, we found an automatized and precised way of estimating weight
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Table 4.18: MAP@K evaluation for test 6.

MAP@K

MAP@1 MAP@2 MAP@3

1.000 1.000 0.887

values for our FBs. Doing it manually is subjected to some factors such as the problem interpre-

tation from the user. In section 4.2 we showed two interpretations for the case study, following

distinctive ways of weights estimation for the same FBs using the exact same information, al-

though creating significantly different results performance wise. In order to solve that, we propose

a GA that is ready to estimate a set of values for FBs within a category based on historical logs

on workflows composed by those FBs, evaluated by the user-defined performance metrics. De-

spite the fact that the genetic algorithm itself uses a normalization process that only involves the

FBs from the same category at a time, somewhat similar to the LN method shown in the previous

section, its the results are vastly improved. And so, the genetic algorithm is a powerful tool that

should be used alongside the main recommending algorithm.

In order to help visualizing the different approaches and how they affect the system’s perfor-

mance, the graphic in figure 4.17 shows the MAP@K comparison for the 4 different tests.

Figure 4.17: MAP@K comparison between tests 2, 4, 5, and 6.

The graphic shows clearly that enriched input datasets for the genetic algorithm creates better

and more informed weights, with the increased precision values on test 6 over test 5. Comparing

with tests 2 and 4, the automatized feature of the optimizer system shows better results than when

doing it manually.
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4.4 Genetic algorithm as weights optimizer

The final look into the two programs developed during this work has to do with weight opti-

mization in specific situations. Firstly, we decided to use the recommendation system by calcu-

lating manually the FBs weights using information given about their performance on two defined

metrics. This showed that the main recommending algorithm works pretty well, but its perfor-

mance is dependent on the quality of the weights and how well they represent the performance of

the different FBs. Knowing that we then focused on a way to automatize those weights estimation

in order to try to get higher quality values while facilitating the process, avoiding human related

errors upon that process. We proposed using the GA to generate those values, showing to be a

powerful tool to use alongside the recommending system.

In this section we will propose to use the genetic algorithm as a tool to improve recommen-

dation performance in specific situations. For instance, taking a look at the test 4 results, in Table

A.2, we know that they are poor with a MAP@K of around 0.346. And we know as well that

the explanation for those results is the fact that the approach of calculating the FBs values, LN

was poor and resulted in bad recommendations. If we face this problem as if it was a real-life

example, a user could have some troubles estimating weights, or not having enough data about

the FBs performance. So the idea is to go through the recommendations on test 4, know which

recommendations we want to have improving, and use the GA to generate new weight values in

order to do that procedure.

First of all we know that the GA optimizes weights based on the best workflows for a given

situation, therefore we will use the first pipeline recommendations from test 4 as a starting point.

First we need to know how each of the top 1 recommended workflows are composed for each

input ratio value. This information is described in Table A.5. From this list we know that from the

third to the tenth recommended workflow were not optimal solutions, thereby we want to work on

those.

The idea is to use these results, modify them on the non-optimal recommendations for the

workflows we want, a use it in the GA to have better weight values. To calculate best workflow for

each of the costs of those non-optimal recommendations we will resort once again to table 4.2. So

for a 4.4$/h cost the best workflow has an execution time of 311.18s. For 4$/h the best option has

a running time of 333.97s. Finally the 3.2$/h cost has the fastest workflow at 357.48$/h. Using the

Simplex method explained previously and calculating which blocks will return us this workflows,

Table A.5 has been updated with the new desired solutions. The updated version is in Table A.6.

Note on the changes in referred cases.

So using the information on this table as inputs for the GA will return us new weight values.

The GA allows us to add to the initial population an initial solution. Since we know the weights

being used for the results in test 4, which are bad quality weights, we may use them as a way of

perhaps help the GA to converge faster to an optimal solution. We will run on both conditions,

with and without an initial user solution in order to compare the GA performance.

For the first stage optimization the GA struggled to find an optimal solution, thereby we ran
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the code once again with an initial good solution concluding that as a matter of fact, the GA turned

into better solutions in shorter time. Figures 4.18 and 4.19 show the graphical differences on these

two optimizing runs. As we can see from the blue line, the best fitness is way lower right from the

beginning. In terms of fitness average, no significant differences were noted.

Figure 4.18: Graphic of the average population and best solution fitness evolution through gener-
ation iterations for stage 1, without initial solution.

Figure 4.19: Graphic of the average population and best solution fitness evolution through gener-
ation iterations for stage 1, with initial solution.

In terms of weight distribution for the last population, we can compare the figures 4.20 and

4.21. The second case shows a significant denser area on the weights between 0 and 0.1, while the

first case has bit more homogeneous distribution for the weights.
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Figure 4.20: Histogram for the weights distribution on the last population for stage 1, with no
initial solution.

Figure 4.21: Histogram for the weights distribution on the last population for stage 1, with initial
solution.
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In the second stage of training, both approaches found it easier to calculate a good optimal

solution, although an interesting note on the fact that the algorithm with no initial solution actually

converged faster, around 78 seconds. This seems to be an outlier, with the first case reaching good

solutions faster than expected. Also a sharper drop in the first case average population fitness is

notable in the first couple of generations. These graphical differences are shown in figures 4.22

and 4.23.

Figure 4.22: Graphic of the average population and best solution fitness evolution through gener-
ation iterations for stage 2, without initial solution.

Figure 4.23: Graphic of the average population and best solution fitness evolution through gener-
ation iterations for stage 2, with initial solution.

The look on the weight distribution for the last population on both cases, we take a look at

figures 4.24 and 4.25. No significant differences are seen. Plus, in both runs a lot of weights were

between the 0.1 and 0.3 mark.
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Figure 4.24: Histogram for the weights distribution on the last population for stage 2, with no
initial solution.

Figure 4.25: Histogram for the weights distribution on the last population for stage 2, with initial
solution.
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For the third and last stage of optimization, once again both approaches performed well to

find an optimal solution. Giving it an initial solution made it almost 3 minutes faster, which is

an incredible achievement. Figures 4.26 and 4.27 have the average fitness evolution of the two

approaches. As seen, optimal solutions were found almots in a third of generations on the second

case.

Figure 4.26: Graphic of the average population and best solution fitness evolution through gener-
ation iterations for stage 3, without initial solution.

Figure 4.27: Graphic of the average population and best solution fitness evolution through gener-
ation iterations for stage 3, with initial solution.

As a matter of weight distribution in the last population, figures 4.28 and 4.29, shows some

differences on the behaviour of the last population for the different cases. The second case has a

better distribution between all the weights, opposing to the much more concentrated on low-value

weights on the first case.
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Figure 4.28: Histogram for the weights distribution on the last population for stage 3, with no
initial solution.

Figure 4.29: Histogram for the weights distribution on the last population for stage 3, with initial
solution.



4.4 Genetic algorithm as weights optimizer 83

Summing up all the analysis on the two approaches on the GA, we concluded that most of

the times introducing an already good but non-optimal solution, helps the algorithm to converge

faster. The average time for the GA to find good weights was 284.45 seconds when no solution is

given to the system and 257.16 seconds when it is given. This average should tend to increase with

more testing, since for this case, we had an outlier result on stage two training. For this reason,

we used the weights generated on runs where solutions were introduced into the initial population

since they were, on average, faster.

These final weights are shown in Table 4.19.

Table 4.19: Weights generated by the GA when good solutions are introduced in the initial popu-
lation. Reference values used are from test 4.

# Nodes

Stage Algorithm
2 4 8 10
CE TE CE TE CE TE CE TE

1
BTO 1.00 0.00 0.75 0.62 0.25 0.93 0.00 1.00
OPTO 1.00 0.15 0.75 0.71 0.25 0.90 0.00 0.92

2
BK 0.32 0.07 0.13 0.04 0.00 0.63 0.46 0.13
PK 1.00 0.23 0.80 0.69 0.04 0.01 0.19 1.00

3
BRJ 0.00 0.43 0.14 0.45 0.08 0.13 0.52 0.07
OPRJ 1.00 0.83 0.39 0.99 0.09 1.00 0.27 0.03

To check if this strategy worked, these weights were used on the recommending system using

the same input values as in test 4. The results are shown in Table A.7. These results show that

there was a major improvement on the weights.

So by comparing the test 7 and test 4 results, in Table A.2, we may conclude that using the GA

as a weight optimizer for certain case scenarios retrieves incredibly improved results. MAP@K

values for test 7 are in Table 4.20, and we can immediately notice that the performance increased

amazingly, with MAP@K having values of 0.979, 0.941, and 0.746 for cutoff points of K=1,2

and 3. So not only it increased the precision on the first recommended workflows for almost

100% of the cases, but the second and third pipelines recommended also had pretty amazing

results. MAP@2 almost doubled compared to test 4, Table 4.12, while MAP@3 got an astonishing

improvement for more than double.

Table 4.20: MAP@K evaluation for test 7.

MAP@K

MAP@1 MAP@2 MAP@3

0.979 0.941 0.746

Therefore, even though we used optimal solutions just from the top 1 recommended workflows

as reference to the GA, the overall precision of top 2 and top 3 recommendations improved as well.
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In short, using the GA as a weight optimizer works very well. We used the logs of recommen-

dations that used bad quality weight values, thus returning poor performance, in order to improve

those weights for better ones, by using just the top 1 workflow recommendations and changing

them to optimal workflows, as the input reference of our genetic algorithm. Also, explained two

ways of using the GA, one using the test 4 weights as good initial solutions, since they had around

87% of the recommendations on top 1 workflows correctly, in order to help the GA to converge

better and faster, and the other one just using the input references and let the algorithm itself try

to find a solution. Once again the genetic algorithm proved to be a very strong tool to be used

alongside our recommending system so as to not only estimate weight values automatically, but

also as a weight optimizer tool.

Down below in figure 4.30 we can finally visualize better the increased performance when

using the genetic algorithm to optimize a set of weights.

Figure 4.30: MAP@K comparison between tests 4 and 7.



Chapter 5

Conclusions and Future Work

Taking a look back on the main objective for this dissertation, in section 1.4, three main points

were addressed: the importance of understanding the different requirements that define a workflow

as a pipeline, the implementation of an adaptive recommending system that is able to calculate the

best workflow and recommend it to the user, and knowing the best way to assess the system

performance.

The tests performed in the previous chapter evaluated the proposed work in several manners.

Both implemented systems were evaluated on their performance and efficiency, scalability, and

capacity of working together. In order to calculate the system performance, the metric MAP@K

was used, meeting then the third objective of the work.

A few tests were done on the main recommending system, in order to check how well it

performs for different weights values. Then the performance with an expanded range of scenarios

to check whether or not that performance would be untouchable. The following tests were made

on the capacity of merging the two systems. Firstly we tested the weights estimation using the

genetic algorithm so the user wouldn’t need to rely solely on interpretation of a study case, and

also avoiding calculating values manually. This estimation was done based on a set of history

logs of workflows for different case scenarios of cost and time efficiency. The last couple of

tests were about weight optimization using the genetic algorithm and some case scenarios where

the recommendation system didn’t return such precise results. All the results showed that the

proposed work performs really well in different occasions and gives user the chance of using it in

any situation involving workflow specification.

All the tests made in the previous chapter were based on the testing case using a dataset from

a paper. The tests made could still be run on different datasets and case scenarios in order to have

a better overview on the expandability of the proposed work.

Concerning the weight estimation/optimization, the genetic algorithm was not the first option

to be thought. Since the time it may take to optimize weights in cases where there are a larger

number of function blocks and/or specific requirements, execution time might be the bottleneck of

the system. Deep learning techniques may be more efficient solutions. Using neural networks that

use methods such as backpropagation to train weights could be used as an optimization method in
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the place of the genetic algorithm.

It was tried to implement a neural network in order to use the known backpropagation method

to train the weights into giving better solutions. It had several problems of convergence to optimal

solutions. A simpler genetic algorithm was implemented. Since it was retrieving good results,

easier implementation and also expandability, it was chosen to be perfected as most as possible.

So the results were overall very positive, with a complete system used for workflow definition

purposes, with the possibility of being applied in the most varied situations. Most of the cases

studied during literature review shown in state-of-art worked their ways towards specific situations,

specific workflows, and specific requirements. So creating the most general possible solution in

order to be used in any situation was the priority of this work.

This way we may conclude the system does meet the first two objectives pointed out for this

dissertation as the system showed to be adaptive for different scenarios, performed really well

when recommending workflows, always with very good values for the best workflow recommen-

dation, which was the main goal for the work, while meeting all the requirements given by the

user, which was the first objective addressed.

As for future work, using the already talked strategy of using deep learning methods in order to

estimate weights for function blocks based on history logs. Deep learning could improve efficiency

of the weight optimization. On the other hand some tweaks could be made as well on the genetic

algorithm. For instance, the current system is a bit limited in terms of working just for blocks of

a specific requirement at a time. Another limiting property of the system is the fact that for each

case of cost/time it uses only the best workflow recommendation as a reference for optimizing

purposes. Making it more flexible in this measure would very likely produce much better results.

In terms of the recommending system, the first thing to be noticed would be the fact that it

works only for two performance metrics. Although the implemented priority feature between two

requirements of preference is very useful, the system could be more expandable on this direction.

Some exploitation could be done as well on the scoring techniques. Even though this method

showed very positive and hard to find results with the dot product calculation, some other methods

could be explored in order to try to get higher performance.

Last but not least, some automatization could be done on the process of data exchange between

the two systems. The proposed implementation has a separated structure of the two presented

systems, although with some auto features such as the datasets generated by the recommendation

system ready to be used by the weight optimization system.
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Table A.1: Results for the test 3, using GN for weight estimation.

Ratio value Recommendation
1st pipeline 2nd pipeline 3rd pipeline

Best option chosen?
cost time

cost ($/h) time (s) cost ($/h) time (s) cost ($/h) time (s) Green - YES | Red - NO
0.08 0.92 3.60 334.69 4.40 311.18 4.40 314.15 334.69 311.18 314.15
0.17 0.83 2.80 391.35 3.20 357.48 3.20 368.56 391.35 357.48 367.63
0.25 0.75 2.80 391.35 2.40 451.38 2.80 401.50 391.35 451.38 401.50
0.26 0.74 2.80 391.35 2.40 451.38 2.80 401.50 391.35 451.38 401.50
0.28 0.72 2.40 451.38 2.80 391.35 2.40 467.97 451.38 391.35 467.97
0.31 0.69 1.60 602.97 2.40 451.38 1.60 619.56 602.97 451.38 619.56
0.33 0.67 1.60 602.97 1.60 619.56 2.40 451.38 602.97 619.56 451.38
0.34 0.66 1.60 602.97 1.60 619.56 2.40 451.38 602.97 619.56 451.38
0.35 0.65 1.60 602.97 1.60 619.56 2.00 542.94 602.97 619.56 542.94
0.36 0.64 1.60 602.97 1.60 619.56 2.00 542.94 602.97 619.56 542.94
0.38 0.62 1.60 602.97 1.60 619.56 1.60 643.58 602.97 619.56 643.58
0.39 0.61 1.60 602.97 1.60 619.56 1.60 643.58 602.97 619.56 643.58
0.40 0.60 1.60 602.97 1.60 619.56 1.60 643.58 602.97 619.56 643.58
0.41 0.59 1.60 602.97 1.60 619.56 1.60 643.58 602.97 619.56 643.58
0.42 0.58 1.60 602.97 1.60 619.56 1.60 643.58 602.97 619.56 643.58
0.43 0.57 1.60 602.97 1.60 619.56 1.60 643.58 602.97 619.56 643.58
0.44 0.56 1.60 602.97 1.60 619.56 1.60 643.58 602.97 619.56 643.58
0.46 0.54 1.60 602.97 1.60 619.56 1.60 643.58 602.97 619.56 643.58
0.47 0.53 1.60 602.97 1.60 619.56 1.60 643.58 602.97 619.56 643.58
0.48 0.52 1.60 602.97 1.60 619.56 1.60 643.58 602.97 619.56 643.58
0.49 0.51 1.60 602.97 1.60 619.56 1.60 643.58 602.97 619.56 643.58
0.50 0.50 1.60 602.97 1.60 619.56 1.60 643.58 602.97 619.56 643.58
0.51 0.49 1.60 602.97 1.60 619.56 1.60 643.58 602.97 619.56 643.58
0.52 0.48 1.60 602.97 1.60 619.56 1.60 643.58 602.97 619.56 643.58
0.53 0.47 1.60 602.97 1.60 619.56 1.60 643.58 602.97 619.56 643.58
0.54 0.46 1.60 602.97 1.60 619.56 1.60 643.58 602.97 619.56 643.58
0.55 0.45 1.60 602.97 1.60 619.56 1.60 643.58 602.97 619.56 643.58
0.56 0.44 1.60 602.97 1.60 619.56 1.60 643.58 602.97 619.56 643.58
0.57 0.43 1.60 602.97 1.60 619.56 1.60 643.58 602.97 619.56 643.58
0.58 0.42 1.60 602.97 1.60 619.56 1.60 643.58 602.97 619.56 643.58
0.59 0.41 1.60 602.97 1.60 619.56 1.60 643.58 602.97 619.56 643.58
0.60 0.40 1.60 602.97 1.60 619.56 1.60 643.58 602.97 619.56 643.58
0.61 0.39 1.60 602.97 1.60 619.56 1.60 643.58 602.97 619.56 643.58
0.62 0.38 1.60 602.97 1.60 619.56 1.60 643.58 602.97 619.56 643.58
0.63 0.37 1.60 602.97 1.60 619.56 1.60 643.58 602.97 619.56 643.58
0.64 0.36 1.60 602.97 1.60 619.56 1.60 643.58 602.97 619.56 643.58
0.65 0.35 1.60 602.97 1.60 619.56 1.20 955.01 602.97 619.56 955.01
0.66 0.34 1.60 602.97 1.60 619.56 1.20 955.01 602.97 619.56 955.01
0.67 0.33 1.60 602.97 1.20 955.01 1.60 619.56 602.97 955.01 619.56
0.68 0.32 1.20 955.01 1.20 971.60 1.60 602.97 955.01 971.60 602.97
0.70 0.30 1.20 955.01 1.20 971.60 1.60 602.97 955.01 971.60 602.97
0.75 0.25 1.20 955.01 1.20 971.60 1.20 1025.89 955.01 971.60 1025.89
0.76 0.24 1.20 955.01 1.20 971.60 1.20 1025.89 955.01 971.60 1025.89
0.78 0.22 1.20 955.01 1.20 971.60 1.20 1025.89 955.01 971.60 1025.89
0.79 0.21 1.20 955.01 1.20 971.60 1.20 1025.89 955.01 971.60 1025.89
0.80 0.20 1.20 955.01 1.20 971.60 1.20 1025.89 955.01 971.60 1025.89
0.86 0.14 1.20 955.01 1.20 971.60 1.20 1025.89 955.01 971.60 1025.89
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Table A.2: Results for the test 4, using LN for weight estimation.

Ratio value Recommendation
1st pipeline 2nd pipeline 3rd pipeline

Best option chosen?
cost time

cost ($/h) time (s) cost ($/h) time (s) cost ($/h) time (s) Green - YES | Red - NO
0.03 0.97 5.60 287.38 6.00 287.14 5.60 306.94 287.38 287.14 294.97
0.16 0.84 4.80 303.35 4.40 337.22 5.60 287.38 303.35 311.18 287.38
0.21 0.79 4.40 337.22 4.00 345.05 4.80 303.35 311.18 333.97 303.35
0.23 0.77 4.00 345.05 4.40 337.22 4.40 311.18 333.97 311.18 314.15
0.26 0.74 4.00 345.05 4.40 337.22 4.40 311.18 333.97 311.18 314.15
0.27 0.73 4.00 345.05 4.40 337.22 3.60 367.84 333.97 311.18 334.69
0.29 0.71 4.00 345.05 3.20 368.56 3.60 367.84 333.97 357.48 334.69
0.30 0.70 4.00 345.05 3.20 368.56 3.60 367.84 333.97 357.48 334.69
0.31 0.69 3.20 368.56 4.00 345.05 2.80 391.35 357.48 333.97 391.35
0.32 0.68 3.20 368.56 2.80 391.35 2.40 520.15 357.48 391.35 451.38
0.35 0.65 2.00 542.94 2.40 520.15 2.80 391.35 542.94 451.38 391.35
0.36 0.64 2.00 542.94 2.40 520.15 2.80 391.35 542.94 451.38 391.35
0.38 0.62 2.00 542.94 2.40 520.15 2.80 391.35 542.94 451.38 391.35
0.39 0.61 2.00 542.94 2.40 520.15 2.00 583.55 542.94 451.38 553.09
0.40 0.60 2.00 542.94 2.40 520.15 2.00 583.55 542.94 451.38 553.09
0.41 0.59 2.00 542.94 2.40 520.15 2.00 583.55 542.94 451.38 553.09
0.42 0.58 2.00 542.94 2.40 520.15 2.00 583.55 542.94 451.38 553.09
0.43 0.57 2.00 542.94 2.40 520.15 2.00 583.55 542.94 451.38 553.09
0.44 0.56 2.00 542.94 2.00 583.55 2.40 520.15 542.94 553.09 451.38
0.45 0.55 2.00 542.94 2.00 583.55 2.40 520.15 542.94 553.09 451.38
0.47 0.53 2.00 542.94 2.00 583.55 2.00 553.09 542.94 553.09 580.18
0.48 0.52 2.00 542.94 2.00 583.55 2.00 553.09 542.94 553.09 580.18
0.49 0.51 2.00 542.94 2.00 583.55 2.00 553.09 542.94 553.09 580.18
0.50 0.50 2.00 542.94 2.00 583.55 2.00 553.09 542.94 553.09 580.18
0.51 0.49 2.00 542.94 2.00 583.55 2.00 553.09 542.94 553.09 580.18
0.52 0.48 2.00 542.94 2.00 583.55 2.00 553.09 542.94 553.09 580.18
0.53 0.47 2.00 542.94 2.00 583.55 2.00 553.09 542.94 553.09 580.18
0.54 0.46 2.00 542.94 2.00 583.55 2.00 553.09 542.94 553.09 580.18
0.55 0.45 2.00 542.94 2.00 583.55 2.00 553.09 542.94 553.09 580.18
0.56 0.44 2.00 542.94 2.00 583.55 2.00 553.09 542.94 553.09 580.18
0.57 0.43 2.00 542.94 2.00 583.55 2.00 553.09 542.94 553.09 580.18
0.58 0.42 2.00 542.94 2.00 583.55 2.00 553.09 542.94 553.09 580.18
0.59 0.41 2.00 542.94 2.00 583.55 2.00 553.09 542.94 553.09 580.18
0.60 0.40 2.00 542.94 2.00 583.55 2.00 553.09 542.94 553.09 580.18
0.61 0.39 2.00 542.94 2.00 583.55 2.00 553.09 542.94 553.09 580.18
0.62 0.38 2.00 542.94 2.00 583.55 2.00 553.09 542.94 553.09 580.18
0.63 0.37 2.00 542.94 2.00 583.55 2.00 553.09 542.94 553.09 580.18
0.64 0.36 2.00 542.94 2.00 583.55 2.00 553.09 542.94 553.09 580.18
0.65 0.35 2.00 542.94 2.00 583.55 2.00 553.09 542.94 553.09 580.18
0.68 0.32 2.00 542.94 1.60 602.97 1.60 894.98 542.94 602.97 619.56
0.69 0.31 2.00 542.94 1.60 602.97 1.60 894.98 542.94 602.97 619.56
0.70 0.30 1.20 955.01 1.60 602.97 1.60 894.98 955.01 602.97 619.56
0.72 0.28 1.20 955.01 1.60 602.97 1.60 894.98 955.01 602.97 619.56
0.73 0.27 1.20 955.01 1.60 602.97 1.60 894.98 955.01 602.97 619.56
0.76 0.24 1.20 955.01 1.20 1025.89 1.20 971.60 955.01 971.60 1025.89
0.77 0.23 1.20 955.01 1.20 1025.89 1.20 971.60 955.01 971.60 1025.89
0.80 0.20 1.20 955.01 1.20 1025.89 1.20 971.60 955.01 971.60 1025.89
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Table A.3: Top 1 workflow composition, recommended in test 3.

Ratio value benchmark pipeline
cost time stage 1 stage 2 stage 3
0.08 0.92 OPTO_4_Nodes PK_10_Nodes OPRJ_4_Nodes
0.17 0.83 OPTO_4_Nodes PK_8_Nodes OPRJ_2_Nodes
0.25 0.75 OPTO_4_Nodes PK_8_Nodes OPRJ_2_Nodes
0.26 0.74 OPTO_4_Nodes PK_8_Nodes OPRJ_2_Nodes
0.28 0.72 OPTO_2_Nodes PK_8_Nodes OPRJ_2_Nodes
0.31 0.69 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.33 0.67 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.34 0.66 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.35 0.65 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.36 0.64 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.38 0.62 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.39 0.61 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.40 0.60 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.41 0.59 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.42 0.58 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.43 0.57 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.44 0.56 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.46 0.54 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.47 0.53 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.48 0.52 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.49 0.51 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.50 0.50 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.51 0.49 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.52 0.48 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.53 0.47 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.54 0.46 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.55 0.45 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.56 0.44 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.57 0.43 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.58 0.42 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.59 0.41 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.60 0.40 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.61 0.39 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.62 0.38 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.63 0.37 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.64 0.36 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.65 0.35 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.66 0.34 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.67 0.33 OPTO_2_Nodes PK_4_Nodes OPRJ_2_Nodes
0.68 0.32 OPTO_2_Nodes PK_2_Nodes OPRJ_2_Nodes
0.70 0.30 OPTO_2_Nodes PK_2_Nodes OPRJ_2_Nodes
0.75 0.25 OPTO_2_Nodes PK_2_Nodes OPRJ_2_Nodes
0.76 0.24 OPTO_2_Nodes PK_2_Nodes OPRJ_2_Nodes
0.78 0.22 OPTO_2_Nodes PK_2_Nodes OPRJ_2_Nodes
0.79 0.21 OPTO_2_Nodes PK_2_Nodes OPRJ_2_Nodes
0.80 0.20 OPTO_2_Nodes PK_2_Nodes OPRJ_2_Nodes
0.86 0.14 OPTO_2_Nodes PK_2_Nodes OPRJ_2_Nodes
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Table A.4: Results for the test 6, using weights estimated by the GA.

Ratio value Recommendation
1st pipeline 2nd pipeline 3rd pipeline

Best option chosen?
cost time

cost ($/h) time (s) cost ($/h) time (s) cost ($/h) time (s) Green - YES | Red - NO
0.08 0.92 3.60 334.69 3.20 357.48 3.20 368.56 334.69 357.48 367.63
0.17 0.83 2.80 391.35 3.20 357.48 2.00 542.94 391.35 357.48 542.94
0.25 0.75 2.80 391.35 2.40 451.38 2.00 542.94 391.35 451.38 542.94
0.26 0.74 2.40 451.38 2.80 391.35 1.60 602.97 451.38 391.35 602.97
0.28 0.72 2.40 451.38 1.60 602.97 2.80 391.35 451.38 602.97 391.35
0.31 0.69 1.60 602.97 2.40 451.38 2.00 542.94 602.97 451.38 542.94
0.33 0.67 1.60 602.97 2.40 451.38 2.00 542.94 602.97 451.38 542.94
0.34 0.66 1.60 602.97 2.40 451.38 2.00 542.94 602.97 451.38 542.94
0.35 0.65 1.60 602.97 2.40 451.38 2.00 542.94 602.97 451.38 542.94
0.36 0.64 1.60 602.97 2.40 451.38 2.00 542.94 602.97 451.38 542.94
0.38 0.62 1.60 602.97 2.40 451.38 2.80 417.51 602.97 451.38 391.35
0.39 0.61 1.60 602.97 2.40 451.38 2.80 417.51 602.97 451.38 391.35
0.40 0.60 1.60 602.97 2.40 451.38 2.80 417.51 602.97 451.38 391.35
0.41 0.59 1.60 602.97 2.40 451.38 2.80 417.51 602.97 451.38 391.35
0.42 0.58 1.60 602.97 2.40 451.38 2.80 417.51 602.97 451.38 391.35
0.43 0.57 1.60 602.97 2.40 451.38 2.80 417.51 602.97 451.38 391.35
0.44 0.56 1.60 602.97 2.40 451.38 2.80 417.51 602.97 451.38 391.35
0.46 0.54 1.60 602.97 2.40 451.38 2.80 417.51 602.97 451.38 391.35
0.47 0.53 1.60 602.97 2.40 451.38 2.80 417.51 602.97 451.38 391.35
0.48 0.52 1.60 602.97 2.40 451.38 2.80 417.51 602.97 451.38 391.35
0.49 0.51 1.60 602.97 2.40 451.38 1.20 955.01 602.97 451.38 955.01
0.50 0.50 1.60 602.97 2.40 451.38 1.20 955.01 602.97 451.38 955.01
0.51 0.49 1.60 602.97 2.40 451.38 1.20 955.01 602.97 451.38 955.01
0.52 0.48 1.60 602.97 2.40 451.38 1.20 955.01 602.97 451.38 955.01
0.53 0.47 1.60 602.97 2.40 451.38 1.20 955.01 602.97 451.38 955.01
0.54 0.46 1.60 602.97 2.40 451.38 1.20 955.01 602.97 451.38 955.01
0.55 0.45 1.60 602.97 2.40 451.38 1.20 955.01 602.97 451.38 955.01
0.56 0.44 1.60 602.97 2.40 451.38 1.20 955.01 602.97 451.38 955.01
0.57 0.43 1.60 602.97 2.40 451.38 1.20 955.01 602.97 451.38 955.01
0.58 0.42 1.60 602.97 2.40 451.38 1.20 955.01 602.97 451.38 955.01
0.59 0.41 1.60 602.97 2.40 451.38 1.20 955.01 602.97 451.38 955.01
0.60 0.40 1.60 602.97 2.40 451.38 1.20 955.01 602.97 451.38 955.01
0.61 0.39 1.60 602.97 1.20 955.01 2.40 451.38 602.97 955.01 451.38
0.62 0.38 1.60 602.97 1.20 955.01 2.40 451.38 602.97 955.01 451.38
0.63 0.37 1.60 602.97 1.20 955.01 2.40 451.38 602.97 955.01 451.38
0.64 0.36 1.60 602.97 1.20 955.01 2.40 451.38 602.97 955.01 451.38
0.65 0.35 1.60 602.97 1.20 955.01 2.40 451.38 602.97 955.01 451.38
0.66 0.34 1.60 602.97 1.20 955.01 2.40 451.38 602.97 955.01 451.38
0.67 0.33 1.60 602.97 1.20 955.01 2.40 451.38 602.97 955.01 451.38
0.68 0.32 1.20 955.01 1.60 602.97 2.40 451.38 955.01 602.97 451.38
0.70 0.30 1.20 955.01 1.60 602.97 2.40 451.38 955.01 602.97 451.38
0.75 0.25 1.20 955.01 1.60 602.97 2.40 451.38 955.01 602.97 451.38
0.76 0.24 1.20 955.01 1.60 602.97 2.40 471.20 955.01 602.97 451.38
0.78 0.22 1.20 955.01 1.60 602.97 2.40 471.20 955.01 602.97 451.38
0.79 0.21 1.20 955.01 1.60 602.97 2.40 471.20 955.01 602.97 451.38
0.80 0.20 1.20 955.01 1.60 602.97 2.40 471.20 955.01 602.97 451.38
0.86 0.14 1.20 955.01 1.60 602.97 2.40 471.20 955.01 602.97 451.38
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Table A.5: Top 1 workflow composition, recommended in test 4.

Ratio value benchmark pipeline
cost time stage 1 stage 2 stage 3
0.03 0.97 BTO_10_Nodes PK_10_Nodes OPRJ_8_Nodes
0.16 0.84 BTO_10_Nodes PK_10_Nodes OPRJ_4_Nodes
0.21 0.79 BTO_10_Nodes PK_8_Nodes OPRJ_4_Nodes
0.23 0.77 BTO_8_Nodes PK_8_Nodes OPRJ_4_Nodes
0.26 0.74 BTO_8_Nodes PK_8_Nodes OPRJ_4_Nodes
0.27 0.73 BTO_8_Nodes PK_8_Nodes OPRJ_4_Nodes
0.29 0.71 BTO_8_Nodes PK_8_Nodes OPRJ_4_Nodes
0.30 0.70 BTO_8_Nodes PK_8_Nodes OPRJ_4_Nodes
0.31 0.69 OPTO_4_Nodes PK_8_Nodes OPRJ_4_Nodes
0.32 0.68 OPTO_4_Nodes PK_8_Nodes OPRJ_4_Nodes
0.35 0.65 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.36 0.64 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.38 0.62 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.39 0.61 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.40 0.60 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.41 0.59 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.42 0.58 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.43 0.57 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.44 0.56 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.45 0.55 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.47 0.53 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.48 0.52 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.49 0.51 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.50 0.50 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.51 0.49 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.52 0.48 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.53 0.47 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.54 0.46 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.55 0.45 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.56 0.44 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.57 0.43 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.58 0.42 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.59 0.41 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.60 0.40 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.61 0.39 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.62 0.38 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.63 0.37 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.64 0.36 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.65 0.35 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.68 0.32 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.69 0.31 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.70 0.30 OPTO_2_Nodes PK_2_Nodes OPRJ_2_Nodes
0.72 0.28 OPTO_2_Nodes PK_2_Nodes OPRJ_2_Nodes
0.73 0.27 OPTO_2_Nodes PK_2_Nodes OPRJ_2_Nodes
0.76 0.24 OPTO_2_Nodes PK_2_Nodes OPRJ_2_Nodes
0.77 0.23 OPTO_2_Nodes PK_2_Nodes OPRJ_2_Nodes
0.80 0.20 OPTO_2_Nodes PK_2_Nodes OPRJ_2_Nodes
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Table A.6: Modified list from top 1 workflows of test 4, with optimal solutions.

Ratio value benchmark pipeline
cost time stage 1 stage 2 stage 3
0.03 0.97 BTO_10_Nodes PK_10_Nodes OPRJ_8_Nodes
0.16 0.84 BTO_10_Nodes PK_10_Nodes OPRJ_4_Nodes
0.21 0.79 BTO_8_Nodes PK_10_Nodes OPRJ_4_Nodes
0.23 0.77 BTO_8_Nodes PK_10_Nodes OPRJ_2_Nodes
0.26 0.74 BTO_8_Nodes PK_10_Nodes OPRJ_2_Nodes
0.27 0.73 BTO_8_Nodes PK_10_Nodes OPRJ_2_Nodes
0.29 0.71 BTO_8_Nodes PK_10_Nodes OPRJ_2_Nodes
0.30 0.70 BTO_8_Nodes PK_10_Nodes OPRJ_2_Nodes
0.31 0.69 BTO_8_Nodes PK_10_Nodes OPRJ_2_Nodes
0.32 0.68 BTO_8_Nodes PK_10_Nodes OPRJ_2_Nodes
0.35 0.65 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.36 0.64 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.38 0.62 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.39 0.61 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.40 0.60 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.41 0.59 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.42 0.58 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.43 0.57 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.44 0.56 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.45 0.55 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.47 0.53 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.48 0.52 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.49 0.51 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.50 0.50 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.51 0.49 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.52 0.48 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.53 0.47 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.54 0.46 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.55 0.45 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.56 0.44 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.57 0.43 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.58 0.42 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.59 0.41 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.60 0.40 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.61 0.39 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.62 0.38 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.63 0.37 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.64 0.36 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.65 0.35 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.68 0.32 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.69 0.31 OPTO_4_Nodes PK_4_Nodes OPRJ_2_Nodes
0.70 0.30 OPTO_2_Nodes PK_2_Nodes OPRJ_2_Nodes
0.72 0.28 OPTO_2_Nodes PK_2_Nodes OPRJ_2_Nodes
0.73 0.27 OPTO_2_Nodes PK_2_Nodes OPRJ_2_Nodes
0.76 0.24 OPTO_2_Nodes PK_2_Nodes OPRJ_2_Nodes
0.77 0.23 OPTO_2_Nodes PK_2_Nodes OPRJ_2_Nodes
0.80 0.20 OPTO_2_Nodes PK_2_Nodes OPRJ_2_Nodes
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Table A.7: Results for the test 7, using GA for weight optimization.

Ratio value Recommendation
1st pipeline 2nd pipeline 3rd pipeline

Best option chosen?
cost time

cost ($/h) time (s) cost ($/h) time (s) cost ($/h) time (s) Green - YES | Red - NO
0.03 0.97 5.60 287.38 4.80 303.35 5.20 295.21 287.38 303.35 295.21
0.16 0.84 4.80 303.35 4.40 311.18 4.40 326.14 303.35 311.18 314.15
0.21 0.79 4.40 326.14 4.80 303.35 4.00 333.97 311.18 303.35 333.97
0.23 0.77 4.00 333.97 4.40 326.14 4.40 311.18 333.97 311.18 314.15
0.26 0.74 4.00 333.97 4.40 326.14 4.00 336.94 333.97 311.18 336.94
0.27 0.73 4.00 333.97 4.40 326.14 4.00 336.94 333.97 311.18 336.94
0.29 0.71 4.00 333.97 3.20 357.48 4.00 336.94 333.97 357.48 336.94
0.30 0.70 4.00 333.97 3.20 357.48 4.00 336.94 333.97 357.48 336.94
0.31 0.69 3.20 357.48 4.00 333.97 4.00 336.94 357.48 333.97 336.94
0.32 0.68 3.20 357.48 4.00 333.97 2.00 542.94 357.48 333.97 542.94
0.35 0.65 2.00 542.94 3.20 357.48 2.80 519.43 542.94 357.48 391.35
0.36 0.64 2.00 542.94 3.20 357.48 2.80 519.43 542.94 357.48 391.35
0.38 0.62 2.00 542.94 3.20 357.48 2.80 519.43 542.94 357.48 391.35
0.39 0.61 2.00 542.94 3.20 357.48 2.00 553.09 542.94 357.48 553.09
0.40 0.60 2.00 542.94 2.00 553.09 3.20 357.48 542.94 553.09 357.48
0.41 0.59 2.00 542.94 2.00 553.09 3.20 357.48 542.94 553.09 357.48
0.42 0.58 2.00 542.94 2.00 553.09 3.20 357.48 542.94 553.09 357.48
0.43 0.57 2.00 542.94 2.00 553.09 3.20 357.48 542.94 553.09 357.48
0.44 0.56 2.00 542.94 2.00 553.09 3.20 357.48 542.94 553.09 357.48
0.45 0.55 2.00 542.94 2.00 553.09 2.80 519.43 542.94 553.09 391.35
0.47 0.53 2.00 542.94 2.00 553.09 2.80 519.43 542.94 553.09 391.35
0.48 0.52 2.00 542.94 2.00 553.09 2.80 519.43 542.94 553.09 391.35
0.49 0.51 2.00 542.94 2.00 553.09 2.80 519.43 542.94 553.09 391.35
0.50 0.50 2.00 542.94 2.00 553.09 1.60 894.98 542.94 553.09 602.97
0.51 0.49 2.00 542.94 2.00 553.09 1.60 894.98 542.94 553.09 602.97
0.52 0.48 2.00 542.94 2.00 553.09 1.60 894.98 542.94 553.09 602.97
0.53 0.47 2.00 542.94 2.00 553.09 1.60 894.98 542.94 553.09 602.97
0.54 0.46 2.00 542.94 2.00 553.09 1.60 894.98 542.94 553.09 602.97
0.55 0.45 2.00 542.94 2.00 553.09 1.60 894.98 542.94 553.09 602.97
0.56 0.44 2.00 542.94 2.00 553.09 1.60 894.98 542.94 553.09 602.97
0.57 0.43 2.00 542.94 2.00 553.09 1.60 894.98 542.94 553.09 602.97
0.58 0.42 2.00 542.94 2.00 553.09 1.60 894.98 542.94 553.09 602.97
0.59 0.41 2.00 542.94 2.00 553.09 1.60 894.98 542.94 553.09 602.97
0.60 0.40 2.00 542.94 2.00 553.09 1.60 894.98 542.94 553.09 602.97
0.61 0.39 2.00 542.94 2.00 553.09 1.60 894.98 542.94 553.09 602.97
0.62 0.38 2.00 542.94 2.00 553.09 1.60 894.98 542.94 553.09 602.97
0.63 0.37 2.00 542.94 2.00 553.09 1.60 894.98 542.94 553.09 602.97
0.64 0.36 2.00 542.94 2.00 553.09 1.60 894.98 542.94 553.09 602.97
0.65 0.35 2.00 542.94 1.60 894.98 2.00 553.09 542.94 602.97 553.09
0.68 0.32 2.00 542.94 1.60 602.97 1.60 894.98 542.94 602.97 619.56
0.69 0.31 2.00 542.94 1.60 602.97 1.60 894.98 542.94 602.97 619.56
0.70 0.30 1.20 955.01 1.60 602.97 1.60 894.98 955.01 602.97 619.56
0.72 0.28 1.20 955.01 1.60 602.97 1.60 894.98 955.01 602.97 619.56
0.73 0.27 1.20 955.01 1.60 602.97 1.60 894.98 955.01 602.97 619.56
0.76 0.24 1.20 955.01 1.20 971.60 1.60 602.97 955.01 971.60 602.97
0.77 0.23 1.20 955.01 1.20 971.60 1.60 602.97 955.01 971.60 602.97
0.80 0.20 1.20 955.01 1.20 971.60 1.60 602.97 955.01 971.60 602.97
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