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Preface

The China Cyber Security Annual Conference is the annual event of the National
Computer Network Emergency Response Technical Team/Coordination Center of
China (hereinafter referred to as CNCERT/CC). Since 2004, CNCERT/CC has suc-
cessfully held 17 China Cyber Security Annual Conferences. As an important bridge
for technical and service exchange on cyber security affairs among industry, academics,
researchers, and practitioners, the conference has played an active role in safeguarding
cyber security and raising social awareness.

Founded in August 2001, CNCERT/CC is a non-governmental non-profit cyber
security technical center and the key coordination team for China’s cyber security
emergency response community. As the national CERT of China, CNCERT/CC strives
to improve the nation’s cyber security posture and safeguard the security of critical
information infrastructure. CNCERT/CC leads efforts to prevent, detect, alert, coordi-
nate, and handle cyber security threats and incidents, in line with the guiding principle of
“proactive prevention, timely detection, prompt response, and maximized recovery”.

This year, the China Cyber Security Annual Conference was held in an
online-offline hybrid manner during July 20 to 21, 2021, in Beijing on the theme of
“Jointly Combating against Threats and Challenges to Data Security” as the 18th event
in the series. The conference featured one main session and six sub-sessions. The
mission was not only to provide a platform for sharing new emerging trends and
concerns on cyber security, and discussing countermeasures or approaches to deal with
them, but also for finding ways to join hands in managing threats and challenges to data
security. There were over 500 attendees at our event. Please refer to the following URL
for more information: http://conf.cert.org.cn.

We announced our call for papers (in Chinese) on our official website, after which
51 submissions were received by the deadline from authors with a wide range of
affiliations, including NGOs, research institutions, universities, telecom operators, and
companies. After receiving all submissions, we randomly assigned every reviewer with
five papers, and every paper was reviewed by three reviewers. All submissions were
assessed based on their credibility of innovation, contribution, reference value, sig-
nificance of research, language quality, and originality. We adopted a thorough and
competitive reviewing and selection process which took place in two rounds. In the first
round we invited the reviewers to conduct an initial review. Based on the comments
received, 28 papers passed and the authors of these 28 pre-accepted papers made
modifications accordingly. In the second round the modified papers were reviewed
again. Finally, 14 out of the original 51 submissions stood out and were accepted. The
acceptance rate was 27.45%.

The 14 papers contained in this proceedings cover a wide range of cyber-related
topics, including deep learning, API security, SMS fraud, cryptography, data trace-
ability, security situation awareness, watermarking techniques, darknet access activity,
vulnerability detection and social network security, etc.

http://conf.cert.org.cn


We hereby would like to sincerely thank all the authors for their participation, and
our thanks also go to the Program Committee for their considerable efforts and dedi-
cation in helping us solicit and select the papers of quality and creativity.

Finally, we humbly hope these proceedings of CNCERT 2021 will shed some light
for all readers in their forthcoming research and exploration of their respective fields.

November 2021 Wei Lu
Yuqing Zhang
Weiping Wen
Hanbing Yan

Chao Li
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A Robust and Adaptive Watermarking
Technique for Relational Database

Yexing Zhang1, Zihou Wang4, Zhaoguo Wang2,3(B), and Chuanyi Liu2,3

1 School of Cyberspace Security, Beijing University of Posts
and Telecommunications, Beijing 100876, China

2 School of Computer Science and Technology, Harbin Institute of Technology (Shenzhen),
Shenzhen 518055, China

wangzhaoguo@hit.edu.cn
3 HIT-QIANXIN Data Security Research Institute, Shenzhen 518055, China

4 National Computer Network Emergency Response Technical Team/Coordination Center of
China, Beijing 100029, China

Abstract. A watermarking technology is a kind of marker covertly embedded
to identify ownership of the copyright. The existing database watermarking tech-
niques cannot automatically adapt to different types of data and have poor robust-
ness. In this paper, we present a new robust database watermarking scheme.
The scheme can automatically adapt the watermarking algorithm and parame-
ters according to the data characteristics for numerical and text-based data. We
have theoretically established and verified experimentally the performance of our
method in terms of robustness and less data distortion. This makes it suitable for
copyright protection, owner identification, or traitor tracing purposes.

Keywords: Relational data · Database watermarking · Copyright protection ·
Automatic adaptation · Safe and reliable

1 Introduction

In recent years, various industries have emergedwith complex and diverse data, and these
data have become important production factors [1]. As the value of data is increasing,
people are more and more concerned about copyright protection, and the awareness of
copyright protection is gradually increasing. Relational data is one of the most common
types of data, therefore, the copyright protection of relational data has become one of
the hot spots of research in related fields.

In the early 1990s, digital watermarking techniques were proposed by related
researchers. As an important branch of information hiding technology, digital water-
marking is an effective method to achieve copyright protection [2]. In 2002, Agrawal
and Kiernan et al. proposed the first data watermarking scheme for relational data by
combining the characteristics of relational data [3]. Since then, researchers in related
fields have started their research work on data watermarking. Data watermarking refers
to embedding the identity information of the owner who constitutes the data into the

© The Author(s) 2022
W. Lu et al. (Eds.): CNCERT 2021, CCIS 1506, pp. 3–26, 2022.
https://doi.org/10.1007/978-981-16-9229-1_1
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4 Y. Zhang et al.

structured data, and the embedded information should satisfy the data with less distor-
tion.When the original data is illegally used or maliciously copied and disseminated, the
database watermarking extraction technology can be used to extract the original water-
mark from the embedded data, thus confirming the copyright of the data and tracing the
responsibility of the leakage.

The relational data can be commonly classified into numerical data and textual data.
It has the characteristics of low data redundancy and frequent data updates, so the dis-
tortion reduction and attack resistance have become a difficult problem and research
hotspot in the industry. The numerical data watermarking algorithms include Least Sig-
nificant Bit (LSB) algorithm [3], difference expansion algorithm [4, 5], prediction-error
expansion algorithm [6, 7], and histogram shifting algorithm [8–10], etc. The text-based
data watermarking algorithms mainly contain natural language-based text watermark-
ing algorithms [11–16], invisible coding algorithms [17–20], and punctuation coding
algorithms [21], etc. The current research progress that there is the lack of algorithms
for multiple data types and the automatic adaptation of parameters, as well as the lack of
evaluation of the effectiveness of these algorithms in terms of distortion and robustness.

In this paper, we propose for the first time a robust and adaptive relational data water-
marking scheme for numeric and text-based data, which can automatically adapt the vari-
able row embedding ratio and selected embedding column of data watermark according
to the data characteristics, in addition to the data watermark embedding/extraction algo-
rithm and parameters through data type analysis, data volume evaluation, data sensitivity
analysis, automatic parameter setting, and result visualization mechanism techniques. It
has better robustness against common attacks such as data watermark addition, modifi-
cation, and deletion attacks. It can effectively cope with watermark erasure and attack
detection. It can process numerical and text-based data simultaneously. With the distor-
tion effect and various robustness experiments, it has been proved that the scheme has
less data distortion and higher robustness, which can be used as a data watermarking
scheme.

The main innovation points of this paper are as follows.

1. A robust and adaptive watermarking technique for a relational database is proposed,
which can effectively solve the problem of data copyright validation and leakage
traceability.

2. For common numerical and text-based data, an automatic adaptation watermarking
algorithm is proposed for the first time, which combines data type adaptation, data
volume evaluation, data column sensitivity judgment, parameter tuning, and result
visualization to achieve intelligent adaptation of database watermarking algorithm
and model parameters.

3. With the data distortion and robustness experiments, it is shown that the watermark-
ing algorithmwith automatic adaptation and parameter tuning proposed in this paper
has better robustness and usability.

2 Related Work

In contrast to multimedia data, the relational database mainly stores structured data,
which has the characteristics of low data redundancy and frequent data updates [22].
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Therefore, on the basis of multimedia data, a series of database watermarking schemes
have been proposed by researchers in related fields, combining the characteristics of
structured data.

In 2002, Agrawal and Kiernan used a hash function with a key to pick specific tuples
and attribute values from the data and then embed special values in the least significant
bits of the attribute values [3]. These special values constitute the database watermark
and it doesn’t affect the normal use of the data. In 2004, a database watermarking
technique based on secret sorting and grouping was proposed by R. Sion et al. to perform
watermark embedding by changing the distribution of data in each grouping [23]. The
algorithm reduces the effect of watermark embedding on data distortion and improves
the resistance to subset modification attacks and subset addition attacks. However, it
has poor robustness to subset deletion attacks. In 2003, Niu Xiamu et al. proposed a
watermarking scheme capable of embedding a small number of meaningful strings in
a database. This algorithm is based on parity matching for embedding the watermark,
which allows the primary key hash to be pairedwith the least significant bit. The presence
of this matching relationship is verified when detecting the watermark [24]. However, it
is only possible to verify whether such matching rules are embedded in the data, but it
is not possible to detect the real watermark information.

With the purpose of reducing the distortion caused by database watermarking tech-
niques on data, a series of reversible techniques for structured data have been proposed by
scholars. Currently, the common reversible database watermarking algorithms include
difference expansion [4, 5], prediction-error expansion [6, 7], and histogram shifting [8–
10]. (1) The difference expansion refers to picking an attribute value pair from a specific
tuple and then implementing watermark embedding and data recovery by performing a
specific numerical transformation on that attribute value pair [4]. In 2008, Gupta et al.
proposed a scheme in which reversibility of watermarking was achieved using a differ-
ence expansion technique [4], which increased the capacity of watermark embedding
and enabled more watermark information to be embedded in the original data, but the
scheme was not specified for relational data. In 2013, Jawad et al. proposed a difference
expansion database watermarking method based on genetic algorithm [5]. This method
improves the robustness of databasewatermarking algorithm and reduces data distortion.
(2) The prediction-error expansion technique achieves reversibility of the watermark by
using a prediction algorithmwhich obtains the predicted value, and then selects a certain
attribute value from the original data for which a numerical transformation similar to
the difference expansion is performed. In contrast to difference expansion, this tech-
nique only requires modifying the value of an attribute in a tuple and it has less effect
on data availability. In 2004, Thodi et al. proposed a watermark embedding process by
introducing a prediction-error technique to implement image watermarking, in which
the main idea is to embed the watermark into the difference between image pixel points
[6]. In 2012, Farfoura et al. transformed recognizable images into bit streams embedded
in the least significant bits of numerical attributes and achieved watermark reversibility
by prediction-error expansion [7]. This method is mainly for floating-point type data
and can be used for data tampering detection. However, it does not work for handling
integer type data. (3) Histogram shifting is required to first calculate the differences of
some attribute values in the data, and use the first non-zero number of these differences to
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construct a histogram, which is then used to change the distribution characteristics of the
non-zero number according to certain rules to achieve the embedding of the watermark
[8]. When data is recovered, it is sufficient to restore the data distribution characteristics
of the number. This method can track the degree of data distortion, but it is difficult to
resist high-intensity attacks. In 2006, Zhang et al. proposed a reversible watermarking
scheme by calculating the difference of attribute values to construct a histogram, and
then using histogram expansion technique to achieve reversible watermarking, which
increases the watermarking capacity [8]. In 2018, Hu et al. proposed a watermarking
method combining genetic algorithm and histogram shifting prediction-error techniques,
which used a genetic algorithm to generate optimal watermark information, and calcu-
lated a histogram of prediction-error for candidate attributes, which was then used to
embed the watermark into the peak of the histogram using histogram expansion tech-
niques [9]. The method reduces the distortion of the data and improves the robustness
against various watermarking attacks. In 2019, Li et al. proposed a low-distortion digital
watermarking method for Hu’s watermarking scheme, which improved the method of
selecting the embedding watermark position in Hu’s watermarking scheme as well as
changed the histogram shifting direction, which was experimentally shown to achieve
lower data distortion [10]. In 2014, a reversible watermarking scheme proposed by
Iftikhar et al. used the concept of mutual information in information theory to select the
embedding position of the watermark and obtained the optimal watermark by genetic
algorithm to reduce the data distortion [25]. This method is highly robust and can extract
the embedded watermark information and recover the original data even in the face of
large-scale watermarking attacks. However, the acquisition of the optimal watermark
requires a large amount of computation, which is less efficient in the face of massive
data. In 2015, Tong Deyu et al. applied the database watermarking technique to GIS by
embedding the interval location value and watermark together in the database, which
ensures the correspondence between the watermark and the watermark location and
improves the correct rate of watermark detection [26]. The embedding and extraction
of this watermarking algorithm were not dependent on the primary key, which could
still extract the watermark information even if the primary key was attacked. In 2019,
Wang Chundong et al. classified the existing techniques mainly using whether distortion
is introduced to the underlying data, focusing on the watermark generation methods
and embedding methods of several typical watermarking schemes and in which they
compared the attacks and application scenarios that each type of scheme can cope with
[27].

In recent years, the database watermarking technique based on non-numeric data has
also been further developed. In 2004, a watermark embedding by attribute value replace-
ment method was first proposed by Sion R et al. to determine whether a watermark
is embedded based on the relationship between primary key values and non-numeric
attribute values [28]. In 2010, Hanyurwimfura et al. proposed a non-numeric relational
database watermarking method, which first dynamically selects tuples and attributes in
the watermark embedding phase, and then uses an edit distance algorithm to move the
horizontal position of a word according to the watermark bit thus achieving watermark
embedding [29]. In 2015, by constructing two different watermark embedding mecha-
nisms, Melkundi S et al. were able to embed watermarks in text-based and numerical
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data, respectively. For text-based data, in case of embedding a binary number 1, an invis-
ible Unicode character is added to the text data and not added if a 0 is embedded; for
numerical data, the watermark is embedded through the lowest significant bit of the data
[30].

Comprehensive the above watermarking schemes can be seen that only the literature
[30] considered embeddingwatermarks into textual and numerical data separately,which
did not consider the problem of automatic data type adaptation. Therefore, for this
problem, a new robust and adaptive database watermarking scheme is proposed in this
paper.

3 Scheme

The proposed scheme contains three parts according to data flow: (1) watermark pre-
processing; (2) watermark embedding; and (3) watermark extraction. In which, the adap-
tive algorithm of watermark embedding contains (1) data type adaptation; (2) data vol-
ume evaluation; (3) data column sensitivity judgment; (4) automatic parameter setting;
(5) result visualization mechanism in five parts. In the pre-processing stage, the pro-
cessing is mainly done for copyright information. Before the embedding stage of the
watermark, data type adaptation, data volume evaluation, data column sensitivity judg-
ment, automatic setting of parameters and other operations are performed, and then
by designing and using five database watermarking algorithms to embed/extract the
watermark, and the final visualization results are fed back to the user, which solved the
problem that the data cannot be automatically adapted in the current relational database
watermarking scheme. The system architecture of the scheme is shown in Fig. 1.

Fig. 1. System structure.
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To verify the effectiveness of this scheme, theoretical analysis, and practical exper-
iments were used, and the relevant symbols used in the scheme and their meanings are
shown in Table 1.

Table 1. Symbols and meanings in the scheme.

Symbols Meaning Symbols Meaning

D Original relational dataset DAW DW after the attack

DW Relational datasets with embedded
watermarks

γ Secret Parameters Collection

KS Key Collection Ng Number of data groupings

Xmax Hide function maximum list Xmin Hide function minimum list

r Tuple r.P Primary key value of tuple r

W Watermark ξ Minimum number of members

T* Threshold of the optimization
algorithm

Gi Constraint set

Si Single data subgroup text Text to be embedded

bitw Watermark Bits text* Complete the text of the marked-up
sentences

l Watermark length Wd Detected watermark

Similarity Watermark similarity message Copyright information of the data
owner

3.1 Pre-processing Stage

The specific tasks of the pre-processing phase include (1) the selection of the fields to
be embedded and the key generation, (2) the watermark generation, and (3) the data
grouping.

Selection of Fields to be Embedded and Key Generation. For the selection of fields
to be embedded, the selection of attribute fields to be embedded is performed in a
semi-automatic manner, i.e., the user can independently select the columns in which the
attributes to be embedded are located. In terms of key generation, the specified length
of key is generated based on the specified range of key characters and combined with
the database and data table names.

Watermark Generation. Before the watermark is embedded, it is necessary to convert
the watermark information to format for embedding into the data. In this paper, Chinese
and English strings containing meaning are selected as watermark information and then
embedded in the format of binary sequences. Therefore, first of all, the watermark
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information message should be converted into a binary sequence, which is defined as
shown in Eq. (1).

BinarySequence = Binary(message) = {b1, b2, · · · bi, · · · bl |bi ∈ {0, 1} } (1)

where message represents the watermark information, and BinarySequence represents
the ASCII value corresponding to the message, i.e. the data stream in binary for-
mat, {b1, b2, . . . , bi, . . . , bl} is a set of binary numbers, The length of the sequence
BinarySequence is the sum of the binary bits occupied by all elements in the
BinarySequence, i.e. lb = len({b1, b2, . . . , bi, . . . , bl}).
Data Grouping. Before embedding the watermark information, it is also necessary
to group the data in the database. With data grouping, a number of non-intersecting
subgroups can be created in the database. The database can be grouped using Eq. (2) to
obtain the number of each data subgroup in the database.

partitioni = H(KS||H (KS ||ri.pk))mod Ng (2)

Inwhich, partitioni denotes the number of eachdata subgroup after grouping, partitioni =
1, 2, 3, ...,Ng , Ng is the number of data subgroups; H(·) is the hash function. The hash
function is used for the key (KS ) and the primary key (ri.pk) of the database tuple, which
can ensure the grouping is more secure. The “||” represents the string concatenation
operation and mod represents the remainder operation.

The detailed process of the data grouping algorithm, as shown in Fig. 2.

Fig. 2. Data grouping algorithm.
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3.2 Data Type Adaptation

Data type adaptation, which focuses on the automatic adaptation of fields in the data
table before the watermark is embedded.

In this section, the proposed data type adaptation module only considers the adap-
tation for numeric and string (character) type data. The detailed adaptation process is
shown in Fig. 3.

Fig. 3. Data type adaptation flow chart.

In Fig. 3, all the fields in the data table except the primary key and date/time are
traversed one by one. If each row of data values of the field c in the data table satisfies the
regular expression “-?[0-9]+(\\.[0-9]+)?”, then the field c is a numeric field; otherwise,
the field c is a string(character) type field. The same determination operation is performed
for the next field in the data table until all fields in the data table are traversed.

After all the fields in the data table except the primary key and date/time are traversed,
this module can create a “field data type management registry”, according to which the
user can quickly make a judgment on the data type of each field in the data table, and
then choose the corresponding watermark embedding process.

3.3 Data Volume Evaluation

Data volume evaluation which focuses on evaluating the data volume of the original
data table before watermark embedding work. For each original data table, by default
the first field in the table is the primary key, and if there is no primary key in the data
table, it will generate a new field for the data table as the primary key. Therefore, the last
row of the tuple in the data table has the primary key value which is the total number of
data volumes in the data table.
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After the total amount of data in the data table is determined, the module can deter-
mine the number of data group divisions Ng for this data table based on the total number
of tuples sum in the data table and the data grouping control parameter λ entered by the
user, which is calculated as shown in Eq. (3).

Ng = sum

λ
(3)

With Eq. (3), the number of divisions that meet the user’s expectations can be
calculated.

After determining the number of data groupings Ng , the user can specify the pro-
portion of rows embedded in the watermark μ, then the section will randomly select
fetch_count rows of data in the data table to embed the watermark. Where fetch_count
is the number of tuples that will be embedded in the watermark, which is calculated as
shown in Eq. (4).

fetch_count = sum × μ (4)

When the user does not specify the specific value of μ, the proportion of rows
embedded in the watermark μ defaults to 100%.

3.4 Data Column Sensitivity Judgment

Data column sensitivity judgment, which is mainly based on the sensitivity to determine
whether the data column in the data table ismore important before thewatermark embed-
ding, and then determine whether the data column needs to be watermarked embedded,
to achieve an intelligent selection of the column to be embedded.

It is assumed that the data table contains multiple tuples, each of which has the same
data schema and is all R = (pKey,C1,C2, . . . ,Cn, fKey), where pKey represents the
primary key, fKey represents the foreign key, and C1,C2, . . . ,Cn represents the field
columns. The primary key, the foreign key and the fields with unique constraints are
grouped into the core field column set, denoted by Core; the non-sensitive numeric
fields and text-based fields are grouped into the optional field column set, denoted by
Select. In which, the non-sensitive numeric fields that is not sensitive to small changes
in the value of the feeling (modifiable) fields, such as length, coordinates, weight and
other fields.

In order to ensure the integrity of the data table, by default for the primary key pKey,
the foreign key fKey does not perform the operation of watermark embedding.

If the number of embeddable fields in the data table is Emb, the relationship between
Emb and Core and Select, as shown in Eq. (5).

Emb = Size(Select + Core) − 2 (5)

When the Emb value is determined, the watermark is not embedded under every
embeddable field, but thewatermark embeddingfield is selected jointly based onmultiple
information such as user information.
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The sensitivity of the embeddable fields in the data table is set to Si, and the corre-
sponding sensitivity list of the data table is {S1, S2, . . . , SEmb}. In which, the sensitivity
is calculated as shown in Eq. (6).

Si = φ(δ1 × ω1 + δ2 × ω2 + · · · + δn × ωn) (6)

In which, δ1 denotes the proportion of null and abnormal values in the field, δ2
denotes the number of valid bits of data values in the field, …, δn denotes the watermark
content. {ω1, ω2, . . . , ωn} denotes the proportion ofweights occupied by {δ1, δ2, . . . , δn}
respectively, which are automatically assigned by this module. φ denotes the multi-
information joint selection function, and Si is obtained by mapping the result values of
the δi and ωi parameters after performing the relevant operations on them.

Finally, according to the sensitivity list {S1, S2, . . . , SEmb}, the fields to be embedded
are sorted from largest to smallest, which makes it possible to intelligently select the
field columns to be embedded by this module, and then the corresponding watermark
embedding process can be selected.

3.5 Automatic Parameter Setting

The automatic setting of parameters, it is mainly before the embedding of watermark, for
numerical data, combined with the data type adaptation, data volume evaluation, data
column sensitivity judgment, and other results information described in the previous
section, and by pre-setting a number of limit parameters, so that the data value after
embedding the watermark, limited to a controlled range. Thus, it can avoid excessive
errors before and after embedding the watermark.

The details include (1) the control of precision, (2) the control of variation range,
and (3) the control of embedded copyright information.

The control of precision, it is mainly in the watermark embedding before the user
set the number of valid digits of the data value to be embedded in the watermark field.
Thus, after the embedding of the watermark, it can control the degree of display of the
data value. This list of specific precision control parameters is: Precision_List ={“10”,
“1”, “0.1”, “0.01”, “0.001”}, as shown in Precision_List, which gradually refines the
granularity of its precision control parameters.

The control of variation range, it is mainly before the embedding of the watermark,
the user specified by the data value to be embedded in the watermark field of the upper
and lower boundaries of the variation range (e.g. −100–100). Thus, after the watermark
is embedded, it can control the approximate range where the data values are located.

The control of embedded copyright information ismainly to prove the original owner
of the data by the user inputting the copyright informationwith actualmeaning inChinese
and English, to enter the corresponding watermark embedding process (Table 2).
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3.6 Watermark Embedding Stage

Table 2. The comparison of databasewatermarking algorithms in thewatermark embedding stage

Algorithm name Algorithm core ideas Supported data
types

Statistical distortion
analysis

Robustness
analysis

Optimal
watermarking
algorithm based on
pattern search

For a given grouping
Si containing m data
tuples, it is considered
as an m-dimensional
vector. To find an
m-dimensional vector
�i, add it to the Si
vector to obtain the
Sim vector, which can
be considered as the
grouped Sim after the
watermark is added

Integer,
floating-point

In comparison with
the LSB modification
algorithm, the
percentage change in
both mean and
variance is smaller

General

LSB modification
algorithm

A one-way hash
function is used to
make the selection of
attributes and tuples to
be embedded, and
then their least
significant bits are set
to 0 or 1

Integer,
floating-point

In comparison with
the pattern search
algorithm, the
percentage change in
both mean and
variance is larger

Better

Space embedding
algorithm

When the original
watermark bit is 0, it
is 2 spaces before and
2 spaces after the
sentence; when the
original watermark bit
is 1, it is 4 spaces
before and 1 space
after the sentence

Text type, string
type

– General

Symbol modification
algorithm

When the original text
has punctuation
marks, the end
symbols are deleted
when the specified
conditions are met;
when the original text
does not have
punctuation marks,
the end symbols are
appended when the
specified conditions
are met

Text type, string
type

– Better

(continued)
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Table 2. (continued)

Algorithm name Algorithm core ideas Supported data
types

Statistical distortion
analysis

Robustness
analysis

Lexical inverse
ordinal number
algorithm

If the inverse number
is odd, the watermark
bit after encoding is
set to 1. If the inverse
number is even, the
watermark bit after
encoding is set to 0

Text type, string
type

– Better

Numerical Database Watermarking Algorithm. (1) Optimal watermarking algo-
rithm based on pattern search: The algorithm starts from the initial base point and
implements two types of searches alternately: axial search and pattern search. The axial
search is performed sequentially along the direction of the n coordinate axes, and is
used to determine new iteration points and directions that favor the decrease of function
values. The pattern search, on the other hand, is performed along the direction of the
line connecting two adjacent iteration points in an attempt to make the function values
fall faster [31]. (2) LSB modification algorithm: It is assumed that the attribute values
of the tuples in the database are modified imperceptibly to the user and do not affect
the availability of the data, then the least significant bit can be modified for watermark
embedding. This algorithm is mainly for numerical relational databases which uses a
one-way hash function to select the attributes and tuples to be embedded, and then sets
the least significant bit to 0 or 1. In this way, the embedding process of the watermark is
completed and does not affect the normal use of the data [3].

Text-Based Database Watermarking Algorithm. (1) Space embedding algorithm:
the watermark information is hidden in the line break of text data, and the presence
or absence of spaces and tabs at the end of the line or between words is visually difficult
to detect, which can be decoded by the presence or absence, type and number of invisible
codes during watermark extraction [20]. (2) Symbol modification algorithm: in contrast
to text, people are not sensitive to punctuation marks, and therefore the possibility of
embeddable watermarks exists. The substitution, deletion or addition of major punctu-
ation marks in Chinese and English is generally unnoticeable [21]. (3) Lexical inverse
ordinal number algorithm: After natural language sentences are processed by word divi-
sion and lexical annotation, a lexical token sequence is obtained, which is composed of
a finite number of lexical tokens. The inverse order number of the sequence is calculated
by the biased order relationship defined in advance on the lexical token set, and the 1-bit
information is hidden according to the parity of the inverse order number. If the current
parity does not match with the hidden information bits, the lexical token sequence is
modified by transformations such as swapping the positions of two symbols, adding or
removing some symbols. Finally, the natural language sentence is modified according
to the lexical token sequence [16].
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3.7 Watermark Extraction Stage

Numeric database watermarking algorithm performs watermark extraction based on the
corresponding Optimal watermarking algorithm based on pattern search and LSBmodi-
fication algorithm.The text-based databasewatermarking algorithmperformswatermark
extraction on based on the corresponding space embedding algorithm, symbol modifica-
tion algorithm, and lexical inverse ordinal number algorithm. The corresponding specific
analysis processes, respectively, are shown in Table 3.

Table 3. The comparison of database watermarking algorithms in the watermark extraction stage

Algorithm name Algorithm core ideas Supported data
types

Statistical distortion
analysis

Robust-ness
analysis

Optimal
watermarking
algorithm based on
pattern search

According to the
optimal threshold T
calculated during the
watermark embedding
process, and using the
majority voting
mechanism, it is
found the value of the
watermarked bits
embedded in this data
subgroup. Then, the
splicing is performed
to calculate the
original watermark
information

Integer,
floating-point

In comparison with
the LSB modification
algorithm, the
percentage change in
both mean and
variance is smaller

General

LSB modification
algorithm

It corresponds to the
inverse process of the
watermark embedding
algorithm

Integer,
floating-point

In comparison with
the pattern search
algorithm, the
percentage change in
both mean and
variance is larger

Better

Space embedding
algorithm

It corresponds to the
inverse process of the
watermark embedding
algorithm

Text type, string
type

– General

Symbol modification
algorithm

It corresponds to the
inverse process of the
watermark embedding
algorithm

Text type, string
type

– Better

Lexical inverse
ordinal number
algorithm

It corresponds to the
inverse process of the
watermark embedding
algorithm

Text type, string
type

– Better

3.8 Result Visualization Mechanism

The result visualizationmechanismwhich ismainly for the data table after thewatermark
embedding/extraction, adding the result visualization mechanism. In this way, users can
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quickly feel the difference in accuracy control and statistical distortion of the data table
before and after watermark embedding/extraction.

When the watermark embedding/extraction is complete, the specific information
displayed by the module is shown in Fig. 4.

Fig. 4. Result visualization mechanism.

Finally, it will make an exhaustive evaluation of the current watermark embed-
ding/extraction results based on the results shown in Fig. 4 and a series of pre-set
thresholds, which will eventually be fed back to the user.

4 Experimental Analysis

This section focuses on the database watermarking algorithms designed and used earlier,
to further analyze the characteristics of various algorithms, and to conduct data distortion
analysis experiments and robustness experiments. The experimental environment is: (1)
Processor: 2.6 GHz hexa-core Intel Core i7; (2) Memory: 16 GB 2667 MHz DDR4;
(3) Operating system: macOS Catalina version 10.15.7. All algorithms are implemented
with Java language, and the experimental data sets are as follows (1) Integer dataset:
German credit risk dataset [32]; (2) Floating-point dataset: Dow Jones Industrial Average
(DJIA) stock dataset [33]; (3) Text-based dataset: Reddit WorldNews Channel historical
news headlines dataset [33]. In which, (1) for the integer dataset, set the number of fields
to 5 and the number of tuples to 1000; (2) select and transform the floating-point dataset,
set the number of fields to 8 and the number of tuples to 1000; (3) for the text-based
dataset, set the number of fields to 3 and the number of tuples to 1000.

4.1 Invisibility Analysis Experiments

To check the effect of statistical distortion on the data before and after watermark
embedding, the invisibility analysis experiments are designed for numerical data in
this section.

In this section, the effect of watermarking on the database is analyzed by applying the
Optimal watermarking algorithm based on pattern search (OPS) and LSB modification
algorithm (LSB) to integer data and floating-point data, respectively, and then three
fields are selected to calculate the change values of the data before and after watermark



A Robust and Adaptive Watermarking Technique for Relational Database 17

embedding, respectively. The two statistics, mean and variance, are selected in this
section of the experiment to measure the effect of watermarking on the database. Finally,
a comparison is made between them, and the final results are shown in Table 4. It can be
seen from Table 4 that the change of the mean and variance of the data by the embedding
of the watermark is relatively small and is basically invisible to the user. Therefore, it is
clear from the experimental results that both algorithms have some invisibility.

Table 4. The comparison of numerical database watermarking algorithms - the statistical
distortion results before and after database watermark embedding

Algorithm and
data type names

Field name The change of
mean value

The change of
variance

Percentage
change in
mean (%)

Percentage
change in
variance (%)

OPS
(floating-point
data)

C1 8.73 92.41 0.06% 0.00%

C2 8.74 103.38 0.07% 0.00%

C3 4.93 −205.32 0.04% 0.00%

LSB
(floating-point
data)

C1 −324.64 −100911.79 2.41% 1.02%

C2 −54.53 537309.29 0.41% 5.41%

C3 −59.57 484431.34 0.44% 4.90%

OPS
(integer data)

C1 −0.14 2.42 0.39% 1.87%

C2 4.80 −119.15 0.15% 0.00%

C3 0.29 2.06 1.37% 1.42%

LSB
(integer data)

C1 −0.89 3.21 2.50% 2.48%

C2 −27.60 −146845.69 0.84% 1.84%

C3 −0.15 0.50 0.74% 0.34%

4.2 Precision Control Analysis Experiment

To check the effect of watermark embedding before and after on the statistical distortion
of the data, the precision control analysis experiment is designed in this section for
numerical data. In which, precision is defined as the degree of accuracy and precision
of data display.

In this section, it observes the changes of mean and variance of database watermark
before and after embedding by using the optimal watermarking algorithm based on
pattern search (OPS) and LSB modification algorithm (LSB) for integer and floating-
point data, respectively, when the precision is {“10”, “1”, “0.1”, “0.01”, “0.001”}.

The results of the experiments are shown in Fig. 5. It can be seen from the left
panel of Fig. 5 that for the optimal watermarking algorithm based on pattern search,
the effect of mean change of integer data is slightly smaller than that of floating-point
data, but the difference is not significant. For the LSB modification algorithm, the effect
of the mean change of integer data is generally smaller than that of floating-point data
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in terms of the overall trend. It can be seen from the right panel of Fig. 5 that for the
optimal watermarking algorithm based on pattern search, whether it is for integer or
floating-point data, it is almost negligible in terms of variance variation. For the LSB
modification algorithm, on the other hand, there is less effect of variance change for
integer data compared with floating-point data from the overall trend.

In conclusion, for precision control analysis, the effect of statistical distortion of the
optimal pattern search-based watermarking algorithm is slightly less than that of the
LSB modification algorithm.

Fig. 5. The effect of different precision on statistical distortion before and after watermark
embedding in databases.

4.3 Watermark Robustness Ability Comparison Experiment

In this section, it is focused on the robustness analysis of the five database watermark-
ing algorithms designed and used earlier, and the corresponding watermarking attack
simulation experiments are designed.

In this section, the watermark similarity Similarity is used to measure the robustness
of the watermarking method [34], and the watermark similarity is defined as shown in
Eq. (7).

Similarity = 1 − sum
(
W ⊗ W ′)

|W | (7)

It is obvious that higher Similarity indicates better robustness; on the contrary, we
can see that lower Similarity means worse robustness.

In this section, the experiments such as subset deletion attack, subset modification
attack, and subset increase attack are performed respectively, and the specific cases
can be classified as the attacker attacks (deletion, modification, and addition) 0%–90%
(or 100%) of the tuples. In particular, the experimental results corresponding to the
numerical watermarking algorithm are shown in Fig. 6, 7 and 8, and the experimental
results corresponding to the text-based watermarking algorithm are shown in Fig. 9, 10
and 11, respectively. In which, the y-axis indicates the watermark similarity Similarity,
and the x-axis indicates the percentage (%) of the number of attacked (deleted, modified,
added) tuples to the total number of tuples. For each subset of attack experiments, the
experimental results are the average of 10 experiments.
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Robustness Analysis of Numerical Watermarking Algorithms. The numerical data
supported in this section, which includes mainly the following types, are shown in Table
5.

Table 5. The numerical types supported by the numerical watermarking algorithm

Numerical types Support or not

TINYINT ✓

SMALLINT ✓

MEDIUMINT ✓

INT or INTEGER ✓

BIGINT ✓

FLOAT ✓

DOUBLE ✓

DECIMAL ✓

In this section, the numerical watermarking algorithm designed and used in this
paper is analyzed for robustness, and a comparative experimental analysis is performed
with the literature [7], literature [25], literature [26], and literature [30] concerning the
resistance to attacks of the watermark.

Subset Deletion Attack Experiments. The subset deletion attack refers to the deletion
of a certain percentage of tuples from the relational data containing watermarks, to
reduce the number of tuples embedded with the watermark and achieve the purpose of
destroying the watermark [35].

The results of the experiments are shown in Fig. 6. From Fig. 6, it can be seen that
for the LSB modification algorithm, the watermark similarity of this algorithm is still 1
when 90% of the tuples in the database are randomly deleted. When the percentage of
randomly deleted tuples is less than or equal to 90%, the two algorithms in the literature
[7] and the literature [25] are the same as this algorithm. The algorithms in literature
[26] and literature [30] can no longer extract the original watermark completely when
the proportion of randomly deleted tuples is 88% and 90%, respectively. Therefore, it
is clear from the experimental results that the present algorithm is more robust against
subset deletion attacks.

Subset Modification Attack Experiment. The subset modification attack refers to the
modification of a certain percentage of tuples in the relational data containing the water-
mark, which leads to an error in the watermark detection and achieves the purpose of
destroying the watermark [35].

The results of the experiments are shown in Fig. 7. It can be seen from Fig. 7
that for the LSB algorithm, the watermark similarity of this algorithm remains 1 when
the percentage of tuples subject to subset modification attack reaches 100% for both
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Fig. 6. Subset deletion attack experiment (numerical).

floating-point and integer data. When the percentage of modified tuples reaches 90%,
the two algorithms in the literature [25] and the literature [30] are the same as this
algorithm. The algorithms in literature [7] and literature [26] can no longer extract the
original watermark completely when the proportion of modified tuples is 90% and 70%,
respectively. Therefore, it is clear from the experimental results that the present algorithm
is more robust against subset modification attacks.

Fig. 7. Subset modification attack experiment (numerical).

Subset Addition Attack Experiment. The subset addition attack refers to adding a certain
percentage of tuples to the relational data containing thewatermark,which does not affect
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the original data but disrupts the watermark detection, leading to incorrect watermark
detection [35].

The results of the experiments are shown in Fig. 8. It can be seen from Fig. 8 that
for the LSB algorithm, the watermark similarity of this algorithm remains 1 when the
percentage of tuples added by the attacker reaches 100%. The three algorithms in the
literature [25], literature [26], and literature [30] are the same as this algorithm when
the percentage of tuples added reaches 100%. The algorithm in literature [7] can extract
only 80% of the watermark information when the percentage of tuples added is 60%.
Therefore, it is clear from the experimental results that the present algorithm is more
robust against the subset addition attack.

Fig. 8. Subset addition attack experiment (numerical).

Robustness Analysis of Text-Based Watermarking Algorithms. The string type
data supported in this section, which includes mainly the following types, are shown
in Table 6.

In this section, the text-basedwatermarking algorithmdesigned and used in this paper
is analyzed for robustness, and the space embedding algorithm, the symbol modification
algorithm, and the lexical inverse ordinal algorithm are compared and experimentally
analyzed with respect concerning of the watermark.
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Table 6. The string types supported by the text-based watermarking algorithm

String types Support or not

CHAR ✓

VARCHAR ✓

TINYBLOB ✗

TINYTEXT ✓

BLOB ✗

TEXT ✓

MEDIUMBLOB ✗

MEDIUMTEXT ✓

LONGBLOB ✗

LONGTEXT ✓

Subset Deletion Attack Experiments. The results of the experiments are shown in Fig. 9.
It can be seen from Fig. 9 that the watermark similarity of the space embedding algo-
rithm and the symbolic modification algorithm have exactly the same change trend with
the addition of the percentage of the deleted tuples. The changing trend of the lexi-
cal inverse ordinal number algorithm is more similar to the above two algorithms, and
its corresponding watermark similarity is also slightly lower, but the difference is less
than 5%–6%. Therefore, it is clear from the experimental results that the above three
algorithms are generally robust against subset deletion attacks.

Fig. 9. Subset deletion attack experiment (text-based).
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Subset Modification Attack Experiment. The results of the experiments are shown in
Fig. 10. It can be seen from Fig. 10 that when the percentage of modified tuples is
smaller, the difference of the three algorithms against attacks is not much, and the differ-
ence is less than 5%–6%;when the percentage ofmodified tuples is larger, the robustness
of the lexical inverse ordinal algorithm is better than the symbolicmodification algorithm
in terms of the overall trend, and both of them are much better than the space embedding
algorithm. Therefore, it is clear from the experimental results that the symbolic mod-
ification algorithm and the lexical inverse ordinal number algorithm are more robust
against subset modification attacks, while the space embedding algorithm is generally
robust.

Fig. 10. Subset modification attack experiment (text-based).

Subset Addition Attack Experiment. The results of the experiments are shown in Fig. 11.
It can be seen from Fig. 11 that the symbolic modification algorithm and the lexical
inverse ordinal number algorithm can still maintain an extremely high watermark sim-
ilarity even after adding twice the number of tuples to the database. Specifically, the
symbolic modification algorithm slightly outperforms the lexical inverse ordinal num-
ber algorithm, but the difference is not significant, and the difference is less than 5%
to 6%. When the percentage of added tuples exceeds 60%, the robustness of the space
embedding algorithm is much worse than the above two algorithms. Therefore, it is clear
from the experimental results that the space-embedding algorithm, with respect to the
subset addition attack, is generally robust, while the symbolic modification algorithm
and the lexical inverse ordinal number algorithm, with respect to the subset addition
attack, are more robust.
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Fig. 11. Subset addition attack experiment (text-based).

5 Summary

In this paper, we have proposed a new robust database watermarking scheme the orig-
inality of which stands in a novel adaptive method. As we have shown, five database
watermarking algorithms are designed and used. For numerical data, LSB modification
algorithm and Optimal watermarking algorithm based on pattern search are used. For
text-based data, space embedding algorithm, symbol modification algorithm and lex-
ical inverse ordinal number-based text modification algorithm are used. The adaptive
algorithm is implemented by data type analysis, data volume evaluation, data sensitivity
analysis, automatic parameter setting and visualization techniques. It is robust against
most common database attacks: tuple deletion and insertion as well as attributes’ values
modification. Our scheme is appropriate for copyright protection or traitor tracing. In
addition, we have theoretically established and verified experimentally the performance
of our method in terms of robustness. The proposed results allow the user to correctly
select our scheme’s parameters under constraints of robustness and capacity.
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Abstract. With thecontinuousdevelopmentofdistributed technology, blockchain
has been widely applied to solve practical problems in various fields. Its advan-
tages such as decentralization and non-tamperability perfectly meet the needs of
permanent query of traceability scene information, and can solve the trust problem
of multi-party participation in various links. At the same time, as data security has
received more and more attention. The privacy protection and permission control
of “on-chain” data need to be resolved. Medical data records are very valuable and
sensitive data. Reliable storage and credible traceability are of great significance to
the health of patients and the long-term development of medical undertakings. To
issue the above problems, here, we propose a secure medical data traceability sys-
temthat combinesdatadesensitizationandattribute-basedencryptionalgorithms to
achieve the traceability capabilities and ensure the reliable storage of medical data
recordsonblockchain.Datadesensitizationprovides acertaindegreeof security for
sensitive data involving personal information in medical data. The introduction of
attribute encryption has solved the problem of unauthorized access to data. Finally,
we analyzed the security of the solution and Verify the efficiency of the program.

Keywords: Hyperledger Fabric · Reversible desensitization · Attribute
encryption

1 Introduction

With the rapid development of information technology, medical data, as an important
data asset, has received more and more attention. Research on medical data is also an
important way to promote the development of the medical field. Medical data is of
special importance and sensitivity, relating not only to information related to the med-
ical treatment process, but also to personal privacy and other information, and even to
industry development and national security. With the informatization of medical data,
the risk of its leakage has been increasing. The methods of leakage are mainly divided
into interactive leakage and non-interactive leakage. Interactive disclosure refers to the
disclosure of medical information when it is released and shared among different insti-
tutions; Non-interactive disclosure refers to the disclosure of data by hospital internal
systems or personnel, such as private reselling or misuse of information [1]. At present,
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most of the medical data is stored in the hospital’s local database. In the daily man-
agement process, the information department of many hospitals is not very aware of
prevention, and is vulnerable to attacks in the process of multi-party interaction. This
will undoubtedly lead to privacy leakage and cause serious consequences.

Blockchain technology, also known as distributed ledger technology, is an Internet
database technology. As shown in Fig. 1, the blockchain composes data blocks into a
chain data structure in chronological order, and uses cryptographic technology to ensure
that the data on the chain cannot be tampered with or forged. Each node uses the Hash
algorithm and Merkle tree to encapsulate the transactions received within a period of
time into a block with a timestamp, and link it to the longest main chain to form the
latest block [2].

Fig. 1. The structure of blocks

Blockchain is a distributed shared ledger and database, which has the characteristics
of decentralization, non-tampering, openness and transparency, traceability, and pro-
grammable. The blockchain records important data in the circulation process of blood
cell extraction, transportation, processing, and use in medical scenarios, and provides
traceability for the entire process. However, the data privacy issues contained in medical
data are still tricky. Data desensitization can process private information such as ID card
numbers closely related to patients’ personal information, while ensuring the standard-
ization and reversibility of data, and attribute encryption can provide fine-grained access
control while protecting data confidentiality. This type of technology provides support
for the realization of data privacy and security sharing.

Block chain fusion cryptography principle guarantees non-tampering and data con-
fidentiality, and realizes the function of data storage and traceability [3]. Aiming at a
series of practical problems such as the incomplete credibility of the current medical
data and the high risk of sensitive data leakage, this paper proposes a scheme based on
the combination of blockchain and reversible desensitization and attribute encryption
algorithms. First, reversible desensitization was performed on ID number, mobile phone
number and other private information in the patient information. Then the other on-chain
data is classified and processed into fully public data and restricted privacy data. After
that the restricted privacy data is encrypted and uploaded. Finally, in the traceability
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information query, access control through attributes is adopted to achieve hierarchical
protection of data, greatly improving the security of data.

2 Related Work

2.1 Blockchain Technology

In themedical field,G.Zyshind et al. [4] proposed to store user access control permissions
and data hash values in the blockchain, and encrypt the data to be hosted in a trusted third
party, which did not achieve decentralization, while increasing the risk of data leakage.
Azaria A [5] and others proposed to combine blockchain and public key encryption
technology for access rights management, but the consensus mechanism of this scheme
uses Proof of Work, which will consume a lot of computing power for data storage to
ensure the authenticity of data on the chain.Wang et al. [6] proposed that the information
owner distributes keys for data users and encrypts the data through the specified access
rules of the Ethereum smart contract, and controls the access to the data through the
attribute-based encryption mechanism.

2.2 Reversible Data Desensitization

Data desensitization technology [7] deforms sensitive data through deletion, masking,
replacement and other means to achieve reliable protection of sensitive data. Data desen-
sitization technology mainly has three types of methods: the first is a covering method,
which is an irreversible solution to achieve data protection by covering the data; the
second is to convert into a random sequence, using hash encryption Algorithms make
data lose business attributes. This method is only suitable for scenarios with strong data
protection requirements; the third is reversible desensitization, which uses reversible
algorithms such as data table mapping and algorithm mapping to achieve data protec-
tion, which can guarantee the business attributes of data. It also has the characteristics
of reversible reduction [8].

2.3 Attribute-Based Encryption Technology

Attribute-based encryption can refine the degree of access control to shared data to the
attribute level. Li et al. [9] aimed at the centralization of existing cloud storage technolo-
gies, and proposed an attribute encryption access control based on the combination of
blockchain and cryptographic accumulators to achieve privacy protection. Wang et al.
[10] proposed a scheme based onMulti-Authority Attribute Based Encryption to achieve
privacy protection and access control. Li et al. [11] proposed a decentralized storage solu-
tion that combines ciphertext-policy attribute-based encryption (CP-ABE), decentralized
multi-authority attribute-based signatures (DMA-ABSs) and blockchain technology, but
when the access policy is changed, data encryption needs to be re-encrypted and new
key distribution is required.
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3 System Model

3.1 Reversible Data Desensitization

Table 1 presents some of the notations used throughout the paper.

Table 1. Notations.

Notation Description

M Original coded data

N Global secret integer

ID ID of the desensitization task

g Greatest common divisor of M and N

C Coded data after desensitization

M′ Recovered coded data

ID′ Identification obtained by traceability

ID−1 The multiplicative inverse element under N

(M/g)−1 The multiplicative inverse element of M/g modulo N/g

The coded data reversible desensitization and traceability algorithm based on the
Abelian group can generate a global security integer of the target order of magnitude
according to the original coded data to be desensitized, and the size of the target order of
magnitude is determined according to the data length of the data to be desensitized; The
global secret integer is used to obtain theAbelian group; the desensitization task identifier
is selected from the Abelian group; the original encoded data is encoded according to
the desensitization task identifier and the global secret integer to obtain the desensitized
encoded data:

C = M · ID(mod N) (1)

Restore the desensitized encoded data:

M′ = C · ID−1(mod N) (2)

Trace the source of encoded data according to the following formula:

ID′ = C/g · (M/g)−1(mod N/g) (3)

3.2 Access Control Based on Attributes

The core idea of attribute-based access control is to use attributes to express restricted
information in the access control model, and generate corresponding access policies
through certain logical relationships [12] (Fig. 2).
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Fig. 2. Basic model architecture

An attribute-based encryption technology that can solve the problem of data access
management through reasonable configuration of sharing strategies [13]. According
to the different embedded objects, attribute based encryption (ABE) can be divided
into Key-Policy Attribute-based encryption (KP-ABE) and Ciphertext-policy Attribute-
based encryption (CP-ABE) [14].

CP-ABE uses a password mechanism to protect data [15]. The data owner specifies
the strategy for accessing the ciphertext, and associates the attribute set with the access
resource, and the data user can access the ciphertext information according to their
authorized attributes [16].

Fig. 3. System model
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As shown in Fig. 3, there are three types of users in this system, namely hospital
users, transportation users and factory users. Hospital users are mainly blood collec-
tion doctors, examiners, quality monitors, etc., transportation users are mainly transport
managers, quality inspectors, etc., and factory users are mainly quality managers, cell
processing managers, etc. The user submits the responsible part of the key information
data, uploads the data to the Fabric through the smart contract for storage, and saves
the personal privacy-related data submitted by the hospital user about the patient after
reversible desensitization. The system process includes extracting the patient’s blood
cells, transporting them to the factory for Chimeric antigen receptor T (CAR-T) cell
immune treatment after inspection, and transporting them back to the hospital for patient
use after the treatment. Because the immunotherapy is still in clinical trials, the entire
process needs to be preserved for future research and analysis. The CP-ABE strategy is
used for data access, and the access authority is controlled through the attribute set and
the access control tree, so as to realize the hierarchical protection of the data.

4 Scheme

Wedesign aCP-ABE-based blockchainmedical data traceability system.The scene is the
whole process of CAR-T cell therapy, including information such as blood collection
and testing in the hospital, cold chain transportation information of blood bags, cell
separation and other processing information. The system process is as follows (Fig. 4).

The hospital collects the patient’s blood and puts it into the blood bag after the
collection is completed. Each blood bag corresponds to a unique QR code. The corre-
sponding doctor submits the patient information, blood information, etc., and formulates
the attribute encryption strategy and then encrypts the encrypted data. Store the blood
bags on the chain, and then transport the blood bags to the factory for processing. The
temperature and humidity are monitored by sensors to ensure the normal progress of
the cold chain transportation process. After arriving at the factory, the corresponding
factory responsible personnel will check and receive the blood bags. The processing
process uses key information such as reagents and operators to be encrypted and then
chained. After the preparation is completed, the blood is transported back to the hospital
for patients to use. By scanning the QR code, doctors who meet the attribute policy on
the hospital side can view the complete information of the blood bag, and the operators
who meet the attribute policy on the factory side can view the relevant operation infor-
mation of the factory and the transportation status. The personnel on the transportation
side can only view the transportation-related information. A blood bag quality test must
be carried out at the handover of each link, and the results and the information of the
test personnel shall be recorded to ensure the quality of the blood bag.
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Fig. 4. System workflow

Different organizations correspond to different data collection and uploading work.
First, during the upload process, the system will first perform data classification.
Reversible data desensitization of ID card number, mobile phone number and other
data will ensure the privacy and standardization of data. Encrypt the data through the
symmetric key, and then use the attribute access control strategy to encrypt the symmet-
ric key. When the encrypted data is on the chain, consensus, and traceability access to
the data, the access application is first submitted, and then the attribute verification is
performed by the smart contract. If the attribute is valid, the corresponding key will be
sent, and the encrypted symmetric key can be decrypted by this key, so as to decode the
ciphertext and access the data.
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5 Performance and Safety Analysis

We implemented a prototype to analyze the feasibility and performance of the program.
The specific configuration of the experimental platform and experimental environment
is: Intel Core i7-8565U@1.80 GHz processor, 8 GB RAM, and the system is ubuntu
16.04LTS. Fabric version is 1.4.2.

Fig. 5. Operation time

As shown in Fig. 5, the data size is set to 128B, and the number of access attributes is
set to 4, 8, 12, 16. This scheme implements the Decentralized Ciphertext Policy Attribute
Based Encryption schema described in [17]. The code depends on the jPBC library [18]
and the Bouncy Castle library.

In terms of security, in this solution, only when the attributes of the visitor match
the attributes in the access policy formulated by the data owner can the key be obtained,
so that the corresponding data can be accessed. If there is no match, the key cannot be
obtained. In the design of this solution, even if the visitor’s identity is legal, the data can
be accessed, but the private data such as the ID number is still non-real data. Therefore,
this program is safe.
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6 Summary

CP-ABE is a widely used solution that can achieve fine-grained access control. However,
the direct use of traditionalCP-ABE inmedical information systemswill still have certain
access strategy leaks and high algorithmcomplexity. The solution in this article combines
data reversible desensitization with the improved CP-ABE, and uses the characteristics
of the blockchain to have greater advantages in function and efficiency for the actual
scenarios of the actual CAR-T preparation process. In the next step, we will consider
issues related to attribute revocation and make a more optimized plan.
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Abstract. Tornado Cash, the most popular non-custodial coin mixer on
Ethereum, is widely used to protect the privacy of addresses. However,
some inappropriate transaction behaviors in Tornado Cash mixing mech-
anism lead to the risk of privacy leakage. More specifically, the malicious
attackers can link multiple addresses of the same users according to the
transaction data. Motivated by the above problem, this paper systemat-
ically analyzes the privacy issues of Tornado Cash for the first time. In
this paper, we give the macroscopic analysis of Tornado Cash based on
the on-chain data and formalize two types of transaction patterns. Focus
on the presented transaction patterns, we propose three heuristic clus-
tering rules to link the users’ addresses, which reduce the size of users’
anonymity set. Finally, we perform the experiment on real Tornado Cash
transaction data to describe the effectiveness of the proposed clustering
rules.

Keywords: Ethereum · Tornado Cash · Address linkability · Heuristic
cluster

1 Introduction

Ethereum is the second most valuable cryptocurrency which has been widely
used in various areas. In Ethereum blockchain, the transaction data is publicly
stored on all Ethereum full nodes, which means any node can access the complete
information from the chain. Unfortunately, malicious users can also analyze it
to infer correlations between addresses and even the identity of other users with
the help of background knowledge.

With the increasing attention to privacy protection, more and more users
are trying to hide the association between their own addresses using privacy
preservation mechanisms such as coin mixing [3,8–12,15].
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Tornado Cash is one of the most popular coin mixing tools on Ethereum,
which had nearly 1.6 million Ether flowing into Tornado coin mixing contracts
worth over 2.4 billion in USD. And its handling fee has reached a high of $2.82
million1. Users on Tornado Cash only need to invoke the relevant smart contract
to complete the coin mixing process. It provides huge convenience for users to
enhance the privacy of address linkability. However, some inappropriate use has
made it much less effective and exposed some security concerns.

This paper presents the first heuristic address correlation clustering approach
based on the user’s behaviour in the Tornado Cash coin mixing scenario, analyses
the vulnerability of Tornado Cash, and performs experimental analysis on the
transaction set.

In summary, the contributions of this paper include:

– We first formally analyze the correlation of transactions on the Tornado Cash
coin mixing service and systematically summarize the behavior patterns of
users in Tornado.

– We propose three heuristic clustering rules to achieve address correlation for
Tornado coin mixing transactions based on the time interval features behind
the proposed two types of transaction patterns.

– We perform the experimental analysis on the real-world transaction dataset
in Tornado Cash. The results prove the feasibility and effectiveness of the
proposed heuristic clustering rules.

The remainder of the paper is organized as follows: In Sect. 2, we briefly
review the related work on Ethereum address clustering. Section 3 presents the
background knowledge of the proposed approach. Section 4 gives formal defini-
tions of transactions and summarises transaction patterns based on the analytics
of data. Section 5 proposes heuristic clustering rules and discusses the experiment
results. Section 6 concludes this paper and describes the future work.

2 Related Work

In recent years, researchers pay more and more attention to analyzing Ethereum
privacy. However, existing analyses are still limited and mainly explore the pri-
vacy of Ethereum users in terms of address correlation.

In general, address correlation methods on Ethereum involve two major cat-
egories. One is using machine learning and node embedding methods to cluster
transaction behaviour patterns or user accounts with similar characteristics. Sun
et al. [13] first applied the node embedding algorithm to the clustering of Eth-
ernet accounts. Hu et al. [7] designed a transaction-based classification detec-
tion method for Ethereum smart contracts by summarizing contract transaction
behavior patterns. Bhargavi et al. [2] analyzed the Ethereum transaction infor-
mation to infer the behaviour characteristics in supervised and unsupervised
environments.

1 https://duneanalytics.com/poma/tornado-cash 1.

https://duneanalytics.com/poma/tornado-cash_1
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Another category is to use heuristic or graph-based clustering algorithms
to link addresses that participated in certain transactions. Chan et al. [4] first
explored the feasibility of using graph analysis to link Ethereum addresses. Chen
et al. [6] created the finding entity algorithm between tokens on graph analysis.
Chen et al. [5] analyzed the contract graph to cluster multiple smart contract
accounts controlled by the same entity using weakly connected components.
Victor [14] proposed heuristic address clustering rules based on users’ behaviors
in airdrops, ICOs and exchanges.

The existing work on analyzing the vulnerability of coin mixing service on
Ethereum is Béres et al. [1]. They obtained multiple ground truth sets through
heuristic rules for coin mixing service to evaluate other clustering algorithms.
Nevertheless, in actual transactions, the same custom-set gas prices where the
last 9 digits are non-zero are generally initiated by the same addresses. Hence,
their proposed rules based on gas prices are not of practical significance.

Based on the above investigation, there is no systematic study of the address
clustering that takes coin mixing services on Ethereum into account.

3 Preliminaries

This section introduces the basics of Tornado Cash and outlines the coin mixing
principles and processes in Tornado Cash.

3.1 Basics of Tornado Cash

Tornado Cash is a kind of smart contract in Ethereum that uses Zero-Knowledge
Succinct Non-Interactive Argument of Knowledge (zk-SNARK) to achieve the
unlinkability between addresses that belong to the same users, and protect their
privacy in a trustless manner. This paper mainly takes ETH as an example to
analyse the Ethereum transactions on Tornado Cash. To avoid address linking
by unique value characteristics, Tornado deployed four smart contracts with
different denominations to implement the coin mixing services of the fixed value.
The detail information is shown in Table 1.

Table 1. Tornado Cash about ETH.

N.ETHa SCN.ETH
b Created time (+UTC)

0.1 12D66f87A04A9E220743712cE6d9bB1B5616B8Fc 2019-12-16 19:08:43

1 47CE0C6eD5B0Ce3d3A51fdb1C52DC66a7c3c2936 2019-12-16 22:17:53

10 910Cbd523D972eb0a6f4cAe4618aD62622b39DbF 2019-12-16 22:46:55

100 A160cdAB225685dA1d56aa342Ad8841c3b53f291 2019-12-25 18:02:56
a N.ETH represents the denominations of the Tornado smart contract.
b SCN.ETH represents the Tornado contract addresses.
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3.2 Coin Mixing Process in Tornado Cash

Users are required to complete the coin mixing in two steps: deposit and with-
draw. As shown in Fig. 1, the dotted line denotes the contract invocation, and
the solid line denotes the funds flow.

Tornado Cash Mixer Contract

Address a Address b

Relayer

Send the Parameters

2.Withdraw

3.Refunds

1.Deposit 2.Withdraw

User

1.Deposit

Address a

Fig. 1. The process of Tornado Cash coin mixing contract. (Color figure online)

The user uses his address a to invoke the contract SCN.ETH and create an
N.ETH deposit transaction, then he will obtain a deposit note. After a period of
time, the user utilizes the previous deposit note to create an N.ETH withdraw
transaction, thus the contract returns the previously deposited cryptocurrency
to address b. The refund address can be any address the user wants to remit
funds to, or even an unused address that was originally unfunded. This kind
of unused addresses does not have enough Ether to cover the gas fee, in this
case, the user can send a request to relayer r with the required parameters,
relayer then create a withdraw transaction upon the request as shown by the
red connecting line in Fig. 2. The relayer r uses a fraction of f to pay the gas
fee. When the contract validates the parameters in the withdrawal transaction
successfully, it sends (N − f) Ether to address b and sends f to Relayer r.

Because of the zero-knowledge property in zk-SNARK, Tornado guaranteed
that the two transfers are completely independent. Furthermore, a deposit trans-
action corresponds to only one withdrawal transaction.

4 Analysis of Tornado Cash

The overview of our methodology architecture is shown in Fig. 2, which is divided
into three steps: data acquisition, data analysis and cluster, and data presenta-
tion. Data acquisition includes the acquisition of related Ethereum transactions,
the decoding of individual fields and the deletion of useless fields; data analysis
includes statistical analysis of transaction data followed with the experimenta-
tion using proposed clustering rules; data presentation part presents the address
clustering results.
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API Decode

Heuristic Cluster Rules

0.1ETH  1ETH  10ETH  100ETH  

Tornado Cash Transactions

Link addresses

Data acquisition

Data analysis and clusterData presentation
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Fig. 2. Overview of our methodology architecture.

4.1 Definitions

This section describes our formal definition in Tornado Cash.

Definition 1 (Transaction). Transaction is represented as tx = {hash,
from, to, value, input, ts}, where:

– hash is the hash value of tx;
– from is the address that creates tx;
– to is the target address of the transaction tx. Specially, in the smart contract

invocation transaction, to is represented the address of the smart contract;
– value is the value of tx;
– input is invoke parameter when tx is a smart contract invocation transaction;
– ts is the timestamp representing the time when tx was packaged on.

The set of transactions is represented as T X = {tx1, tx2, . . . , txn}.

Definition 2 (Deposit Transaction). The deposit transaction set is repre-
sented as D = {d1,d2, . . . ,dn} ⊆ T X , ∀ di ∈ D, di.input = (commitment),
where the commitment field is the parameter used for the zk-SNARK proof.

Definition 3 (Withdraw Transaction). The withdraw transaction set is rep-
resented as W = {w1,w2, . . . ,wn} ⊆ T X , ∀wi ∈ W, wi.input = (proof ,
nullifi- erHash, recipient, relayer, fee, refund), where proof , nullifier
Hash are the parameters used for the zk-SNARK, recipient is the target address
for receiving the withdrawal funds, relayer is the address of the relayer, fee is
the transaction fee given to the relayer, and refund is the parameter related to
the refund.

– if w.input.fee �= 0 and w.input.recipient �= w.from, then w is a with-
draw transaction using the relayer, and the true withdraw target address is
w.input.recipient.

– if w.input.fee = 0 and w.input.recipient = w.from, then w is a withdraw
transaction not using the relayer.
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4.2 Data Acquisition

Transactions data related to the four ETH denominations of the Tornado Cash
coin mixer contracts are obtained by the Etherscan API2.

We use the Error field to classify the transaction into Success Transaction
and Error Transaction. The Error Transaction is categorized into Out of
gas and Reverted according to the error type. For the Success Transaction, we
decoded the input field using Contract ABI provided by Etherscan, and catego-
rized transactions into Deposit, Withdraw and Other. On the basis of the above
classification, we further removed the useless fields and stored the transactions
in the form of tx associate with type.

Table 2 shows the categories and the corresponding number of transactions
for each denomination of Ether in Tornado mixer after our processing since
the deployment of the Tornado Cash in 2019 as of May 17, 2021. In addition to
deposit and withdrawal transactions for coin mixing, there are a small number of
failed transactions, as well as individual transactions related to contract creation,
etc.

Table 2. Tornado Cash transactions details about ETH.

Value (ETH) Success transaction Error transaction Total Anonymity

Deposit Withdraw Others Out of gas Reverted set size

0.1 5122 4159 14 205 114 9613 6079

1 6299 5694 2 90 240 12325 6156

10 6988 6572 2 29 184 13775 5655

100 4288 3919 1 13 80 8301 2765

All 22697 20344 19 337 618 44014 16661

Figure 3 shows the percentage of transactions for each denomination of Tor-
nado mixer. As is illustrated in Fig. 3, the 10ETH mixer has the largest number
of transactions, while the 100ETH mixer has the least.

4.3 Transaction Patterns

From the analysis of the transaction data, we found a special phenomenon that
several transactions were created within a short period of time δ (called a small
transaction set T X i). The time interval Δ between different T X i will be much
larger than the time interval δ in T X i internally. Besides, during the data pro-
cessing, we discovered that several users in Tornado used the same addresses to
deposit and withdraw. Compared their transaction time intervals, the transac-
tions in a small set are created by the same users. In other words, a user tends
to create transactions within a short period of time. This phenomenon infers
that diverse addresses of transactions within the small transaction set may be
controlled by the same user.
2 http://api.etherscan.io/api.

http://api.etherscan.io/api
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Fig. 3. Proportion of Tornado mixer transactions by denomination.

From our analysis, we summarize two kinds of the transaction behavior pat-
terns of users, as defined below:

Definition 4 (Single Deposit-Withdraw Coin Mixing Pattern). The
user initiates a deposit transaction d of N.ETH using address a. After an inter-
val δ, the user creates a withdraw transaction w of N.ETH using address b. The
above pattern is defined as pattern I : <d,w, δ>, where δ = w.ts − d.ts, and
d, w satisfy the following conditions:

– d.from = a;
– w.input.recipient = b;
– d.to = w.to.

Definition 5 (Multi-Deposit and Multi-Withdraw Coin Mixing Pat-
tern). The user creates n (n ≥ 2 ) deposit transactions D = {d1,d2, . . . ,dn} of
N.ETH using the address set A = {a1, a2, . . . , an}. After an interval Δ, the user
create n withdraw transactions W = {w1,w2, . . . ,wn} of N.ETH using address
set B = {b1, b2, . . . , bn}. The above pattern is defined as pattern II: <δd, D,
δw, W,Δ, n>, where δd = max{di+1.ts − di.ts|di,di+1 ∈ D}, δw = max{
wi+1.ts − wi.ts|wi,wi+1 ∈ W}, Δ = w1.ts − dn.ts, and transactions in D, W
satisfy the following conditions:

– ∀di ∈ D, di.from ∈ A;
– ∀wi ∈ W, wi.input.recipient ∈ B;
– ∀txi, txj ∈ D ∪ W, and i �= j, txi.to = txj.to.

Based on the above summaries of transaction patterns, and the fact that some
users have the mentality of relying entirely on the tool. They think that Tornado
Cash can achieve the address unlinkability without any consideration, therefore
eager to withdraw immediately after deposits. We can analyze the time interval
among coin mixer transactions to further link the diverse addresses owned by
the same user.

5 Heuristic Cluster Rules

In this section, we perform the statistical analysis to propose the heuristic cluster
rules linking the addresses belonging to the same user.
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5.1 Heuristics

Figure 4 is the statistical results of the time intervals for previous identified
users who used the same address to initiate coin mixing transactions based on
the transaction patterns defined in Sect. 4.
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Fig. 4. The interval time statistic based on the transaction patterns.

As shown in the green block in Fig. 4, the time interval δ in pattern I,
where d and w are created by the same user, is basically no more than 180s. It
indicates that there is a subset of users in the Tornado mixer prefer to deposit
and withdraw within a short period of time. This interval δ is much smaller than
the average 2 h transaction interval that is common in the Tornado transaction
set.

Heuristic 1: For pattern I <d,w, δ>, if δ ≤ 180s, the addresses in the transac-

tion pairs {w.inpit.recipient, d.from} belong to the same user.

Also, when analyzing the time interval in pattern I, it was found that the
same user may create multiple tuples <d,w, δ> successively. Their interval dis-
tribution is shown in the yellow box in Fig. 4.

δdw denotes the maximum δi in the multiple transaction tuples
{<d1,w1, δ1>, <d2,w2, δ2>, . . ., <dn,wn, δn>}, which is presented as the pure
yellow block in Fig. 4; δwd denotes the maximum time interval between each
<d,w, δ> tuples, which is presented as the dotted yellow block in Fig. 4.

It can be seen that the δdw, δwd of multiple <d,w, δ> tuples are larger than
the time interval δ of a single <d,w, δ> tuple, about 20 min.
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Heuristic 2: For multiple single deposit and withdraw coin mixing pairs
{<d1,w1, δdw1>, <d2,w2, δdw2>, . . . , <dn,wn, δdwn>}, when n ≥ 2, if
∀{di,di+1} ⊆ {d1,d2, . . . ,dn},{wi,wi+1} ⊆ {w1,w2, . . . ,wn}, δwd = di+1.ts −
wi.ts, satisfying one of the following conditions:

– di.from = di+1.from, and δdwi, δdw(i+1) ≤ 20 min, δwd > 0.
– wi.input.recipient = wi+1.input.recipient, and δdw(i+1) > 0, δwd, δdwi ≤

20 min.
– di.from = di+1.from, and wi.input.recipient = wi+1.input.recipient,

δwd, δdwi, δdw(i+1) > 0.

The addresses {d1.from, d2.from, . . . , dn.from, w1.input.recipient,

w2.input.recipient, . . . , wn.input.recipient} in these transactions belong to

the same user.

The distribution of the time intervals δd, δw and Δ, for the same user in
pattern II <δd,D, δw, W,Δ, n> is shown in the pink blocks in Fig. 4. The pink
slash blocks and vertical blocks are the maximum time interval between deposit
transactions δd and withdraw transactions δw, respectively; the pure pink block
is the time interval Δ. It seems that users tend to create a series of d in D, and
a series same amount of w in W, with a small δd and δw. However, the time
interval Δ between D and W is generally longer and more irregular.

Heuristic 3: For pattern II <δd,D,δw,W, Δ,n>, if satisfying the following con-
ditions:

– d1.from = d2.from = . . . = dn.from;
– w1.input.recipient = w2.input.recipient = . . . = wn.input.recipient;
– δd, δw ≤ 10 min and Δ ≤ n * 12 h.

The addresses {d1.from, d2.from, . . . , dn.from, w1.input.recipient,

w2.input.recipient, . . . , wn.input.recipient} in the n deposit and withdraw

transactions belong to the same user.

In particular, the interval threshold Δ between D and W is related to the
number of transactions n . The number of transactions n is increasing while
the number of pattern II transactions is decreasing, then the interval threshold
between D and W should be raised appropriately. In the sense that the threshold
Δ is proportional to the number of transactions n .

5.2 Evaluation

We implement a proof-of-concept for the proposed three clustering rules on the
Tornado coin mixer and make thorough experiments to verify the effectiveness
of our rules. The program is written in the Python language and run in the
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Table 3. Result of Heuristic 1–3.

Value (ETH) Heuristic 1 Heuristic 2 Heuristic 3

userNum addrNum userNum addrNum userNum addrNum

0.1 527 1073 61 161 119 255

1 382 840 124 334 270 600

10 310 717 106 308 353 809

100 134 371 68 246 135 373

All 1168 2734 309 953 684 1816

Python 3.6 environment based on the Windows 10 OS, with 2.5 GHz Intel Core
i5-7200U CPU and 12 GB RAM.

The results of the experiment are shown in Table 3, where userNum and
addrNum represents the number of clustered user entities and the number of
addresses clustered in total, respectively.

As can be seen in Table 3, Heuristic 1 has the largest number of associative
clusters and clustered addresses, while the denomination 0.1ETH having the
highest number, reaching 1073. After combining all the clustered results, we
eventually obtain 2734 addresses related to 1168 user entities. In Heuristic 2
and Heuristic 3, the highest number of associations clusters for transactions is
1ETH and 10ETH. The 100ETH mixer has the highest degree of clustering in
Heuristic 2, with an average of 3.6 addresses per user entity.

In the experiments, we notice a particular phenomenon that the destination
address w.input.recipient �= w.from, and w.input.fee = 0. If the relayer
forwards the withdraw transaction, it is unreasonable for him to pay gas fee in
advance without any forwarding fee. Thus we can infer that the two addresses
are likely to be controlled by the same entity. There are a total of 95 user entities
with the above case in four mixers, containing 566 related addresses.

The experiment reveals the fact that the users’ behaviors hinder the achieve-
ment of their desired privacy protection. Indeed, a large proportion of users
think using coin mixing tools can unconditionally protect their privacy. Unfor-
tunately, the short time interval of deposing/withdrawing the coins exposes the
users’ transaction patterns that leaks the linkability of addresses they controlled.
Therefore, we suggest users avoid immediately withdrawing operations after
depositing their funds and prevent multiple deposits & withdrawals of the same
size with one address for better privacy concerns.

6 Conclusion and Future Work

This paper presents the first systematic analysis of Tornado Cash on privacy
issues. A macro analysis of the transaction in the Tornado Cash ETH coin mixer
is performed. Based on the transaction time interval, two transaction patterns
are formalized and three heuristic address clustering rules are proposed. The
experimental results indicate that the presented methodology can reveal the
address linkability in the Tornado Cash ETH coin mixer.



Analysis of Address Linkability in Tornado Cash on Ethereum 49

In future work, we can also apply the proposed methodology to other tokens
with different transaction patterns.
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Abstract. Browser fingerprinting is a practical user tracking technol-
ogy widely adopted by many real-world websites to potentially track
users’ browsing behaviors. By collecting information such as screen res-
olution, user agent, and WebGL rendered data, the tracker can generate
a unique identifier for users without their knowledge, leading to a severe
violation of user privacy. Therefore, an effective detection and defense
technology for browser fingerprinting is needed to protect user privacy.
In this paper, we proposed FPFlow, a dynamic JavaScript taint anal-
ysis framework to detect and prevent browser fingerprinting. FPFlow
monitors the whole process of browser fingerprinting, including collect-
ing information, generating fingerprinting, and sending it to the remote
server. We evaluated FPFlow on TRANCO top 10,000 websites. Our
experiments showed that our framework could effectively detect browser
fingerprints. We found 66.6% of the websites performing fingerprinting
and revealed how browser fingerprinting is applied in real-world websites.
We also showed that FPFlow could prevent browser fingerprinting with
an acceptable overhead.

Keywords: Browser fingerprinting · Taint analysis ·
Privacy-enhancing technology

1 Introduction

Browser fingerprinting [21] is an online user tracking technique that collects a
vector of browser-specific information, such as user agent, screen resolution, and
installed browser fonts, etc., to uniquely identify the target browser. Previous
studies [15,22] showed that the uniqueness of browser fingerprint could be as high
as 89.4%. When combining hardware features by performing rendering tasks with
HTML Canvas API and WebGL, browser fingerprint can even track users across
browsers. Cao et al. [12] showed that they could uniquely identify more than
99% of 1,903 devices with 31 WebGL rendering tasks.

c© The Author(s) 2022
W. Lu et al. (Eds.): CNCERT 2021, CCIS 1506, pp. 51–67, 2022.
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Browser fingerprinting is widely used in several scenarios, such as personal-
ized content and targeted advertising. The widespread deployment of tracking
or user analyzing scripts allows trackers to track users across websites. Since
browser fingerprinting is stateless (does not rely on client-side storage of iden-
tifiers), it is hard to detect and mitigate. Moreover, even the private mode of
browsers cannot prevent browser fingerprinting.

Existing fingerprinting detection and prevention methods rely on pre-defined
rules or known scripts [7,8,16,17]. Yet, not all of the prevention methods actu-
ally “protect” users [14], and some may even make the browser easier to be
fingerprinted [10]. Prevention methods like Tor browser [6] will sacrifice user
experience(e.g., disable HTML Canvas API and fix the window size). Modern
browsers like Firefox have carried out countermeasures against browser finger-
printing. However, we found that Amiunique [1], a website investigating browser
fingerprinting, can still uniquely identify the latest version of browsers. It is in
dire need of an approach to detect and prevent browser fingerprinting, which
motivated us to conduct this research.

Our Study. In this paper, we consider a website as performing browser finger-
printing if it collects fingerprinting attributes and sends them to the remote
server. We proposed FPFlow, a dynamic taint analysis approach to detect
and prevent browser fingerprinting, leading to potential violation of user pri-
vacy. FPFlow marks fingerprinting related attributes as taint source. During
JavaScript execution, FPFlow propagates taint between the objects. When
JavaScript tries to initiate a web request that carries taint, FPFlow considers it
as a fingerprinting request and can block it.

We conducted a large-scale measurement study on TRANCO top 10,000
websites, a more reliable ranking list than Alexa [27]. Our result showed that
6,661 websites transmitted fingerprinting attributes. We further analyzed the
fingerprinting attributes used in real-world websites and the behaviors of the
tracking scripts.

Contributions: Our main contributions are:

– We proposed a data flow-based method to detect and prevent browser finger-
printing by monitoring all potential fingerprinting data transmission.

– We implemented FPFlow, an in-browser dynamic JavaScript taint analysis
framework to detect and prevent browser fingerprinting with an acceptable
overhead of 9.2%.

– We performed a large-scale analysis on TRANCO top 10,000 websites. We
found 66.6% of websites are sending out fingerprinting attributes, and dis-
cussed the behaviors of the related scripts.

2 Related Work

Browser Fingerprinting. Browser fingerprinting is a method to identify a web
browser without a stateful identifier like Cookie. Browser fingerprint is gener-
ated with a set of browser attributes such as user agent and screen resolution.
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Eckersley [15] conducted the Panopticlick experiment in 2010. He used browser
properties such as user agent, cookie-enabled to generate fingerprints, and used
Flash or Java applets to probe system fonts. Among 286,777 fingerprints col-
lected, 94.2% of them are unique when Java or Flash is enabled. Other browser
properties such as battery status [26], installed fonts [18], and extensions [28–30]
can also be used as browser fingerprinting.

Hardware features can also be used as part of browser fingerprinting. HTML
Canvas and WebGL are widely studied as browser fingerprints representing hard-
ware features. Mowery et al. [23] and Acar et al. [7] showed that rendered data
in HTML Canvas has slightly difference in different machine or browser that can
be used as browser fingerprinting. Cao et al. [12] carefully designed 31 WebGL
rendering tasks and can identify 99.24% of users in their experiment. Englehardt
et al. [16] discovered AudioContext based browser fingerprinting when crawling
Alexa top sites for online tracking behavior analysis. They tested the feasibility of
AudioContext based browser fingerprinting and found 713 different fingerprints
among 18,500 users.

Detection of Browser Fingerprinting. To understand browser fingerprint-
ing prevalence in the real-world, existing work proposed different methods to
detect browser fingerprinting. Nikiforakis et al. [25] discovered 0.4% of websites
in Alexa top 10,000 sites performing fingerprinting by looking for three known
fingerprinting scripts.

Several works studied the adoption of browser fingerprinting by monitoring
JavaScript APIs. Acar et al. [8] performed a large-scale study of browser fin-
gerprinting on Alexa top 1 million sites. They modified the rendering engine
to capture access to browser properties that can be used to perform browser
fingerprinting. In 2014, Acar et al. [7] performed a large-scale study on Canvas
fingerprinting. They monitored the calls and returns to Canvas API to decide
whether a website performs browser fingerprinting and found 5,542 out of 100,000
sites were performing Canvas fingerprinting. Englehardt et al. [16] crawled Alexa
top 1 million websites by monitoring the access to JavaScript native APIs. They
found 14,317 sites performing Canvas fingerprinting and 67 sites performing
AudioContext fingerprinting.

Al-Fannah et al. [9] crawled Majestic 10,000 sites and checked the web
requests sent out by browser. A website is defined as engaging fingerprinting
if at least one of 17 properties is present in the requests. They identified 6,876
sites that were performing browser fingerprinting.

Iqbal et al. [19] used a machine learning method to detect browser finger-
printing scripts. They extracted the AST of scripts and runtime API accesses
as features and found that 22.7% of Alexa top 10,000 websites were performing
browser fingerprinting.

Prevention of Browser Fingerprinting. To mitigate browser fingerprint-
ing, Torres et al. [31] introduced FPBlock, a framework to generate a new fin-
gerprinting for each visited domain to prevent cross-domain tracking. FPRan-
dom [20], PriVaricator [24], and Disguised Chromium [11] are frameworks
that prevent fingerprinting by randomizing browser properties or Canvas data.
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FaizKhademi et al. [17] proposed FPGuard. Their framework first detected
browser fingerprinting with 9 metrics. If suspicious behavior is detected,
FPGuard will modify the content of the fingerprint. Modern browsers have also
come up with fingerprinting protection strategies these years. Firefox blocks fin-
gerprinting related scripts with a tracking script list [2] to protect user from
browser fingerprinting.

Although various prevention methods have been proposed in academic
research, not all of them can actually “prevent” browser fingerprinting. Vas-
tel et al. [32] developed FP-Scanner to explore the inconsistencies of browser
fingerprinting to detect potential alters to fingerprinting attributes. Datta et al.
[14] evaluated 26 anti-fingerprinting tools and showed that not all of those pro-
tection methods are equal. Azad et al. [10] showed that all tools that attempt
to modify the JavaScript behavior are unique fingerprintable, which makes the
browser easier to be fingerprinted.

3 Motivation

Browser fingerprinting is a complex process in the JavaScript execution context.
Different fingerprinting scripts collect different properties and call different func-
tions to generate fingerprints. We call properties or functions used in browser
fingerprinting fingerprinting attributes. The fingerprint is generated on the
client-side and sent to tracking services through network requests. We call these
requests fingerprinting requests. To better understand browser fingerprinting,
we split the process of browser fingerprinting into five stages, as shown in Fig. 1.

Fig. 1. The process of browser fingerprinting.

Previous studies working on Canvas-based fingerprinting detection and pre-
vention [7,8,16,17] rely on rules defined by researchers. They monitor the access
to specific APIs on stage 2, but they could not confirm that the rendered data is
sent to the remote server. Their methods may lead to false-positive because
Canvas and WebGL are more and more widely used in real-world websites.
Besides, their methods cannot detect browser attributes based browser finger-
printing(e.g., the collection of user agent) because these attributes are likely to
be accessed in benign scripts. Al-Fannah’s study [9] checks whether the requests
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sent to remote server contains fingerprinting attributes in stage 4. However,
their work relies on the value of fingerprinting attributes. As a result, their work
cannot detect fingerprint encoding, which will miss some websites that perform-
ing fingerprinting. Nor can they detect Canvas based fingerprinting because the
canvas data is known before rendering.

In conclusion, existing work only focuses on a single stage of browser fin-
gerprinting. API monitoring based approaches focus on stage 2, and requests
checking-based approaches focus on stage 4. These methods do not take data
flow into consideration, so the accuracy and ability of fingerprint detection are
limited.

To fill the gap, we first define the browser fingerprinting behavior. We con-
sider a website performing browser fingerprinting if the client-side
JavaScript code collects fingerprinting attributes and sends them to
the remote server.

Note that websites may collect fingerprinting attributes for benign reasons
like user-agent statistics and language adaption. However, these websites are
still capable of tracking users with the collected data. Besides, the information
needed for providing client-side functionalities like user-agent and language can
be obtained in HTTP headers, which does not depend on JavaScript execution.
The website does not need to extract them from JavaScript context and send
them to the remote server, especially the third-party ones. As a result, we con-
sider websites that match our definition are all potentially involving browser
fingerprinting.

Based on the definition, we introduced data flow analysis to help detect and
prevent browser fingerprinting. We implemented a dynamic taint analysis frame-
work FPFlow. FPFlow is a modified Chromium browser. It marks all fingerprint-
ing attributes as taint source and all web request related functions as taint sink.
FPFlow tracks the full life cycle of fingerprinting attributes from stage 2 to
stage 4, and it can detect both browser attributes based fingerprinting and Can-
vas based fingerprinting. Our framework can recognize fingerprinting requests
and intercept them before sending them out to prevent browser fingerprinting.

4 Technique Approach

In this section, we introduce the technique approach of FPFlow. We first give
an overview of FPFlow in Sect. 4.1 to help understanding how FPFlow works.
The following parts of this section explain the implementation of FPFlow in
detail. Section 4.2 introduces the taint source and taint sink marked by FPFlow.
Section 4.3 introduces the taint table and taint name table used to store object
taints. Section 4.4 introduces bytecode instrument for runtime taint propagation
in FPFlow.

4.1 Overview

Figure 2 shows the abstract architecture overview of FPFlow. FPFlow extends
the JavaScript engine V8 and DOM engine Blink of Chromium with taint
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Fig. 2. Abstract architecture of FPFlow.

tracking capabilities. (1) When FPFlow visits a website, it first instruments
the bytecode generated by the V8 engine to enable taint propagation. The
instrumented bytecode is then executed by the V8 engine. (2) When JavaScript
accesses the fingerprinting-related APIs in DOM, the V8 object is marked as
tainted. (3) During the script execution, FPFlow propagates the taint between
JavaScript objects and updates the taint table and taint name table. (4) When
JavaScript tries to send a web request, FPFlow will check if the request carries
taint before performing it. (5) If the URL or body of the request carries taint,
a taint sink is triggered, and the corresponding log is generated. FPFlow will
intercept such requests to prevent browser fingerprinting.

4.2 Taint Source and Taint Sink

The DOM interface of Blink is defined in WebIDL1 files. WebIDL files define the
properties and functions of DOM API. The V8-Blink binding code is generated
according to WebIDL files from the code templates. FPFlow marks the taint
source and sink properties or function in WebIDL files and modifies the code
templates to hook the access to the taint source and sink.

FPFlow marks all fingerprinting attributes as taint sources. Fingerprinting
attributes can be a property of the DOM element (e.g., Cookie) or the return
value of a function (e.g. toDataUrl). When V8 tries to access the fingerprinting
attributes, Blink will return an object to V8 that holds the value. If the attribute
is marked as tainted, the return value is tainted with the name of the attribute.

Web tracking services need to collect user’s fingerprints to identify users.
Thus, the network request is a key step in browser fingerprinting that leads to
privacy threats. FPFlow marks all network-related functions as taint sink. To
prevent browser fingerprinting, FPFlow checks whether the request URL or body
contains taint before the requests are actually processed. If the request contains

1 https://heycam.github.io/webidl/.

https://heycam.github.io/webidl/
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taints, it is a fingerprinting request, and a taint sink is triggered. To prevent
browser fingerprinting, FPFlow checks the taints carried by the request. If the
request is recognized as an fingerprinting request, FPFlow skips the original
request and returns an undefined object directly.

The example of marked taint source and taint sink is shown in Table 1.
FPFlow marks 72 fingerprinting attributes as taint source (70 browser properties
and 2 JavaScript functions) and 5 functions as taint sink. A full list of taint
sources is available at https://github.com/FPFlow/FPFlow-project.

Table 1. Selected taint source and sink.

Type DOM APIs

Source (72 in total) Properties userAgent, innerHeight, colorDepth, Cookie etc.

Functions toDataUrl, getChannelData

Sink (5 in total) XMLHTTPRequest, HTMLElement.src,

WebSocket, Fetch, Navigator.sendBeacon

4.3 Taint Table and Taint Name Table

To record the taint carried by JavaScript objects, FPFlow maintains a taint
table, a hash table keyed on the internal addresses of V8 objects in each V8
instance. Once an object is tainted, FPFlow will add the object into the taint
table along with its taint. When taint is propagated from an object to another
object, the data in the object table is updated. As FPFlow uses object address
as the key of taint table, there two special cases that need to be handled [13].

First, V8 garbage collection may move objects in memory. When the object is
destructed or moved by V8 GC (garbage collection), FPFlow deletes or updates
the corresponding entry in the taint table.

Second, Smi is a special type of JavaScript object in V8, which represents
integers between −230 and 230 − 1. The address allocation pattern for Smi is
different from other types of objects in V8. Smi objects with the same value share
one address (e.g., all Smi objects with value 0x14 shares address 0x1400000000).
This feature optimizes the JavaScript runtime performance, but it causes over-
taint in our system. FPFlow solves this problem with two steps. Firstly, FPFlow
ensures that all values from the taint source are not Smi. If the taint source’s
value is a Smi value, FPFlow will convert it to HeapNumber, another number
representation in V8. Secondly, FPFlow stops the conversion from any other
type to Smi. Our method ensures that any object that carries taint cannot be
Smi, and only introduces a slight performance overhead.

To accelerate taint propagation, the taint carried by an object is represented
as a bitset. A bit in the bitset represents a certain kind of taint. If the object
carries the taint, the bit in the bitset is set to 1. The taint propagation operation
can be simplified to the logic or operation. We maintain a taint name table, which
maps the string name of taint to the specific bit in the bitset. FPFlow maintains

https://github.com/FPFlow/FPFlow-project
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one object taint table and one taint name table in each V8 instance to avoid
conflict.

4.4 Taint Propagation

Once Chromium receives JavaScript source code, V8 parses the source file and
generates the corresponding abstract syntax tree (AST). Then V8 generates
bytecode according to the AST. We implement taint propagation logic by instru-
ment additional bytecode in the V8 bytecode generation phase. The taint prop-
agation logic is wrapped in V8 runtime functions and called through a single
bytecode CallRuntime. Parameters related to taint propagation are passed to
the runtime function through registers. FPFlow considers direct taint propaga-
tion in the following scenarios:

– Property load: If object a is tainted, the properties of a like a.length carries
taint.

– Basic operations: Basic operations include mathematical operations, bit oper-
ations, logic expression. If one of the operands carries taint, the result of the
operation carries taint as well.

– Native function call: The native function calls in JavaScript are implemented
in C++. We need to propagate the corresponding taint when these functions
are called. These function includes encodeURIComponent, JSON.stringify,
toString, etc. If the parameter passed to the native function carries taint,
these functions’ return value also carries taints. We extract the address of
the native functions during V8 bootstrap and check if a called function is a
native function by comparing the function address.

An example of taint propagation is shown in Fig. 3. On line 1, the script gets
the value of navigator.vendor, the object that holds the value of variable x
carries the taint with name “navigator.vendor”. On line 2, the taint is propa-
gated from x to y because of the call to native functions. On line 3, the taint is
propagated from y to t because of binary operation add. On line 4, the script
tries to initiate a web request. The URL of the request (variable t) carries taint,
so a taint sink is triggered. FPFlow will log the sink event and intercept this
request.

Fig. 3. Example of taint propagation.
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4.5 Logging

FPFlow monitors all taint sinks and accesses to DOM API. For a taint sink,
FPFlow records its request method, target URL, the taint carried by the request
and the stack trace of the request. Each entry in the stack trace contains the
function name, the JavaScript file it belongs to and the line number. For API
access, FPFlow records the name of the accessed API and the access time.

5 Evaluation

In this section, we describe the experimental setup and present the result of
applying FPFlow on TRANCO top 10,000 websites. We did not use Alexa list
because previous research showed that Alexa rank is not stable and it changes
daily up to 20%, which makes comparability of results difficult [27]. We were
able to analyze the adoption of browser fingerprinting in those websites with
FPFlow. We found 66.6% of the websites transmitting browser fingerprinting,
which leads to potential browser fingerprinting based tracking. We also measured
the effectiveness of FPFlow in preventing browser fingerprinting.

5.1 Experimental Setup

We crawled the homepage of TRANCO top 10,000 sites and gathered their
behavior with FPFlow. FPFlow was driven by puppeteer [5] for automatically
testing. To avoid the interference between websites caused by cookies or browsing
history, we used a new browser instance for each website during the crawling
process.

We captured all the script data during the crawling process. We used mitm-
proxy [4] to intercept all requests to JavaScript files and stored them for further
analysis. In addition, we also used js-beautify [3] to format all JavaScript files
captured by mitmproxy so that FPFlow could get a clear stack trace when the
taint sink is triggered.

We waited for 120 s on each website during crawling to capture as many
requests as possible. Meanwhile, we need to leave enough time for JavaScript
code formatting since the size of loaded JavaScript code could be very large in
modern web applications.

5.2 Large Scale Experiment Result

The crawling process took 30 h to complete. The detailed result is available at
https://github.com/FPFlow/FPFlow-project. During the experiment, 40 web-
sites (0.4%) did not work properly (e.g., did not respond or returned an HTTP
error). In 9,960 successful crawled websites, 6,661 sites collected fingerprinting
attributes from user browsers and sent them to remote servers. We refer to such
websites as fingerprinting websites. Among the 6,661 fingerprinting websites,
6043 sent user data to the third-party domain, while 2,094 sent data to both
first-party and third-party domains.

https://github.com/FPFlow/FPFlow-project
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Table 2. Usage of tracking services.

Tracker domain Sites

doubleclick.net 5,208

google-analytics.com 4,333

google.com 2,006

googlesyndication.com 1,370

rubiconproject.com 1,354

facebook.com 1,274

adnxs.com 754

rlcdn.com 596

casalemedia.com 581

criteo.com 493

Table 3. Usage of attributes.

Attribute Used sites

UserAgent 6,397

Cookie 6,346

AppVersion 4,512

History:Length 4,473

Resolution 3,072

Platform 3,010

NavigatorLanguage 2,952

CookieEnabled 2,948

Screen:ColorDepth 2,319

Navigator:NavigatorPlugins 2,204

Fig. 4. Number of tracking services. Fig. 5. Number of attributes collected.

We analyzed the tracking services that fingerprinting requests are sent to.
Table 2 shows the most frequently used tracking services. We found that the
most commonly used browser fingerprinting service providers are Google. We
found 4,900 websites sending data to Google related domains2.

We find that 5,363 websites send user data to more than one fingerprint-
ing service. Figure 4 shows the number of tracking services used by TRANCO
websites. Among 6,661 fingerprinting websites, the fingerprinting attributes were
sent to an average of 5.59 domains. The maximum number of domains the fin-
gerprinting attributes were sent to is 74.

Fingerprinting Attributes Collected by Tracking Services. The most
used fingerprinting attributes are shown in Table 3. The widely used attributes
are widely discussed in previous researches [15,25].

2 google-analytics.com, doubleclick.net, google.com, googlesyndication.com.
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We found that document.cookie is widely used in browser fingerprinting.
This is because those tracking scripts are likely to store user fingerprint data in
cookie data. The tracking service provider can track fingerprint changes in the
client browser caused by software, operating system, and hardware update.

For rendering-based fingerprinting, we found 713 websites performing Can-
vas fingerprinting (including WebGL fingerprinting). Although previous research
showed that Canvas fingerprinting could achieve high accuracy, it is not widely
used in real-world websites, probably due to compatibility or performance rea-
sons. We extract the initiator script of requests carry Canvas data. By manually
inspecting the scripts, we found that Canvas fingerprinting scripts deployed to
real-world websites mainly based on two open-source projects fingerprintjs3 and
Picasso based canvas fingerprinting4. By matching the keyword fingerprintjs
and picasso-like-canvas, we found 334 websites use the fingerprintjs library,
and 192 websites use the Picasso library.

We also find an obfuscated canvas fingerprinting script5 is used by 88 web-
sites. Our experiment found 49 websites performing AudioContext based finger-
printing.

We use the API trace recorded by FPFlow and filter rules from previous
research to find Canvas-based font probing. More specifically, a website is per-
forming Canvas-based font probing if it sets the font property on a Canvas to
more than 20 different fonts and calls measureText over 20 times. We found
331 sites use Canvas-based font probing. We also found scripts using CCS-based
font probing. This method is a part of fingerprintjs library. It first creates a span
element, fills in some text, and sets a default font for text in span. To check if
a font F is supported, the script creates another span element, fills in the same
text, and sets the font to F. If the width and height of the two span elements
are different, font F is supported in the browser.

The number of fingerprinting attributes collected by each website is shown in
Fig. 5. A website collects 13.74 attributes on average, and the maximum number
of collected taints is 55.

Request Methods. Table 4 shows the fingerprinting request methods used by
TRANCO websites. We found that the most used request method is GET request
with src attribute and POST request with XMLHTTPRequest. We also found that
Fetch, SendBeacon, and WebSocket are also widely used in fingerprinting scripts,
which is not mentioned in previous browser fingerprinting research.

Fingerprinting Initiator Scripts. We extract the initiator scripts of finger-
printing requests by analyzing the stack trace when the taint sink is triggered
and comparing the initiator script with the target of the requests. Our result
shows that the most used scripts are from the top user tracking services. We
analyzed the number of different domains that a tracking script sends requests
to. Most of these scripts initiate requests to a single domain. Some scripts will

3 https://github.com/fingerprintjs/fingerprintjs.
4 https://github.com/antoinevastel/picasso-like-canvas-fingerprinting.
5 https://www.zalando.de/akam/11/2a40e12f.

https://github.com/fingerprintjs/fingerprintjs
https://github.com/antoinevastel/picasso-like-canvas-fingerprinting
https://www.zalando.de/akam/11/2a40e12f
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Table 4. Fingerprinting request methods.

Request method Used sites

XMLHTTPRequest 5,999

Element.src 4,795

Fetch 1,600

sendBeacon 1,319

WebSocket 128

send user data to several related domains. For example, scripts from google will
send data to google-analytics.com, google.com, googlesyndication.com
and doubleclick.net. We also find that some scripts try to load many differ-
ent tracking scripts. We refer to these scripts as tracker loader. For example,
we found 78 websites use tracking service from cdn.krxd.net. Each website
using this tracking service has a configuration script indicating what third-party
tracking service needs to be loaded.

Figure 6 is an example of the configuration script from cdn.krxd.net. The
loader script from cdn.krxd.net will load all third-party trackers into the web
page. Besides, the third-party trackers loaded by cdn.krxd.net use an id gen-
erated by the loader script, and the id is shared with those third-party services.
This means the third-party services can also track the user with the help of the
tracking service provided by cdn.krxd.net.

Fig. 6. A example of fingerprinting configuration script with shared user ID.

Fingerprinting Beacon. Our experiment shows that many sites sent user data
to a URL many times. These requests contain the same or different parame-
ters. We call a website sending fingerprinting beacon if it sends more than 5
requests to a single URL. We found 860 websites are sending fingerprint beacons,
and 674 sites are sending out fingerprint beacons with different parameters each
time.
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We analyzed the stack trace of the beacon requests and extracted the func-
tion names in the stack. We searched for keywords event and interval in func-
tion names and found matched function names in fingerprinting beacon from 57
sites. The matched function names includes postEvent, trackAnalyticsEvent,
GoogleAnalyticsEventTracking and setInterval. By manually analyze the
web page, we found that these requests are triggered at regular intervals or
when a specific event is triggered. For example, we found the script from jd.com
add fingerprinting events to the logo of the page. The fingerprinting request
is triggered when the user moves the mouse over the logo. This indicates that
the tracking service is tracking the user’s visit history and recording the user’s
detailed browsing behavior.

5.3 Evaluate the Accuracy of Taint Analysis

The lack of standard reference for browser fingerprint usage and the huge vol-
ume of front-end code make it difficult to analyze them all. Therefore, we eval-
uated the FPFlow detection results mainly by random sampling and manual
verification.

We randomly selected 50 websites that use browser fingerprinting. These 50
sites contain 400 requests containing tainted requests. We analyzed these browser
fingerprint requests manually. We determined whether the requests were false
positives by analyzing the information carried in the requests and the logic of
the script code that initiated the requests. In our manual analysis, we found
39 requests to be FPFlow false positives. The estimated false positive rate of
FPFlow is 9.75%.

5.4 Fingerprinting Prevention

Collection of only a few fingerprinting attributes is not enough to generate a
precise fingerprint for client user. As prevention method, we consider a request
as fingerprinting request if (1) it is using Canvas based fingerprinting or Audio-
Context based fingerprinting, or (2) it carries more than 10 taints.

To test the usability, we tested the extended FPFlow by manually browsing
the top 50 sites in the TRANCO list. We stopped for 1 min to perform basic
operations for each site, like click the link and log in. The fingerprinting requests
were successfully blocked, and we did not observe any abnormalities during the
test.

Previous research [19] discussed the page breakage caused by request block-
ing. They stated that URL blocking-based protection could affect the user expe-
rience because request blocking will block the content loading. FPFlow won’t
block the resource loading request (e.g., loading content from a tracker or adver-
tising domain). Instead, FPFlow only intercepts data transmission requests. We
found that these requests seldom return data. For example, many fingerprinting
requests using src attributes requests for a zero-size GIF image. Such requests
are only used for collecting client data, and they do not load anything. As a
result, blocking such requests will not cause breakage to the web page.
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We also evaluated the overhead of FPFlow by comparing it with the original
Chromium browser. Since the API access monitoring feature of FPFlow is only
used to compare the result with previous work and introduces relatively large
IO overhead, we disabled the API access monitoring feature in the performance
testing. We selected the TRANCO top 100 sites and loaded them with FPFlow
and original Chromium. We recorded the time from the start of the two browsers
to the end of the page loading. The performance overhead ranges from 6% to
13%, with an average of 9.2%.

6 Discussion

Our Improvements to Previous Approaches. Comparing with API moni-
toring based detection and prevention [7,8,16,17], FPFlow can reduce false pos-
itives. We found radio garden6, an online FM website using Canvas and WebGL
to generate the background of the page. The API access trace of this website
contains many operations related to WebGL, and the generated image data is
retrieved through API toDataURL. It is likely for previous work to mistake this
website as performing Canvas fingerprinting. However, FPFlow showed that the
rendered data is not sent to the remote server.

Fig. 7. Fingerprinting encoding script.

We found that encoding or hashing browser fingerprints is a common practice.
The encoded fingerprinting is transmitted through the web or stored in Cookie as
a user identifier. Comparing with request checking based detection [9], FPFlow
is not limited by fingerprint encoding since encoding or hashing does not cut
off taint propagation. Figure 7 is a formatted code snippet from https://wl.jd.
com/wl.js. The fingerprinting data (including location, user agent, and rendered
Canvas data) is hashed with the MD5 algorithm.

Limitations. Although FPFlow can detect fingerprinting attributes transmis-
sion, it has several limitations. First, FPFlow propagates taint only with explicit
data flow, and it is not able to propagate with implicit data flow, which results
in false negative. As a result, our experiment revealed the lower bound of the

6 http://radio.garden/.

https://wl.jd.com/wl.js
https://wl.jd.com/wl.js
http://radio.garden/
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current deployment of potential browser fingerprinting. Second, FPFlow can-
not detect WebRTC fingerprinting and JavaScript font probing because these
techniques do not rely on the return value of certain API. These fingerprint-
ing methods can be detected with the API accessing pattern, as mentioned in
previous researches.

7 Conclusion

In this paper, we introduced FPFlow, a pure dynamic taint analysis framework
upon Chromium to detect and prevent browser fingerprinting. FPFlow monitors
the data flow from retrieving fingerprinting attributes to sending them to track-
ing service. Based on FPFlow, we conducted a large-scale browser fingerprinting
detection on TRANCO top 10,000 sites and found that 66.6% of the websites
are transmitting fingerprinting data, leading to potential fingerprinting based
tracking. Meanwhile, our experiments revealed the behavior of fingerprinting
scripts such as tracker loader and fingerprinting beacon. We also showed that
FPFlow could prevent browser fingerprinting with no sacrifice to user experi-
ence. Our work introduces data flow analysis to have a better understanding of
how browser fingerprinting is adopted in the real world.
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W.: Tranco: a research-oriented top sites ranking hardened against manipulation.
arXiv preprint arXiv:1806.01156 (2018)

https://doi.org/10.1007/978-3-642-14527-8_1
https://doi.org/10.1007/978-3-642-14527-8_1
https://doi.org/10.1007/978-3-319-20810-7_21
https://doi.org/10.1007/978-3-319-20810-7_21
https://doi.org/10.1007/978-3-662-47854-7_7
http://arxiv.org/abs/2008.04480
https://doi.org/10.1007/978-3-319-62105-0_7
https://doi.org/10.1007/978-3-319-29883-2_18
https://doi.org/10.1007/978-3-319-29883-2_18
http://arxiv.org/abs/1806.01156


FPFlow: Detect and Prevent Browser Fingerprinting 67

28. Sjösten, A., Van Acker, S., Sabelfeld, A.: Discovering browser extensions via web
accessible resources. In: Proceedings of the Seventh ACM on Conference on Data
and Application Security and Privacy, pp. 329–336 (2017)

29. Starov, O., Laperdrix, P., Kapravelos, A., Nikiforakis, N.: Unnecessarily identifi-
able: quantifying the fingerprintability of browser extensions due to bloat. In: The
World Wide Web Conference, pp. 3244–3250 (2019)

30. Starov, O., Nikiforakis, N.: XHOUND: quantifying the fingerprintability of browser
extensions. In: 2017 IEEE Symposium on Security and Privacy (SP), pp. 941–956.
IEEE (2017)

31. Torres, C.F., Jonker, H., Mauw, S.: FP-Block : usable web privacy by controlling
browser fingerprinting. In: Pernul, G., Ryan, P.Y.A., Weippl, E. (eds.) ESORICS
2015. LNCS, vol. 9327, pp. 3–19. Springer, Cham (2015). https://doi.org/10.1007/
978-3-319-24177-7 1

32. Vastel, A., Laperdrix, P., Rudametkin, W., Rouvoy, R.: FP-scanner: the privacy
implications of browser fingerprint inconsistencies. In: 27th {USENIX} Security
Symposium ({USENIX} Security 18), pp. 135–150 (2018)

Open Access This chapter is licensed under the terms of the Creative Commons
Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/),
which permits use, sharing, adaptation, distribution and reproduction in any medium
or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were
made.

The images or other third party material in this chapter are included in the
chapter’s Creative Commons license, unless indicated otherwise in a credit line to the
material. If material is not included in the chapter’s Creative Commons license and
your intended use is not permitted by statutory regulation or exceeds the permitted
use, you will need to obtain permission directly from the copyright holder.

https://doi.org/10.1007/978-3-319-24177-7_1
https://doi.org/10.1007/978-3-319-24177-7_1
http://creativecommons.org/licenses/by/4.0/


Anomaly Detection



Deep Learning Based Anomaly Detection
for Muti-dimensional Time Series: A Survey

Zhipeng Chen1, Zhang Peng2,3, Xueqiang Zou1(B), and Haoqi Sun2,3

1 National Internet Emergency Center, CNCERT/CC, Beijing 100029, China
zouxueqiang@cert.org.cn

2 School of Cyber Security, University of Chinese Academy of Sciences, Beijing 100864, China
3 Institute of Information Engineering, Chinese Academy of Sciences, Beijing 100093, China

Abstract. Multi-dimensional time series are multiple sets of variables collected
in chronological order, which are the results of observing a certain potential pro-
cess according to a given sampling rate. It also has the ability to describe space
and time and is widely used in many fields such as system state anomaly detec-
tion. However, multi-dimensional time series have problems such as dimensional
explosion and data sparseness, as well as complex pattern features such as periods
and trends. Such characteristics lead to rule-based anomaly detection methods
suffer from poor detection effects. In the big data scenario, deep learning method
begins to be applied to anomaly detection tasks for multi-dimensional time series
due to its wide coverage and strong learning ability. This work first summarizes the
definitions of anomaly detection for multi-dimensional time series and the chal-
lenges it faces. Related methods are sorted out, and then the deep learning-based
method is emphasized. The existing work and its advantages and disadvantages
are summarized. Finally, the shortcomings of the existing algorithms are clarified
and the future research direction is explored.

Keywords: Anomaly detection ·Muti-dimensional time series ·Machine
learning · Deep learning

1 Introduction

With the rapid development of the information age, the amount of data has exponentially
increased. In the environment of big data, how to mine the hidden information from the
massive data is a new topic and challenge for the development of information technology.
At the same time, there are a lot of abnormal patterns in these data, which also contain
a lot of important information. Anomaly detection actually refers to finding the data
that does not match the normal pattern in the data [1]. Such mismatched data is called
anomaly or outlier. Abnormal patterns and outliers are two types of detected entities in
anomaly detection task. As shown in Fig. 1, the types of abnormalities mainly include
abnormal points and abnormal sequences. In anomaly detection, traditional heuristic
rules set thresholds based on historical data. If the value of a point exceeds or falls below
the threshold, the point is classified as a “point anomaly”. At present, most of the existing
work is aimed at the detection of abnormal points.
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An abnormal sequence refers to a continuous abnormal pattern in data points within
a continuous period of time. For example, a time series has the same trend every day
from 7 am to 9 am, indicating that the series has a certain periodicity. If the trend changes
on a certain day, it is more likely that there will be an anomaly on that day. The anomaly
detection method for sequence is more complex than anomaly points, and the real-time
effect of the algorithm is poor.

Fig. 1. Two types of anomalies (points and sequence).

An abnormal sequence refers to a continuous abnormal pattern in data points within
a continuous period of time. For example, a time series has the same trend every day
from 7 am to 9 am, indicating that the series has a certain periodicity. If the trend changes
on a certain day, it is more likely that there will be an anomaly on that day. The anomaly
detection method for sequence is more complex than anomaly points, and the real-time
effect of the algorithm is poor.

There are many reasons for the abnormal pattern of the data. Firstly, there may be
an error in the system, causing some noise and missing values in the data; secondly,
there may be that an unknown or deviated data from the normal pattern is generated in
the system, which means that there is an abnormality. When analyzing the real data set
in the real world, it is necessary to identify the abnormal pattern, that is, to distinguish
the data points in the data sample set that deviate from the normal pattern, and to dig
out the relevant information hidden in the abnormal data. At present, anomaly detection
is applied in many fields, such as fraud detection, network intrusion detection, medical
anomaly detection, log anomaly detection, video surveillance anomaly detection, and
industrial IoT big data anomaly detection. At the same time, the data entities in most of
the above fields are typical time series data.

Time series data are recorded periodically in the form of series for the data describing
the system behavior at each moment. System behavior may change due to some external
events or changes in the internal state of the system. Therefore, for time series data,
a large amount of system-related information can be mined from factors such as data
trends, peaks, valleys, and periodicity.

Multi-dimensional time series are groups of ordered variables collected according
to time sequence and a given sampling frequency. They are the result of observing a
certain potential process and have the ability to describe space and time at the same
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time. Broadly speaking, a multi-dimensional time series is composed of multiple single-
dimensional time series. For example, the CPU utilization rate collected from a server is
a single-dimensional time series, while a multi-dimensional time series records multiple
system indicators at the same time. In the system operation and maintenance monitoring
scenario, the monitoring of the real-time status of the database includes multiple indica-
tors such as the number of transactions per second, the number of active sessions, and
the number of connected sessions and other indicators. That is, the real-time status of
the database will be determined by multiple indicators.

Time series data is strongly correlatedwith time. The longer the time period, themore
data generated, and the greater the amount of time series data in the time dimension.
Existing work mostly uses sliding windows to cut the time series and divide them into
multiple sub-sequences with smaller dimensions before analysis. As shown in Fig. 2,
assuming that thewindow size of the slidingwindow is 4 and the step size is 2, a sequence
with a length of 12 is divided into 5 sub-sequences, and there is overlap between the
sub-sequences. The window and step length parameters should be analyzed in detail
according to the specific algorithm.

Fig. 2. Use sliding window to segment spatio-temporal series.

In addition, the multi-dimensional time series contains complex periodic com-
ponents, trend components, and high-frequency residual components. As shown in
Fig. 3, concept drift, periodic change and other phenomena may occur in different
time periods of a time series, and there is certain noise. The particularity of multi-
dimensional sequence data makes it difficult to directly model time series and apply
them to downstream anomaly detection tasks.

In this context, methods such as heuristic rules based on the establishment of alarm
thresholds are no longer suitable for anomaly detection in big data scenarios. The industry
expects to learn the internal correlation and essence of massive data through the idea
of deep learning, and detect the possible anomalies in the system through artificial
intelligence. At present, how to apply deep learning and other algorithms to anomaly
detection tasks oriented to multi-dimensional time series is also one of the research
hotspots in the industry and academia in recent years.
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Fig. 3. Complex pattern in time series.

In this paper, the multi-dimensional time series-oriented anomaly detection technol-
ogy and methods are described and summarized. The main arrangements of the paper
are as follows: the first part of the introduction mainly introduces related definitions and
research background, and the second part summarizes the challenges and difficulties
faced by the multi-dimensional time series-oriented anomaly detection task. The third
to fifth parts mainly organize and analyze different anomaly detection methods. Which
focuses on summarizing the anomaly detection methods based on deep learning. Finally,
the sixth part summarizes the shortcomings of anomaly detectionmethods based on deep
learning, and looks forward to the future research direction.

2 Challenge

Multi-dimensional time series data is strongly related to time. The data at a certain
moment records the real-time status information of the system at that moment, which
has the characteristics of dimension explosion and data imbalance, and most of the
application fields require high real-time performance for anomaly detection. At the same
time, the time series contains a large number of complex temporal and spatial semantic
features such as cycles and trends, which brings challenges to anomaly detection tasks
for multi-dimensional time series.

2.1 Dimensional Explosion

The time series is strongly correlated with time. The longer the time period, the higher
the time dimension of the collected data. Since the monitoring of the system is 7 * 24
uninterrupted, the amount of monitoring data will continue to grow as time goes by. At
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the same time, in the process of collecting data, some data may be lost due to sensor
failure and other reasons; noise datamay also be collected due to system failure and other
reasons. For this kind of data, it is necessary to preprocess the noise and missing values
in the time series to reduce the dimensionality of the data before performing anomaly
detection.

2.2 Concept Drift

In the real world, time series are generally a non-stationary series, that is, the mean and
variance of the time series do not obey a certain distribution, so there are very large
limitations in the feature representation. For example, the difference integrated moving
average autoregressive model (ARIMA) [2] has poor prediction effect for non-stationary
series. In the process of time series anomaly detection, as time changes, both the abnormal
mode and the normal mode of the sequence may change, that is, the phenomenon of
concept drift occurs. At the same time, change points may also occur in the time series.
These factors will affect the accuracy of anomaly detection results.

2.3 Complex Semantics

Time series data has natural time semantics, that is, the system state at time t + 1
may be related to the system state from time 1 to t. In addition, time series may have
characteristics such as periodicity and periodicity. For example, a company draws and
analyzes the historical data of system monitoring indicators, and finds that the data line
chart shows some similar trends at a specific time of each day, from which some system
related information can be diged out.

There are not only temporal semantics but also spatial semantics inmulti-dimensional
time series data. The concept of spatial semantics is mainly derived from the spatial
dimensions ofmulti-dimensional time series data.Whenmonitoring the state of a system,
there may be multiple monitoring indicators, and there is a certain correlation between
data of different dimensions and jointly determine the current system status. Therefore,
for multi-dimensional time series data, it is necessary to mine spatial semantics in spatial
dimensions.

When analyzing time series data, there may also be external semantic features in the
data. For example, the UAH-DriveSet [3] dataset collects driving behavior data during
six driving sessions, and records the speed and direction of the car at each moment. At
the same time, the data set additionally records the type of road (highway, urban road,
village lane, etc.) that is driven each time. The characteristics of this dimension have
nothing to dowith temporal and spatial semantics, but it has a key impact on the accuracy
of anomaly detection results.

It can be seen that there are temporal semantics, spatial semantics and external
semantics in multi-dimensional time series. The heuristic rule method based on thresh-
old setting cannot mine rich and complex semantic features, which further affects the
accuracy of anomaly detection.
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2.4 Data Sparse

In a period of time, abnormal patterns only account for a small part, and most of the
sequences are normal patterns. Similarly, in most public data sets related to time series,
the number of abnormal patterns in the sample set is very small, and the imbalanced data
sets cause certain classifiers in machine learning to have a certain bias. At the same time,
there are very fewpublic data sets for time series. The public data sets available areYahoo
Benchmark [4] and Numenta Anomaly Benchmark [5]. Since deep learning methods
require a large amount of training data, the data volume of existing public data sets
cannot meet the requirements. Existing works mostly use private data sets to expand the
data volume, and the private data sets are generally unlabeled. On the one hand, because
anomaly detection is a typical two-class or multi-classification task, it is difficult to use
unsupervised learning algorithm directly because of its high dependence on data labels;
on the other hand, if the algorithm adopts supervised and semi-supervised learning
methods, It is necessary to label time series data, which requires strong professional
knowledge and it is very labor intensive.

2.5 Poor Scalability

Anomaly detection is roughly divided into offline detection and online detection. Offline
detection refers to the analysis of historical data to extract abnormal patterns;while online
detection is the real-time analysis and monitoring of the system status. In an industrial
environment, the version of the systemwill continue to changewith the update of require-
ments and the improvement of the architecture, resulting in frequent changes in the data
entities in the online inspection process, and the dimensionality of the collected time
series data continues to increase. However, existing algorithms generally only analyze
historical data, and the model has poor scalability, so it can not be applied to indus-
trial production environments. In addition, the online detection method needs to control
the calculation time delay of the algorithm to a lower range. If the abnormality can
be detected earlier, the more the loss caused by the abnormality of the system can be
recovered, but this puts higher requirements on the calculation time of the algorithm.

2.6 Summary

The challenges of anomaly detection algorithms for multi-dimensional time series are
summarized in Table 1. The anomaly detection task is generally divided into four
steps: data collection, data preprocessing, feature representation learning, and anomaly
detection. In the above process, there may be problems such as data sparseness, noise
and missing values, complex semantic information, and poor real-time performance of
algorithms.



Deep Learning Based Anomaly Detection for Muti-dimensional Time Series 77

Table 1. Summary of challenges during multi-dimensional time series-oriented anomaly detec-
tion process.

Process Challenge Description

Data source Lack of public dataset Data points in existing public dataset
[4, 5] are far from enough

Unbalanced dataset The proportion of abnormal points too
low causes the Classifier to be biased

Data preprocess Noise and missing value Noise and missing value in real world
data interfere with model
performance

Feature learning Complex contextual information Temporal-spatial and external
semantics are included in real world
data which makes it too hard to
extract them all

Seasonal shift Real world data contains seasonal
component

Trend change Real world data contains trend
component

Concept drift Real world data suffer from concept
drift which makes the performance of
trained model drop

Anomaly detection High computational cost Online mode calls for low latency
which makes many existing
expensive computa-tional cost model
not applicable

In recent years, there have been more related works based on heuristic rule methods
to detect abnormal patterns in single-dimensional time series, and there have also been
more mature applications in industrial system monitoring. However, with the increasing
complexity of the system architecture, the anomaly detection entities have evolved from
a simple single-dimensional time series to a multi-dimensional time series, resulting in
a significant decline in the detection accuracy based on heuristic rule methods. In view
of the above difficulties, the following chapters will sort out and analyze the rule-based
anomaly detection methods, and discuss their limitations and deficiencies in detail.

3 Rule-Based Anomaly Detection Algorithm

The method based on heuristic rules has been applied more maturely in the task of
anomaly detection for single-dimensional time series, and the detection effect is better.
However, due to the increasing complexity of the system and the explosive growth of data
volume, anomaly detection entities have evolved from a single-dimensional time series
to a multi-dimensional time series, resulting in rule-based methods no longer suitable
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for anomaly detection in a big data environment. This section will sort out the rule-based
method and summarize its shortcomings.

The method based on heuristic rules is very simple and intuitive. By observing
historical data, a maximum threshold and a minimum threshold are set manually. Once
the value of a certain point exceeds a given range, it will be judged as an abnormal point.
However, setting the threshold requires very strong prior knowledge and a large amount
of historical data, which will consume a lot of manpower and material resources. At
the same time, there may be phenomena such as conceptual drift in the time series. For
example, when the system is upgraded, the distribution of the whole time series data
will change, so that the previously set threshold may no longer be applicable, and the
method’s universality is poor.

An improvement to the heuristic rule is to introduce the concept of statistics, that is
to calculate the mean and variance according to the historical data, and set the threshold
automatically according to these indicators. Another similar statistical method is the
box plot method. The box plot method divides the data into several “boxes” through
the minimum non abnormal observation, lower quartile Q1, median, upper quartile Q3
and maximum non abnormal observation, and any data not in the box is classified as
abnormal [6]. The box plot method is often used in the detection of abnormal points in
the medical field.

The advantage of this type of method is that the algorithm has high real-time per-
formance and can meet the requirements of real-time detection in terms of computing
speed. It is suitable for the concept of real-time monitoring and alarm generation of
machines and equipment in an industrial environment. However, the shortcomings of
statistical methods lie in the inability to capture the spatial and temporal semantic char-
acteristics of time series data, and the time series data in the real world are generally
non-stationary, with periodicity, concept drift and other phenomena. There are some lim-
itations in using the method of fitting distribution to divide the data. At the same time,
for multi-dimensional time series, it is necessary to set a threshold for each dimension
separately, which leads to the reduction of the usability and universality of the heuristic
rule method. Therefore, the false negative rate and false positive rate are relatively high
in the process of anomaly detection.

In recent years, machine learning algorithms have developed rapidly, and their the-
ories and methods have been widely used to solve complex problems in engineering
applications and scientific fields. Machine learning methods have good interpretability
and strong generalization ability, and they are also widely used in anomaly detection
tasks. The followingwill sort out and summarize the relatedwork usingmachine learning
methods.

4 Anomaly Detection Algorithm Based on Machine Learning

As a research hotspot in the field of pattern recognition and artificial intelligence,
machine learning has been used to solve some complex problems in the industry and
academia, including anomaly detection. In recent years, Yahoo has developed a time
series anomaly detection framework EGADS [7], which belongs to the state-of-art
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method in KPI anomaly detection. Broadly speaking, anomaly detection can be divided
into three major categories, namely supervised methods, semi-supervised methods and
unsupervisedmethods. The supervisedmethods require data sets to be labeled. However,
most data sets in the industry are unlabelled, because data labeling consumes a lot of
manpower andmaterial resources. Therefore, it is relatively difficult to implement super-
vised methods. In recent years, some work tends to use semi supervised or unsupervised
methods to detect anomalies in time series.

Fig. 4. Anomaly detection algorithms based on machine learning.

According to the principle of the method, the anomaly detection method based on
machine learning can be divided into three parts: clustering basedmethod, classification-
based method and prediction method, as shown in Fig. 4. These three parts will be
introduced in detail below.

4.1 Clustering-Based Method

Clustering is an unsupervised machine learning algorithm, which has a wide range of
applications in the engineering field because the clustering algorithm does not require
the data set to be labeled. The algorithm uses the idea of the distribution difference
between normal points and abnormal points in the vector space to project them into the
vector space. At present, some mainstream clustering algorithms mainly include the K-
means algorithm (K-means), the nearest neighbor algorithm (KNN), the density-based
clustering algorithm (DBSCAN), and the maximum expectation (EM) clustering using
Gaussian Mixture Model (GMM).

Among them, Ramaswamy et al. [8] used the KNN algorithm [9] to detect anoma-
lies in the data using a distance-based method, calculating the K proximity distance for
each point in the data set. Then using a threshold method, once the distance exceeds the
threshold, the point is judged to be abnormal. However, this algorithm requires man-
ual determination of some parameters and abnormal thresholds, and is very sensitive to
data changes. Li et al. [10] proposed a KPI clustering framework ROCKA to solve the
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problem of too many training models caused by too many KPIs in industry. The frame-
work first preprocessedKPIs and extractedKPI baselines, then using density aggregation
DBSCAN [11] to cluster KPIs, and divides similar KPIs into the same category. Accord-
ing to the above ideas, bu et al. [12] extracted 14 dimensional features such as SVD [13],
Holt winters [14], wavelet [15] for each KPI baseline to train anomaly detection model,
which greatly reduced the number ofmodels to be trained. In general, clusteringmethods
are widely used in the field of anomaly detection. However, because clustering meth-
ods divide data points by distance, density or distribution, they still cannot capture the
temporal and spatial semantics of time series.

4.2 Classification-Based Method

The classification-based method uses the given data label in the training set or a custom
anomaly threshold to train the model and classify the data. At present, the commonly
used classification algorithms in the field of anomaly detection include support vector
machine SVM [16], isolated forest and random forest.

Chen et al. [17] used the ARIMA [2] model to model the network traffic, extracted
themulti-dimensional related features in the network traffic, and subtracted the real value
from the predicted value of themulti-dimensional feature to construct the residual vector,
and used OC-SVM to classify residual vector to realize anomaly detection of network
traffic. Min et al. [18] first used the PCA algorithm to reduce the dimensionality of the
time series, then used a sliding window to divide the time series and extract relevant
features, finally used 1-SVM to detect anomalies in the sliced time series fragments.

In addition, decision tree algorithms are also widely used in anomaly detection. Zhou
et al. [19] proposed an isolation forest algorithm for anomaly detection, which estab-
lished multiple decision trees for multi-dimensional features to detect global outliers.
Aryal et al. [20] improved the isolation forest algorithm to make it suitable for local
anomaly detection. Liu [21] used the idea of random forest to extract hundreds of fea-
tures from the labeled KPI data set, and trained the classifier through integrated learning.
In response to the problem of data labeling, Zhao et al. [22] proposed a KPI sequence
labeling framework Label-Less. Firstly, all candidate abnormal subsequences in KPI
were screened by using isolated forest algorithm and setting an abnormal threshold,
and then the similarity between all candidate sequences and manually selected abnor-
mal sequences was calculated by using similarity alignment algorithm dynamic time
warping (DTW), The candidate sequences with the highest similarity are marked as
exceptions. The time of manual annotation can be reduced by 90%.

4.3 Method-Based Prediction

The method based on prediction mainly obtains the deviation degree by making the
difference between the real value and the predicted value, and determines whether the
data point is abnormal by the size of the deviation degree. The common prediction algo-
rithms in time series include differential integratedmoving average autoregressivemodel
(ARIMA),Holt-Wintersmethod (Holt-Winters) and prophet proposed byFacebook [23].
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The ARIMA model is mainly used to predict short time series, and is only suitable
for stationary series. However, the real sequence is generally a non-stationary sequence,
so this model has certain limitations. The Holt-Winters algorithm is suitable for non-
stationary series with linear trends and periodic fluctuations. The exponential smoothing
method is used to fit the time series and make predictions. Similar to ARIMA, Holt-
Winters can only predict short-term time series. The prophetic algorithm proposed by
Facebook can automatically process outliers and missing values, and decompose the
time series into trend, seasonal and holiday components, and fit the above components
separately to predict the future trend of the time series.

To a certain extent, machine learning algorithms can make up for the shortcom-
ings of heuristic rule-based methods in usability and universality. However, machine
learning algorithms need to manually extract time series features, and the accuracy of
anomaly detection directly depends on feature engineering. The high dimensionality of
multi-dimensional time series brings greater challenges to extracting and constructing
representative sequence features. In recent years, the academic community has proposed
to apply the idea of deep learning to time series-oriented anomaly detection tasks, using
models to learn the internal correlations ofmassive data, and automatically construct fea-
tures to solve the limitations and limitations of the above-mentioned traditional methods
insufficient.

5 Anomaly Detection Algorithm Based on Deep Learning

Deep learning is an extension of the field of machine learning. By learning the sample
rules and internal representations in the data set, it has solved many pattern recognition
problems. It has been applied to search recommendation, data mining, natural language
processing and other researches field. At the same time, due to the high dimensionality
and large amount of data in time series data, traditional outlier detection algorithms are
no longer suitable for large-scale time series data sets. Chalapathy et al. [24] proposed the
concept of deep anomaly detection through the idea of deep learning, the discriminative
features in time series are represented and learned, and the features are automatically
selected by using the model, which saves the step of manual feature selection by domain
experts. However, the distinction between normal points and abnormal points in a data set
is often relatively vague in most fields and may change. This kind of unclear boundary
also brings challenges to deep anomaly detection methods, which often need to be
analyzed for specific business.

At present, according to the principle of the method, deep anomaly detection can
be divided into regression-based methods and dimensionality reduction methods. The
following will focus on these two methods (Fig. 5).
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Fig. 5. Anomaly detection algorithms based on deep learning.

5.1 Method-Based Regression

One of themainstreammethods in the current time series anomaly detection task is to use
the idea of regression and use a certain sequence prediction model to predict the value
at t + 1 based on the observation value at the previous t time, and make the difference
with the real value at that time to evaluate whether the time series at that moment is
abnormal.

At present, several mainstream series prediction models based on deep learning
mainly include recurrent neural network (RNN) [25], long-term and short-term memory
artificial neural network (LSTM) [26], gated cyclic unit (Gru) [27], and time convolution
network (TCN) proposed by Bai et al. [28] in 2018.

RNN is a type of recursive neural network that takes sequence data as input, recur-
sively in accordance with the advancement direction of the sequence, and all cyclic unit
nodes are connected in a chain. RNN can capture the temporal and spatial semantics
in the time series, but it is easy to produce phenomena such as gradient disappearance
during the training process, and the recursive training process cannot be parallelized,
and the model convergence speed is slow. In order to solve problems such as the gradi-
ent disappearance of RNN, LSTM improves RNN by adding input gates, output gates,
forget gates and memory units to the network, which can learn long-term dependencies
in time series and record time series Important events with long intervals and delays.
GRU is a variant of LSTM, which simplifies the network structure of LSTM, introduces
update gates and reset gates, saves important features in the time series through the gate
function, and ensures that the gradient is not lost during the training process. Compared
with LSTM, GRU has reduced the number of parameters, which can accelerate model
convergence. TCN is a newly proposed time series prediction model based on Convolu-
tional Neural Network (CNN) [29] in recent years. It uses causal convolution to capture
short-term sequence semantics, expanded convolution to capture long-term dependent
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semantics, and finally passes through a layer of residual the difference network solves
the problem of the disappearance of the gradient, and predicts the time series through the
above ideas. As a variant of CNN, TCN is different from models such as RNN in that it
can support parallel computing, so it can accelerate model training. The following will
introduce in detail the related work applied to the above models in anomaly detection
tasks.

Among them, in the RNN-based model, Thi et al. [30] and Bontemps et al. [31]
regard the network intrusion detection task as a binary classification problem, and use
RNN to model the sum of deviations of an entire time series to detect abnormal patterns
in the data set. Banjanovic mehmedovic et al. [32] constructed a data-driven model
based on neural network for real-time monitoring of thermal power plant system, and
used MLP [33], RNN and probability and statistics models for comparison. Saurav
et al. [34] analyzed the shortcomings of modeling historical data in offline environments
for anomaly detection tasks. Due to the dynamic changes of real-time data in the real
environment, the normal mode in the time series may change, which greatly reduces the
accuracy of model detection. This paper improves RNN with the idea of incremental
learning, integrates new data in the real production environment, detects abnormal points
and change points in the time series according to the difference between the predicted
value and the real value, and updates the RNN network parameters at the same time, So
that the model can monitor the anomalies in the online environment in real time. Guo
et al. [35] proposed an adaptive gradient learning method based on RNN for time series
prediction tasks, which modeled the local features in the time series, and automatically
weighted the loss gradient of new observations generated in real time to the existing
historical data, so as to achieve the purpose of adaptive learning. Experiments are carried
out on artificial data sets and real data sets, and the effect of the model is evaluated. Qin
et al. [36] proposed an RNN autoencoder based on the attention mechanism, which can
more accurately predict the long-term dependence in the time series.

As a variant of RNN, LSTM also has a very wide range of applications in time series
anomaly detection tasks. Malhotra et al. [37] used the normal points in the data set to
train the LSTM, and modeled the error between the predicted value and the true value
of multiple points in a period of time as a multivariate Gaussian distribution, which
was used to evaluate the possibility of abnormality at each time point. Sucheta et al.
[38] applied similar ideas to the task of ECG signal detection. Donghyun et al. [39]
introduced the concept of edge computing to the anomaly detection model based on
LSTM, which can accelerate calculations and reduce network resource consumption.
The proposed system LiReD has been applied to real-time monitoring of industrial
environments and achieved good performance. Hundman et al. [40] applied LSTM to
the spacecraft anomaly monitoring task. In this paper, the time series data generated
by each sensor are modeled separately, and an unsupervised and parameterless anomaly
threshold calculation method is proposed to set the anomaly limits. LSTM is also widely
used in automobile control network [41], industrial Internet of things monitoring [37],
network traffic monitoring [42] and other fields.
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In addition, Fu et al. [43] used LSTM and GRU to predict traffic flow, and proved
that deep learning can achieve better results than ARIMA and other traditional statis-
tical models through experiments. Mohsin et al. [44] proposed an anomaly detection
framework DeepAnT, the DeepAnT is divided into two parts, namely the prediction
component and the anomaly detection component. The prediction component refers to
the idea of the TCN convolutional network, the output prediction value is input to the
detection component, and the Euclidean distance [45] between the prediction value and
the true value is used to determine whether an abnormality occurs at this moment. In the
past two years, Cui et al. [46] proposed a new sequence prediction model-Hierarchical
TimeMemory Network (HTM), which is based on a bionic design and was subsequently
used in time series anomaly detection tasks [47–49].

5.2 Method-Based Dimension Reduction

When a system is jointly monitored by multiple sensors, a large number of monitoring
KPIs will be generated during the monitoring process. These KPIs not only have a very
long time dimension, butmay also influence each other internally, and have very complex
correlation characteristics. These factors bring difficulties to the process of data mining,
which jointly restricts the accuracy of anomaly detection algorithm.

In view of the above problems, it is easy to think of using the idea of dimension
reduction to solve the problem of high data dimension. Among them, Principal Com-
ponent Analysis (PCA) [50], a typical algorithm of dimensionality reduction, extracts
the linear uncorrelated components of a set of variables through orthogonal transfor-
mation to achieve the purpose of dimensionality reduction. Based on this idea, deep
learning can be used to learn the dimensionality reduction representation method of the
normal pattern in the time series, and the dimensionality reduction feature vector can
be reconstructed to restore to the original dimension, which is defined according to the
reconstruction error of the input and output sequences Whether the sequence is abnor-
mal. Since data labels are not required, the method based on dimensionality reduction is
actually an unsupervisedmethod. A prerequisite of thismethod is that there are structural
differences between the normal sequence and the abnormal sequence, that is, the normal
sequence can be restored by the model, and the abnormal sequence will produce larger
reconstruction error. Anomaly detection algorithms that use the idea of reconstruction
error mainly include Autoencoder (AE) [51] and its variant Variational Autoencoder
(VAE) [52] and Generative Adversarial Network (GAN) [53].

The autoencoder uses the input information as the learning target to perform charac-
terization learning on the input information [54]. In terms of structure, the autoencoder
is divided into two parts: an encoder and a decoder. The encoder encodes the input, and
the output dimension is generally much smaller than the input dimension; The decoder
decodes it and restores it to the same dimension as the input. VAE is a variant of autoen-
coder, which is a generation model like GAN. The goal is to build a model that generates
target data X from latent variable Z and learn the transformation between distributions.
GAN is divided into generator and discriminator in structure, and learns the feature rep-
resentation through mutual games and joint training between the two. The related work
applied to the above model will be described in detail below.
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Sakurada et al. [55] used the idea of dimensionality reduction to apply the autoen-
coder to the field of anomaly detection for the first time, and compared it with traditional
dimensionality reduction methods such as PCA and kernel-PCA through experiments.
The experiments proved that the autoencoder can improve the accuracy of the anomaly
detection model. Kieu et al. [56] divided the time series into multiple sliding windows,
extracted eight-dimensional features for each time window, and spliced themwith exter-
nal semantic information, and the reconstruction error is trained to the minimum by
inputting to LSTM-AE and CNN-AE. Meng et al. [57] expanded on the work of [56]
and combined time convolutional networks with autoencoders to detect abnormal points
in the time series of the Cyber Physical Social System (CPSS). Zhang et al. [58] proposed
amulti-angle convolutional recursive autoencoder (MSCRED), which first calculates the
feature matrix for the multi-dimensional features of each moment in the time dimen-
sion, and then uses CNN-AE and ConvLSTM to learn the spatial semantics of the time
series. Features and temporal semantic features, the model can locate anomalies based
on anomalous point detection, and classify anomalies. Kieu et al. [59] used the idea
of ensemble learning and proposed an autoencoder based on sparse RNN, which trains
multiple AEmodels by changing the RNNnetwork structure, and finally uses themedian
of the reconstruction error of each model output as the classification result. This method
can solve the over-fitting problem in the deep neural network training process. Luo et al.
[60] introduced the concept of cloud computing on the basis of AE, which can efficiently
detect anomalies in wireless sensor networks in a distributed environment. At the same
time, the anomaly detection algorithms based on autoencoders also have been applied
in the fields of energy consumption monitoring [61–63], aircraft monitoring [64], and
network intrusion detection [65].

For the generativemodel, Kim et al. [66] used CNN-VAE to detect the timing anoma-
lies of edge devices in industry IOT big data environment. Guo et al. [67] proposed a
GRU-based Gaussian Mixture Variational Autoencoder (GGM-VAE), by learning the
temporal and spatial semantic features in multi-dimensional time series, and setting a
reconstruction error threshold to define whether an abnormality occurs at that moment.
Park et al. [68] used similar ideas to apply LSTM-VAE to robots in behavioral anomaly
detection. Xu et al. [69] proposed a VAE-based anomaly detection framework DONUT,
which uses evidence lower bounds, missing value injection, and Markov Chain Monte
Carlo method MCMC to improve model detection accuracy, it is mainly used in Internet
company’s Abnormal detection of monitoring indicators KPI.

Similar to VAE, GAN is also a generative model. Zenati et al. [70] applied GAN
to the field of sequence anomaly detection for the first time, and evaluated the effect of
the model on images and network intrusion detection data sets. Li et al. [71] considered
the potential interaction of time series data generated by multi-sensor in industrial envi-
ronment, used LSTM-RNN as the generator in GAN to learn the common distribution
of multi-dimensional time series, and detected outliers according to the results of dis-
criminator and reconstruction error of generator. Lim et al. [72] aimed at the imbalance
problem of anomaly detection data set, and used GAN to generate artificial samples to
expand the data set and improve the detection effect of anomaly algorithms.
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Relying on the advantages of strong learning ability, wide coverage and strong
adaptability, the deep learning method automatically learns the intrinsic correlation and
essence of massive data through the model, and automatically constructs representative
excellent features as the decision basis of the classifier. It avoids the time-consuming
and labor-consuming human feature engineering link, and further improves the accuracy
of the algorithm, and effectively makes up for the shortcomings of traditional methods,
and has been applied to multi-dimensional time series oriented anomaly detection task.
However, the current anomaly detection algorithms based on deep learning are still
immature, and many algorithms and models are still in the offline detection stage. When
facing the actual production environment, there are still shortcomings such as high delay
of anomaly detection methods and poor model adaptation.

6 Summary

This paper summarizes the anomaly detectionmethods ofmulti-dimensional time series,
and the anomaly detection algorithms are summarized in Table 2. With the rapid devel-
opment of science and technology, the complexity of industrial system architecture is
also increasing. At the same time, various system monitoring indicators can be col-
lected in real time through software, sensors and other media, thus forming a large-scale
multi-dimensional time series data. Through these monitoring indicators, the real-time
operating status of the system can be analyzed and evaluated, and real-time response
can be achieved when abnormalities are found, and economic losses can be reduced as
much as possible.

In the task of time series anomaly detection, the method of setting thresholds and
box plot statistics is simple and intuitive, and can achieve better results on small sample
data. When the data sample is further expanded and the time series dimension rises,
the method cannot capture the spatiotemporal semantics in the sequence, which leads
to the relatively high false alarm rate and missing alarm rate of traditional methods.
Deep learning methods use data normalization and sliding windows to perform data
normalization and sliding windows on the original time series by learning the internal
connections and laws of the data, constructs regression model and classification model
to predict the data value of the future time series, and captures the time semantics in the
series. At the same time, learn the feature representation of the sequence through the
autoencoder network, and capture the spatial semantics in the sequence, which greatly
improves the accuracy of the algorithm.

However, this also puts forward higher requirements for anomaly detection algo-
rithms, the existing algorithms still have some shortcomings that need to be improved.

The Algorithm Training Time is Long. Inmost fields, especially in the industrial IOT
environment, the data dimension of time series is very high. At the same time, the number
of parameters in the deep learning model is also very large, resulting in a large amount
of network resource consumption in the training process and a long training time of the
model.
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Table 2. Summary of anomaly detection algorithms for multi-dimensional time series.

Type Idea Reference Algorithm

Rule based Thresholding Ref [6] Box Plot

Machine
learning based

Clustering Ref [8–12] KNN

Ref [10–12] DBSCAN

Classification Ref [16–18] OC-SVM,MC-SVM

Ref [19–22] Isolation Forest

Prediction Ref [2, 17] ARIMA

Ref [23] FB-Prophet

Ref [14] Holt-Winters

Deep learning
based

Regression Ref [25, 30–36] RNN, S-RNN,Attention-RNN

Ref [28, 44] TCN

Ref [26, 37–42] LSTM,Attention-LSTM,GRU-LSTM

Ref [46–49] HTM

Compression Ref [51, 55–65] AE, CNN-AE, LSTM-AE, RNN-AE

Ref [52, 66–69] VAE, CNN-VAE, GGM-VAE,
LSTM-VAE

Ref [53, 70–72] GAN

The Adaptability of Model is Poor. The data volume of the monitoring indicators
increaseswith time, the abnormal patterns in the time seriesmay changewith the upgrade
of the system architecture and the number of server clusters. If the algorithm model is
only trained based on historical data, the model may no longer be applicable and the
detection accuracy rate will be greatly reduced when the above situation occurs. In view
of the above problems, the concept of incremental learning should be introduced, how-
ever, there is relatively little work based on incremental learning in the field of anomaly
detection.

The Universality of Algorithm is Low. At present, the anomaly detection algorithms
proposed by existing work often perform well in specific scenarios or for a certain data
set. There is no algorithm or model that can be applied to multiple fields. The algorithms
in each field cannot be universal, and the universality and scalability of the model are
poor.

Generally speaking, the rule-based method has been more mature and used in indus-
trial production environments. However, their false positive rate and false negative rate
are relatively high, which brings a lot of human workload to operation and maintenance
personnel. Machine learning algorithm needs to construct features manually, and the
data collection and annotation is time-consuming and labor-consuming, all of these fac-
tors will cause certain influence and deviation to the anomaly detection results. At the
same time, the newly proposed methods based on deep learning in recent years can be
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used in Improve the accuracy of the algorithm to a certain extent, but there are still diffi-
culties in the actual implementation of the algorithm. Therefore, the future research on
anomaly detection algorithms should be combined with the actual industrial production
environment, and the real-time data collected in the production environment should be
used as the standard to test the feasibility of the algorithm, so as to improve the practical
application value of the model algorithm.
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Abstract. Tor exit relays are operated by volunteers and the trust-
worthiness of Tor exit relays need to be revisited in a long-term man-
ner. In this paper, we monitored the Tor network by developing a fast
and distributed exit relay scanner (ExitSniffer) to probe all exit relays
over a period of 16 months continuously, seeking to expose the anoma-
lous binding relationship phenomena of exit routers simply by comparing
the returnIP and consensusIP. We totally find 1983 malicious exit relays
which average contribute 10.12% bandwidth of total Tor exit relays band-
width monthly, resulting tremendous threaten for Tor user’s anonymity
according to the current path-relay selecting algorithm. There exits two
types of anomalous binding relationship consists 35 exit relay families,
with different size ranging from 2 to 230, which are neither announced
in the consensus document or detected by the Tor network.

Keywords: Malicious exit nodes · Exit sniffer · Tor network

1 Introduction

Tor provides a safe and concealed channel for clients to access the clear network.
As of August 2021, there are approximately 1,300 exit relay nodes in the Tor
network to provide services for clients [1]. Since the exit relay node is the last
hop from the Tor network to the target website [2], it means that Tor’s onion
encryption algorithm will not be able to protect the traffic between the exit relay
node and the target website. This may directly expose some client traffic with-
out encryption means (such as HTTP requests) [3,4] to the attacker’s vision.
Therefore, the identity of the exit relay node is very sensitive, which is directly
related to the security and privacy of client traffic.

Since the relay nodes of Tor are contributed by volunteers, attackers can
implant malicious nodes with different roles into tor network at a very small
c© The Author(s) 2022
W. Lu et al. (Eds.): CNCERT 2021, CCIS 1506, pp. 93–109, 2022.
https://doi.org/10.1007/978-981-16-9229-1_6
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cost to realize their attacks, such as sybil attack [7]. A lot of work has proved
that attackers have caused great harm to the anonymity and stability of tor net-
work by manipulating controlled nodes [6–8]. Because the exit node acts as the
middleman between the client and the target website, it is common for attack-
ers to attack by controlling the exit node. [12], The reason why attackers are
happy to implant malicious exit nodes may be that some government or school
researchers try to destroy the anonymity of tor network; Another kind of attacker
is for benefit. The attacker can hijack the transaction traffic and fake the content
in the traffic by implementing man in the middle attack [8], so as to gain profits.

Tor officials and some researchers have launched defense against some com-
mon exit node attacks, such as traffic sniffing, DNS pollution and SSL based
attacks [9,19] through practical work. For example, Tor officials launched Tor
Metric project [10] to measure the ecology in Tor network. Philipp Winter et al.
designed the ExitMap tool to detect malicious exit nodes [9]. In 2016, Philipp
Winter’s team again designed Sybilhunter tool to detect the sybil nodes of the
Tor network [11]. These works have achieved remarkable results, but in the face
of some new malicious exit node attacks, the results of the above methods are
not satisfactory. When we observed the behavior of exit nodes in tor network for
a long time, we find a phenomenon: the host IP address directly connected to
the target website is inconsistent with the consensus IP address of exit nodes.
We define it as a new attack mode of exit nodes. Unfortunately, the existing exit
node probing tools can not detect this malicious behavior, because this silent
attack method cannot trigger the detection module of the detection tool.

We have developed ExitSnifer system based on Python language, which
depends on Ubuntu 16.04 system environment. ExitSniffer is designed with the
idea of distributed clustering. It consists of three cloud hosts (with 1 core CPU
and 4 GB of RAM) distributed in different countries, and can control multiple
Tor clients to complete operations at the same time. The frequency of scanning
nodes can be controlled by setting the timing module of ExitSniffer.

The principle of ExitSniffer is: use the exit node to be tested to access the
website with the function of detecting IP through the Stem control protocol. It
will compare the IP address returned by the website with the IP address of the
exit node in the consensus file to judge whether the exit node is malicious.

By analyzing the results returned by exitsnifer, we find that the consensus IP of
the malicious exit node has a malicious binding relationship with the IP returned
by the website. Another phenomenon is that the IP returned by the website is
in the same/24 network segment as the consensus IP of the exit node. However,
we cannot distinguish whether the actual IP and consensus IP are different net-
work cards of the same host, or different hosts. However, this malicious binding
relationship indicates that there is a co-owner relationship between exit nodes.

To sum up, we make the following key contributions:

– We find that the exit node is not directly connected to the target website,
and defined this type of exit node as: a malicious exit node with a proxy.

– We designed and implemented ExitSniffer, which is capable of detecting mali-
cious exit node with proxies in consensus files in real time. It adopts dis-
tributed design, and is lightweight and easy to deploy.
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– We analyze the influence of these malicious exit nodes with proxies on Tor
networks and explore the co-owner relationship of these nodes.

2 Related Work

Due to the low threshold of implanting nodes into tor network, it promotes the
continuous growth of tor network, but it will also make tor network absorb some
malicious nodes. Up to now, tor network has been subject to Traffic Association
attacks and node attacks by attackers, such as traffic confirmation attack, DoS
attack, sybil attack, etc. However, some researchers have always supported the
development of tor, and the communities involved in tor have been active. They
have developed many tools to defend against tor attacks through their practical
work.

Murdoch et al. [22] verified the IX level attack. By sampling the real traffic
and extracting the statistical characteristics such as message sending rate and
message length, the entity communication relationship was confirmed. Nasr et
al. [23] Designed a traffic association system deepcorr, which uses the deep learn-
ing architecture to learn the traffic association function suitable for tor complex
networks, and can connect Tor. Ling et al. [24] control the sending law of Tor
cell on the controllable OR node. Wang et al. [25] proposed an attack scheme.
Once the attacker finds that the target page of his exit node responds to traffic,
he can inject malicious network links with empty images to make the browser
on the client side download these links to generate specific traffic model.

However, there are some researchers who have been working on the defense of
Tor. Akhoondi et al. [26] designed an efficient algorithm to judge whether the tor
link can be associated by as traffic, and designed a new Tor client LASTor based
on this algorithm. LASTor can avoid establishing tor links that can be associated
by as traffic, so as to improve the security of tor dark network. Philipp Winter et
al. designed the ExitMap tool to detect malicious exit nodes [9]. In 2016, Philipp
Winter’s team again designed Sybilhunter tool to detect the sybil nodes of the
Tor network [11]. Sybilhunter integrates the functions of exitmap tool and adds
HTML and HTTP injection detection.

By observing the exit nodes in the Tor consensus document for a long time,
we find a malicious exit node with a proxy (MENP). However, the existing node
scanning tools ignore this malicious node. Therefore, we designed a special soft-
ware ExitSniffer to detect MENP nodes, which can scan all exit nodes in the
consensus file in a short time. We hope that the ExitSniffer tool can become an
extension of ExitMap and other tools to make up for the defense mechanism of
malicious exit nodes. Next we will introduce the composition of ExitSniffer and
analyze the behavior of MENP nodes.
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Fig. 1. It shows the schematic diagram of ExitSniffer. With a distributed design, Exit-
Sniffer can start multiple Tor clients at the same time, create Tor links through Stem
libraries, visit websites with IP detection function, and finally output the results to the
specified database.

3 The Design of ExitSniffer and Phenomenon

3.1 The Design of ExitSniffer

Before using exitsnifer, it is necessary to introduce its working principle. As
shown in Fig. 1, ExitSniffer will download the exit node information in the latest
consensus file every hour, use Stem control protocol [14] to create the circuits,
judge whether the exit node is evil by using the target exit node to access the
website with IP query function, and finally output the result to the specified
database. Stem is a Python controller library for Tor. With it we can use Tor’s
control protocol to script against the Tor process, or build things such as Nyx.
We use the Stem library to control Tor’s circuit creation process. For example,
we can decide when to establish a circuit and which exit node to choose as the
last hop of the circuit. The target website we use also has special functions. It
can return the IP of the host directly connected to it. We can deploy a website
with this function ourselves, because it is more secure. But using public web-
sites(such as https://jsonip.com/) is more labor-saving, as long as we would like
to take some security risks. Generally speaking, the exit node is directly con-
nected to the target website. Therefore, the IP of the exit node obtained by the
target website should be consistent with the IP of the exit node in the consensus
document. If this condition is not established, we believe that there is a problem
with the exit node.

ExitSniffer is a distributed sniffer tool developed in Python can that detect
malicious exit nodes with proxies. We use a distributed setup, utilizing 3 Vir-
tual Machines (VMs) on cloud environment provided by Vultr1. These virtual

1 http://vultr.com.

https://jsonip.com/
http://vultr.com
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machines are located in different countries including Singapore, France and the
United States, so as to ensure the diversity of traces. Each VM is configured with
1 core CPU and 4 GB of RAM. On each VM, 10 docker instances are deployed,
and each docker with a separate Tor process (version 0.4.4.6). Next, we will
introduce the data set captured using exitsnifer.

3.2 Dataset

We set the detection frequency of ExitSniffer to be executed every two hours. A
total of 7125,133 data records were collected from 2020-02-18 to 2021-08-18 by
ExitSniffer system. Unfortunately, due to machine failure and other reasons, our
data collection process was interrupted during the two months from 2021-02-18
to 2021-04-18, but this did not affect the following work. This dataset has 10
fields:

consensus-IP:IP address of the exit node in the consensus file.
actual-IP:ExitSniffer actually obtains the IP address of the exit node.
bandwidth:Bandwidth of the exit node in the consensus file.
flags:The labels of the exit node in the consensus file.
or-port:The OR port of the exit node in the consensus file.
fingerprint:The fingerprint of exit node in consensus file.
nickname:The nickname of the exit node in the consensus file.
spent-time:The time it takes the ExitSniffer to scan an exit node.
status:ExitSniffer detects the result of an exit node.
recording-time:The local time when the ExitSniffer scans an exit node.

It is worth noting that the data set mainly contains the information of exit nodes
in the consensus file, so it depends on the accuracy of the consensus file.

4 Experimental Analysis

By testing exit node behavior for a long period of time, we find a hidden phe-
nomenon: the IP address in the consensus document of the exit node is incon-
sistent with the IP address connected to the target website. This is similar to
adding an proxy between the exit node and the target website. We believe that
this behavior is malicious and mark the exit node with this behavior as MENP(a
malicious exit node with a proxy). The inconsistency between the consensus IP
address and the actual IP address may be caused by malicious operations of
the trunk owner, such as man-in-the-middle attacks. Figure 2 shows that MENP
nodes can reroute traffic to Tor network or route it to hosts outside the Tor net-
work. By analyzing the IP actually returned by ExitSniffer, we find that some of
MENP nodes route the client traffic to nodes outside the Tor network. Further-
more, the attacker may control multiple malicious exit nodes, and first aggregate
the traffic relayed through these controlled exits to a controlled node outside the
Tor network, and then route it to the client’s target website. The behavior has a
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Malicious routing out of the Tor network (MROT)

Fig. 2. MENP nodes can decide whether to route the traffic that flows through them
into or out of the Tor network. In Fig. 2(a), MENP nodes route traffic into the Tor
network, and traffic eventually arrives at the target website from a random exit node.
Figure 2(b) shows the MENP node routing traffic to a conspiracy host outside the Tor
network

negative impact on the privacy protection of the client, because we don’t know
what happed between malicious exit node and the target website.

For malicious exit nodes with proxy (MENP) that route traffic outside the
Tor network, there are two cases for Actual exit node IP (actual-IP) scanned by
ExitSniffer:

1) Actual-IP is another IP address in the same/24 network segment of the Con-
sensus IP address (Consensus IP) of the exit node. For example, by searching
the Consensus file, the IP address of the exit node is 109.70.100.9, while the
IP address detected by ExitSniffer is 109.70.100.27. It is impossible to tell
whether such a node is a malicious one, even if its consensus IP is differ-
ent from the one detected by the ExitSniffer, because there may be multiple
network cards on the machine.

2) Actual-IP and the consensus IP address of the exit node are not in the
same/24 network segment. As shown in Fig. 2(b), the client traffic is routed
by the malicious exit node to other relays that are not part of the Tor net-
work, during which the attacker is likely to carry out a man-in-the-middle
attack.

Perhaps MENP nodes do nothing but route the traffic between the client and
the target website to the proxy, which may also be a kind of goodwill behavior.
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According to the work of Zhao Zhang et al., some websites have implemented IP
blocking on Tor exit nodes [13]. Adding a proxy outside the Tor network behind
the exit node can circumvent a site’s blocking of Tor, but this is potentially risky
because it could expose more traffic from clients and target sites to attackers.

4.1 The Size of the Malicious Exit Nodes

We analyze the data of MENP nodes (malicious exit node with a proxy) since
2020-02-18 to 2021-08-18 (where 2021-02-18 to 2021-04-18 data is missing). We
totally find 1983 malicious exit relays. Figure 3 shows the proportion curve of the
number of malicious exit relays to the total number of exit nodes in the consensus
file. It can be seen that the proportion curve (green line) has relatively large
fluctuations, which means that the MENP node has a large churn rate, that
is, the attacker deploys the MXNO malicious node and implements malicious
behavior in a short period of time. However, from 2020-07-18 to 2020-08-18, the
number of MENP nodes accounted for 16% of all exit nodes, which has reached
a very large scale.

Fig. 3. This figure shows the loss of MENP nodes over time. It can be clearly seen that
many MENP nodes run for a short time, so the proportion curve (green line) fluctuates
greatly. (Color figure online)

4.2 Bandwidth Ratio of MENP Nodes

Tor’s selection of exit nodes follows the routing selection algorithm [15]. The
client randomly selects a node as the exit node from the relay node set that
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meets the exit node label rules by using the bandwidth weighting algorithm [16].
The calculation method of weightfinal of each alternative node is shown in the
formula:

weightfinal = weight ∗ bwn =

⎧
⎪⎪⎨

⎪⎪⎩

In ∗ (Wdb)) ∗ Wd ∗ bwn, n ∈ Sguard,exit

In ∗ (Wgb)) ∗ Wg ∗ bwn, n ∈ Sguard

In ∗ (Web)) ∗ We ∗ bwn, n ∈ Sexit

In ∗ (Wmb)) ∗ Wm ∗ bwn, else

(1)

In(x) =
{
x, n ∈ Sdir

1, esle (2)

Where S is the set of all nodes in the consensus file, n is a node in the set S,
and bwn is the consensus bandwidth of node n. S guard,exit is a set of nodes with
Guard and Exit labels in set S. S guard is set of nodes with only Guard labels
in set S. S exit is set of nodes with only Exit labels in set S. W db, W gb, W eb,
and Wmb can be obtained from the consensus file. W db is the bandwidth weight
with Guard and Exit tags, W gb is the bandwidth weight with Guard tags, W eb

is the bandwidth weight with Exit tags, Wmb is the bandwidth weight without
Guard or Exit tags, W d is the W ed parameter in the consensus file, W g is the
W eg parameter in the consensus file, W e is the W ee parameter in the consensus
file, and Wm is the Wme parameter in the consensus file.

Query parameters related to consensus files and make standardized discovery:

Wg = Wgb = Wm = Wmb = We = Web = Wd = Wdb = 1 (3)

It can be obtained by combining Eq. 1 and Eq. 2:

weightfinal = bwn (4)

According to the weighted bandwidth selection algorithm, the greater
weightfinal of the node, the greater the probability of the node being selected.
This means that the greater the bandwidth of the node, the greater the proba-
bility Pn of being selected by the client as the last hop of the circuit.

Pn =
weightfinal,n

∑m
i=0 weightfina,il

=
bwn

∑m
i=0 bwi

, i ∈ (0,m) (5)

In the above formula, Pn is the probability that the client selects exit node
n, bw i is the consensus bandwidth of exit node i, and m is the number of exit
nodes in the consensus file.

Algorithm 1 is the weighted bandwidth algorithm of the exit node, and Algo-
rithm2 shows the algorithm for selecting the index of each node according to
the weighted bandwidth value of each node. Therefore, we can deduce Eq. 1 and
Eq. 5.
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In Algorithm 2, even if the index of the selected node is found, the loop will
not jump out immediately. This is to resist the attack of time consumption, and
the attacker cannot calculate the value of rand value through the running time
of the algorithm.

Algorithm 1. Exit node compute weighted bandwidth
Input: all of relays in consensus file S
Output: the list of weighted bandwidths for exit nodes Bw out
1: Bw out ← an empty list
2: We ← get bw weight(“Wee”) / 10000
3: Wm ← get bw weight(“Wem”) / 10000
4: Wd ← get bw weight(“Wed”) / 10000
5: Wg ← get bw weight(“Weg”) / 10000
6: Wgb ← get bw weight(“Wgb”) / 10000
7: Wmb ← get bw weight(“Wmb”) / 10000
8: Web ← get bw weight(“Web”) / 10000
9: Wdb ← get bw weight(“Wdb”) / 10000

10: for each n ∈ S do
11: if n is guard and n is exit then
12: weight ← (is dir ? Wdb ∗ Wd : Wd)
13: else if n is guard then
14: weight ← (is dir ? Wgb ∗ Wg : Wg)
15: else if n is exit then
16: weight ← (is dir ? Web ∗ We : We)
17: else
18: weight ← (is dir ? Wmb ∗ Wm : Wm)
19: end if
20: weightfinal ← weight ∗ bw n
21: Bw out.add(weightfinal)
22: end for

Algorithm 2. Choose an exit node by weight
Input: the list of weighted bandwidths for exit nodes Bw out
Output: the index of the selected exit node idx
1: total ← sum(Bw out)
2: rand value ← randint(0, total)
3: idx ← −1
4: total so far ← 0
5: for each bw ∈ Bw out do
6: if total so far > rand value then
7: idx ← Bw out.index(bw)
8: else
9: total so far ← total so far + bw

10: end if
11: end for
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Fig. 4. It shows the bandwidth capabilities of MENP nodes.

Figure 4 shows that the bandwidth curve of the MENP node is basically
stable. But it fluctuates greatly in the proportion of the total exit bandwidth.
This is because the large churn rate at the Tor exit point causes the total export
bandwidth to fluctuate greatly [11]. Through statistical analysis, the bandwidth
of MENP nodes accounts for 10.12% of the total exit bandwidth. According to
Eq. 5, it can be concluded that the probability of clients selecting these malicious
exit nodes as the last hop is 10.12%. This is a very scary thing, malicious exit
nodes listen to or hijack about 10.12% of the exit traffic without being detected
by Tor officials.

4.3 Behavior Exploration of MENP Nodes

After 16 months of observation and data collection, We find that MENP nodes
have two forms when routing client traffic: 1) rerouting traffic to Tor network;
2) routing traffic to hosts outside the Tor network.

Traffic Is Routed to the Tor Network (MRIT, Malicious Routing into
the Tor Network). When using the ExitSniffer system to scan the exit nodes,
we find that many exit nodes reroute client traffic to the Tor network. We suspect
that the reasons for this are as follows: 1) The circuit is replaced. When Tor
detects a circuit failure, it will select another circuit. Therefore, the exit node
IP detected by exitsnifer is inconsistent with the target exit node’s consensus IP
2) Malicious operations by node owners. Some researchers reroute traffic to tor
network in order to collect more traffic information.
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Traffic Is Routed Outside the Tor Network (MROT, Malicious Rout-
ing Out of the Tor Network). The attacker manipulated the exit node to
route the traffic of the client to the outside of Tor network. Although it is not
ruled out that the exit node is innocent, it may be that the connection between
the exit node and the target website is hijacked by the attacker. We cannot dis-
tinguish it, so we uniformly believe that the malicious exit node leads to such
behavior.

Fig. 5. It shows the ratio of MRIT malicious nodes to MROT malicious nodes.

Figure 5 shows that the number of MROT malicious exit nodes accounts for
67.59% of the total number of MROT malicious exit nodes. Figure 6 shows the
bandwidth capacity of MROT malicious exit nodes, which accounts for 68.30%
of the total number of MROT malicious exit nodes. Therefore, we turn more
attention to MROT malicious exit nodes. We were surprised to find that when
ExitSniffer scanned the malicious exit node with MROT behavior, the actual
IP address obtained was in the same/24 network segment as the consensus IP
address of the exit node. We were inclined to think that the ExitSniffer system
had errors in obtaining the real IP address. We obtained the IP addresses of other
network cards under the host, because we assume that if two IP addresses are
in the same/24 network segment. We will aggregate them into one IP address.
Such data records are common in our data set. For example: Consensus IP is on
the same/24 network segment as actual IP, and ACutal IP1 is on the same/24
network segment as actual IP2.

Figure 7 shows the comparison of the number of malicious nodes with MROT
behavior on whether the actual returned IP and the consensus IP are in the
same/24 network segment. Most of the malicious exit node consensus IP and
the actual measured IP are not in the same subnet. Moreover, the consensus
IP and the actual returned IP present a one-to-one, one-to-many, many-to-one,
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Fig. 6. It demonstrates the bandwidth capabilities of MROT malicious nodes.

Fig. 7. This figure shows the number of malicious nodes with MROT behavior that
actually return IP addresses versus consensus IP addresses in the same/24 network
segment.

and many-to-many malicious binding relationship. Table 1 shows the one-to-one
relationship between consensus IP and actual IP, and Fig. 8 shows an exit node
may be bound to multiple hosts outside the Tor network. Figure 9 shows that
multiple exit nodes are bound to one or more hosts outside the Tor network.
Our intuition is that multiple exit nodes are bound to one or more nodes out-
side the Tor network, which means that these exit nodes have a “co-owner”
relationship [17,18], which we will discuss in the next section.
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Table 1. Consensus IP and actual IP have a one-to-one mapping relationship.

Consensus IP Actual IP

93.133.12.195 2.243.1.65

83.236.208.78 95.223.285.221

117.222.107.93 61.1.215.1

191.34.116.131 177.18.199.95

31.13.195.173 87.120.37.148

73.174.133.218 67.163.135.106

82.202.170.31 82.146.55.139

86.128.30.92 81.151.109.84

158.69.35.227 54.39.101.136

Fig. 8. It shows that a consensus-IP corresponds to multiple actual-IP.

4.4 The co-owner Relationship of the Malicious Exit Node

Multiple exit nodes route traffic to one or more IP addresses outside the Tor
network, and we suspect that these exit nodes are held by the same person or
organization, i.e., there is a “co-owner” relationship. We used graph algorithm
and Gephi tool to display the results of family aggregation. A total of 35 co-host
families were found, and the largest family included 230 exit nodes.
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Fig. 9. It shows multiple consensus-IP corresponding to one or more actual-IP.

We can see that there is a large family in Fig. 10, which may seem incon-
ceivable, but through deep analysis of the data, we find that the multiple acu-
tal IP bound exit nodes have a large overlap, as shown in Table 2. Acutal IP
109.70.100.32 overlapped 66 exit nodes bound to 89.31.57.5. We believe that the
same attacker controls host 109.70.100.32 and host 89.31.57.5, and their bound
exit nodes jointly carry out malicious acts at the same time.

Fig. 10. We grouped the exit nodes of the same family together and identified them
in the same color. (Color figure online)

As mentioned by Zhao Z. [13,21], many websites [20] block the IP address
of exit node. The malicious exit nodes detected in this paper may be a well-
intentioned bridge between the client and the target website built by the owner
of the exit node, but such behavior may bring more security risks. It will expose
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Table 2. Different actual-IPS are bound to the same group of consensus-IPS. It means
that these actual-IPS can be aggregated after exceeding the overlap threshold. Finally,
cousensusIPs will form a large family.

Actual IP1 Actual IP2 The number of overlapping consensus IP
addresses

109.70.100.32 109.70.100.33 79

109.70.100.32 89.31.57.5 66

109.70.100.32 104.218.63.119 43

109.70.100.33 195.206.107.147 17

more users’ traffic to attackers, so it is reasonable for us to define this kind of
node as malicious exit node.

5 Conclusion

In this paper, we revisited the trustworthiness of Tor exit relays. We designed
and developed the ExitSniffer tool to continuously pay attention to scale and
bandwidth of malicious exit relay nodes, the consensus IP is inconsistent with
the actual returned IP, over a period of 16 months. By analyzing the anomalous
binding relationship phenomena of malicious exit nodes, we totally find 1983
malicious exit relays which average contribute 10.12% bandwidth of total Tor
exit relays bandwidth monthly, resulting tremendous threaten for Tor user’s
anonymity according to the current path-relay selecting algorithm. Besides,
according to our results, there exits two types of anomalous binding relation-
ship consists 35 exit relay families which are neither announced in the consensus
document or detected by the Tor network.
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Abstract. In this paper we propose a novel approach to classify
darknet-access traffic with only partial traffic data, which significantly
reduces resource consumption and is as accuracy as prior work. Besides,
in order to keep up with the users’ real access activity, we simulate new
and old user by simply whether delete the cached consensus document
before each access and apply our approach. The experiment results con-
firm that there does exist a window of cell sequence contributes greatly to
distinguish darknet-access traffic. With the window size 75 and the start
point 67, we can achieve 95.97% accuracy for new user access scenario.
Similarly, with the window size 85 and the start point 44, we achieve
94.43% accuracy for old user access scenario.

Keywords: Tor · Hidden service · Traffic analysis

1 Introduction

Tor [14], a low-latency anonymity network, has emerged as an important privacy-
enhancing tool protecting users’ online privacy, i.e. hiding the users’ IP address
while communicating on the Internet. Nowadays, with more than two million
users daily [1], Tor is considered to be one of the most popular anonymous com-
munication systems consisting of nearly 7000 volunteer-operated relays, which
are run from all around the world.

Besides protecting client’s privacy, Tor also allows servers to operate anony-
mously by offering hidden services (HSs). HSs allow users, in particular those
living in oppressive regimes, e.g., human right activists and whistle-blowers, to
bypass censorship and to exercise freedom of speech by publishing and offering
access to sensitive content without the fear of being targeted, arrested or forced
to shut down. As a result, many sensitive contents are hosted and only accessed
c© The Author(s) 2022
W. Lu et al. (Eds.): CNCERT 2021, CCIS 1506, pp. 113–128, 2022.
https://doi.org/10.1007/978-981-16-9229-1_7
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through HSs, forming a deep-dark cyberspace for criminals [4]. Hence, it is nec-
essary to comprehensively evaluate the level of protection provided by this novel
anonymity mechanism.

Unfortunately, attackers can classify whether a user is accessing hidden ser-
vice and even infer which specific hidden service a user has visited. With mali-
cious nodes controlled, attacker performs circuit fingerprinting attack can easily
distinguish hidden service related circuits both at the guard [8] and middle [6]
position of a circuit, the attack significantly depends on the number of nodes
controlled. What’s more, a local observer which eavesdrops traffic between the
sender and the first anonymization relay node, can distinguish whether a user is
accessing hidden service [11] and guess the user’s destination without decryption,
called Website Fingerprinting attack (WF attack) [5,10,12,13,15–17]. With the
help of machine-learning or deep learning models, prior works treat each whole
traffic trace as input to extract features, which is not suitable for online classi-
fication scenario.

In this paper we propose a novel approach to classify darknet-access traffic
with only partial traffic data, which significantly reduces resource consumption
and is as accuracy as prior work. Besides, in order to keep up with the users’
real access activity, we simulate new and old user by simply whether delete the
cached consensus data before each access. Moreover, we collect direct cell logs by
modifying Tor source code to record the basic information of each cell, and use
the direct cell logs as ground truth to analysis the nuance between darknet-access
and general access activity. By digging into the access process thoroughly, we
find that there exists a window of cell sequence contributes greatly to distinguish
darknet-access related traffic. With the window size 75 and the start point 67,
we can achieve 95.97% accuracy for new user access scenario. With the window
size 85 and the start point 44, we can achieve 94.43% accuracy for old user access
scenario.

The contributions of this paper are listed as follows:

– As far as we know, as a network level attack, we are the first to use par-
tial traffic data to classify darknet-access activity, which is also much more
practical and applicable in online manner.

– In order to verify our method, we capture a large and practical dataset by
simulating new and old user access activity. Besides, we make the generated
dataset publicly available1, allowing researchers to replicate our results and
systematically evaluate new approaches in the future.

– Based on the dataset we collected, we use the direct cell logs to determine
the proper window size and the start point of the darknet-access activity.
Then, we transform traffic traces into cell sequences and conduct activity
classification experiments, the experimental results verify that it does work
that with a proper window size and start point can effectively distinguish
darknet-access activity from general access activity.

1 The dataset can be found on the following URL: https://github.com/Meiqiw/
mingan/.

https://github.com/Meiqiw/mingan/
https://github.com/Meiqiw/mingan/
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Organization. The rest of the paper is organized as follows. In Sect. 2, we illus-
trate the background on Tor and hidden service design as well as the attacker
threat model. In Sect. 3, we describe the data collection and processing methodol-
ogy, generating the dataset for analysis. We next present, in Sect. 4, our observa-
tions and experiment results regarding differences between darknet-access activ-
ity and general access activity. We introduce the related work in Sect. 5 and the
conclusion in Sect. 6.

2 Background

In this section, we will provide the necessary background on Tor as well as the
functionality of the Tor hidden services. Then, we describe the threat model of
our attack.

2.1 Tor

A user starts the anonymous journey by simply unzipping the Tor browser bun-
dle, which contains the Onion Proxy (OP) and a customized Firefox browser.
The OP performs as an bridge between users’ applications and the Tor net-
work. Before user sends his application data over the Tor network, the OP must
learn about Tor’s relays, Onion Routers, by downloading the network consensus
document from directory servers. And then select three relays: an entry guard,
middle and exit node, creating circuits incrementally and interactively. The OP
encapsulate application data into 514-byte fixed-size cells as its communication
data unit, forwarded though the created circuit hop by hop. Tor builds circuits
hop by hop like an onion, and the details of the circuit construction process
as follow. Firstly, the OP sends a create2 cell to establish the circuit with the
guard relay, which responds with a created2 cell. Secondly, the OP sends an
extend2 command cell to the guard relay, which parses the cell and correspond-
ingly sends a create cell to the middle relay node to establish the circuit on
behalf of the user, thus a tunnel between the user and the middle relay has been
created. Finally, the OP sends another extend2 command cell to the middle relay
through the tunnel just created, causing the middle relay sends a create cell to
the exit node correspondingly. And then the circuit between the OP and the
exit relay has been created, then a begin cell is relayed the exit node building a
TCP connection to the final destination. Figure 1 demonstrates the 3 hop circuit
construction process as well as the cells exchanged between OP and the guard
relay for general Tor connections.

The TCP connection between each hop of a Tor circuit is secured with TLS.
Moreover, Tor multiplexes circuits within a single TCP connection. Precisely,
An OP-OR TCP connection multiplexes all circuits from the same user while an
OR-OR TCP connection multiplexes circuits for various users simultaneously. An
ISP level attacker who monitors the OP-OR TCP connection can not distinguish
which TCP packet belongs to which circuit as all circuits exists in the same one
TCP connection.
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Fig. 1. Circuit construction details

2.2 Hidden Service Components

Hidden service was introduced in 2004 as a feature of Tor, providing anonymity of
responders by hidden the location information while offering service. According
to the protocol specification [2], the hidden service architecture consists of the
following five components, as shown in Fig. 2:

– HS: Hidden Server is the information provider which hosts various services,
such as WEB, MAIL.

– OP: User accesses the Tor network by running Tor client instance name as
Onion Proxy (OP).

– RP: Rendezvous Point is the Tor relay which is chosen by the OP randomly,
forwarding traffic on behave of OP while concealing the location at the same
time.

– IP: Introduction Point maintains a long-term circuit and forwards the
requests from clients to the hidden service.

– HSDir: Hidden Service Directory is a Tor relay which has the flag HSDir,
acting as a database for storing and retrieving hidden service information.

Next, we describe the steps to set up a hidden service in Tor and establish a
connection to it.

– Firstly, the HS chooses three onion routers as its IPs, and then builds circuits
to each IPs by sending a relay-establish-intro cell respectively. Upon receiv-
ing such a cell, the IPs send back relay-intro-established cell with an empty
payload to inform that the circuits have been successfully established.

– After establishing circuits to IPs, the HS builds a circuit to the HSDirs chosen
to advertise the service descriptor, the cell sequences exchanged is shown in
Fig. 3. After that, the HS owner can advertise the onion address in the surface
Web with the form z.onion.

– After receiving an onion address, the Tor client creates circuits to HSDirs
responsible for the specific HS and retrieves HS descriptor from which the
client learns the information about IPs.
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Fig. 2. Hidden service architecture

– The Client randomly chooses a pre-created circuit and picks the last hop as
the RP and builds a circuit to that onion router by sending a relay-establish-
rendezvous cell which carries the rendezvous cookie, and the RP replies with
an empty relay-rendezvous-established cell, indicating that the rendezvous
circuit has been successfully built.

– The Client then builds separate circuits to one of the IPs extracted from
the HS descriptor. The Client sends a relay-introduce1 cell contains the ren-
dezvous cookie, the fingerprint of RP and the hash of the public key of the
HS along the introduction circuit.

– Once the IP receiving relay-introduce1 cell, it sends the relay-introduce2 cell
to corresponding HS, according to the hash of the public key. The relay-
introduce2 cell also contains the rendezvous cookie generated by Client and
the fingerprint of RP.

– Upon receiving the relay-introduce2, HS decrypts it with the private key and
extract rendezvous cookie and RP’s fingerprint. Then, the HS extends a cir-
cuit to RP according to the fingerprint and sends a relay-rendezvous1 cell
containing rendezvous cookie.

– At last, RP binds two circuits which have the same rendezvous cookie, so as to
deliver relay cells from each of the two circuits to the other, and sends a relay-
rendezvous2 cell to Client which denotes the beginning of communication
between Client and HS.

In this way, the OP and HS communicates successfully without any leakage of
their anonymity. Figure 4 demonstrates the cell exchange process in detail. From
the description introduced above, there does exist significant differences between
hidden service related activity and general access activity, indicating that it is
possible to distinguish hidden service related activity from others.
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2.3 Threat Model

In this work, we assume a network level attacker which is: local, meaning that
he has access only to the connection between the OP and the guard relay node,
and passive, i.e., he can only collect the network packets and can not delay, drop,
modify or decrypt even them. Precisely, we assume the attacker is the Internet
Service Providers (ISP). Figure 5 illustrates the attack scenario: the user access
both general web service and hidden service over the Tor network and intercepts
the traffic between the user and the Tor network. We assume that the attacker
knows the user’s identity and only aims at distinguishing the darknet-access
activity from numerous connections.

Within this attack scenario, we make several assumptions about the attacker
goals and capabilities.

Traffic Parsing: The ISP attacker has access to all OP-OR TCP connections
built by huge amount users concurrently, and able to record the traffic packet
meta-data of the both direction, including timestamp, srcIP, srcPort, dstIP, dst-
Port, packetSize, direction. As what has been mentioned above, the ISP attacker
can only distinguish each OP-OR TCP connection but can not identify each cir-
cuit multiplexed in one TCP connection while a node level attacker does.

Goals: In this work, we assume the ISP level attacker only focus on identifying
that a user is connected to hidden service (darknet-access activity) within huge
amount TCP connections as effective as possible, or even the real time scenario.
Identifying which website the user surfs is out of the coverage of this work.
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Fig. 5. The threat model

3 Data Collection and Processing

In this section, we propose our new data collection method and describe our
experimental setup. Then we describe the data extraction procedure as well as
giving a brief introduction of our dataset.

3.1 Data Collection

In order to simulate users’ access activity over the Tor network more realistically,
we define two scenarios: delete Tor cached documents and not delete. The former
scenario aims at simulating a user who use Tor network for the first time, while
the latter scenario for simulating a user who use Tor network access the Web
just now. The reason is that new user needs download Tor consensus document
before building circuits while the old user not needs, making totally difference
in the number connection built as well as packet pattern transferred.

We use a distributed setup, utilizing 3 Virtual Machines (VMs) on cloud
environment provided by Vultr2. These virtual machines are located in different
countries including Singapore, France and the United States, so as to ensure the
diversity of traces. Each VM is configured with 2 CPUs and 8 GB of RAM. On
each VM, 10 docker instances are deployed, and each docker with a separate Tor
process (version 0.4.4.6). To access the Tor network, we use Selenium3 (version
3.12.0) to control headless browser Firefox (version 60.0.2), utilizing a SOCKS5
proxy listened by Tor. We recorded the traces of web pages leveraging tcpdump4.
Web pages are given 120 s to load, and upon loading the page, it was left open
for an additional 10 s, after which the browser is closed and the Tor process is
killed. As for new user scenario, the cached data in the DataDirectory such as
cached consensus, server descriptors, is deleted automatically each time. Next,
tcpdump and Tor process are restarted. A script to monitor the bootstrap status
of the Tor process is deployed ensuring Tor is ready before each visit.
2 http://vultr.com.
3 http://www.seleniumhq.org/.
4 http://www.tcpdump.org/.

http://vultr.com
http://www.seleniumhq.org/
http://www.tcpdump.org/
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Table 1. Data collection for both scenarios

Website WebsiteTrace Onion OnionTrace

Delete cache 8155 13504 8755 14594

Not delete 7754 20622 8267 22255

With this setup, new connections and circuits are established each time as the
client visits a website, ensuring that we never used the same circuit to download
more than one instance of a single page. What to be mentioned is that one
trace may contains multi connections, we split all connections and build dataset
for our attack as the network level attacker does. While recording the traffic
trace, we also record the connection creation, circuit construction, stream info,
cell sequences into the notice log file by modifying Tor source code, aiming at
showing light on the real activity Tor instance occurs during darknet-access as
well general-access activity. By performing statistics on the connection, circuit,
stream as well as cell, we reveal the difference between darknet-access activity
and general-access activity in two scenarios described above. Those statistic
results have theoretical significance for the attack approach we proposed.

Following our data collection method, we use Alexa Top websites and Tor
hidden services5 as our target website for both scenarios, each with 10,000 web-
sites. Similar to the previous work, after data collection, we filtered out invalid
traces and outliers, which caused by timeout or crash of the browser or Selenium
driver. Eventually, we obtained huge amount of traces as shown in Table 1, each
trace accomplished with one corresponding notice log file.

3.2 Data Extraction and Processing

In general, as in many previous work [12,13,17], we represent the data as a
sequence of [+1, −1], where each +1 or −1 represents a cell, which is the most
basic communication unit of Tor, and the sign indicates whether the direction
of the cell is from the client to the Tor entry node or vice versa. As a result,
an input instance of our model is a series of 1 and −1. In the experiment, we
truncated the input sequences to a fixed length, and filled the sequences less
than this length with 0. As asserted in [12], neural networks generally work
with real numbers from the compact interval [−1, 1] due to the nature of the
mathematical operations they perform. Moreover, by providing the input data
in such a format, we avoid having to rescale and/or normalize the values and
thus mitigate a possible information loss coupled with the preprocessing step.

5 As the prior work, we chose hidden services based on the list provided by the .onion
search engine http://www.ahmia.fi/.

http://www.ahmia.fi/
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Our dataset contains two type of data: traffic traces and cell records.
With the cell records, we split the cell sequences according to different connec-
tionID, generating cell sequences of one specific connection, which commonly
multiplexed with multiple circuits. For the traffic traces, we split each traffic
trace into different flows. And then transfer each flow into TCP packet sequences,
TLS record sequences as well as cell sequences. The detail processing procedure
described as follows respectively.

Cell Record Processing. By parsing the notice log file, many basic infor-
mation about the connection, circuit, cell are extracted, including connection
creation time, connectionID, circuitID, cell command and direction etc. Firstly,
we order cells of each circuit with timestamp and tag the circuit with differ-
ent flags according to the circuit purpose. We divide circuit into five categories:
create-fast, meaning that this circuit is built for downloading consensus docu-
ments at bootstrapping process, client-data, meaning that this circuit is built
for access non-hidden service related data, client-ip, client-rp, client-hsdir,
those three are hidden service related, and others. Secondly, we select circuits
belongs to the same connection and put corresponding cells together, generat-
ing the cell sequence of one specific connection. At last, we tag each connection
according to the circuits categories multiplexed in the same connection.

Traffic Trace Processing. As shown in Fig. 6, at the application layer, Tor
embeds the encrypted data into a fixed-size (514-byte) packet, which is called a
cell. And the cell is further embedded into the TLS record. Multiple cells can be
grouped into a single TLS record. Finally, in the transport layer, TLS records are
typically fragmented into multiple TCP packets, the size of which is limited by
the Maximum Transmission Unit (MTU). Note that several TLS records can be
within a single TCP packet. As for collected traffic traces, our process performs
as follows: Firstly, we cut each visit traffic trace file into multi flows according to
four-meta tuple (srcIP, srcPort, destIP, destPort), ensuring each flow contains
and only contains one connection. Secondly, we tag each connection the same
category as the connection recorded in the notice log file which processed in
the prior subsection. What’s more, we parse the single flow pcap files into TCP
packet sequences and TLS record sequences, with the help of Tshark6 (version
1.12.1), an industrial grade widely used tool for network traffic analysis. At last,
we extract cell sequences from the TLS record sequences following the method
proposed by [17], thus translating each connection traffic packet traces into cell
sequences tagged with corresponding categories. A slight difference from [17] is
that we divide the length of the TLS record by 514 instead of 512, because with
the upgrade of the Tor protocol, the length of the cell has changed from a fixed
512 bytes to 514 bytes. Therefore, we believe that this treatment is much more
closer to the real situation.

DATASET MingAn21. After completing the above operation, we even-
tually obtained MingAn21, consisting of two subsets: (i) 15,000 instances of
hidden service related, general website related and others each, corresponding
6 https://www.wireshark.org/docs/man-pages/tshark.html.

https://www.wireshark.org/docs/man-pages/tshark.html
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Fig. 6. Layers of data transport in Tor

to the delete cache scenario (ii) 10,000 instances of hidden service related and
general website related each, corresponding to the not delete cache scenario. Our
dataset contains both direction and time information of each cell.

4 Evaluation and Discussion

In this section, we firstly perform location statistic of hidden service related cell
commands with the real cell record parsed from the notice log file, revealing the
possible position of establish rendezvous and rendezvous2 cell in one single
connection. Next, we provide an evaluation of the different classification methods
of prior work with proper length of cell sequences, finding the state-of-the-art as
the one we use in this paper. At last, we perform iterative experiments to learn
the best choice of the start point and window size to perform our attack.

4.1 Position Distribution Observation

According to our data collection method, we record two type of data for every
connection: raw traffic packets and real cell sequences. We record some basic cell
data including cell command name, cell direction and timestamp. With the cell
command name, we can clearly notice the activity the Tor instance is doing. As
for hidden service related activity, establish rendezvous and rendezvous2
cell are import functional cells during the OP-HS connection construction pro-
cedure, indicating the start and success signals correspondingly. In order to have
a clear understanding the position of those two functional cells within one single
connection, we perform statistics on all the record cell sequences parsed from the
notice log file for both two scenarios. In detail, we statistic the absolute position
of establish rendezvous and rendezvous2 as well as the interval distance in the
unit of one connection.

As shown in Fig. 7, in most cases establish rendezvous cells are send after 69
and receive rendezvous2 cell before 147 with a window size of 72 in the delete
cache document scenario. However, in not delete cache document scenario, most
establish rendezvous cells are send after 45 and receive rendezvous2 cell before
130 with a window size of 73. It is oblivious that, in most cases, hidden service
related functional cell signals of not delete document scenario occur much earlier
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(a) Establish Rendezvous Cell Position
Distribution of Delete Scenario

(b) Establish Rendezvous Cell Position
Distribution of Not Delete Scenario

(c) Rendezvous2 Cell Position Distribu-
tion of Delete Scenario

(d) Rendezvous2 Cell Position Distribu-
tion of Not Delete Scenario

(e) Interval Distance Distribution of
Delete Scenario

(f) Interval Distance Distribution of Not
Delete Scenario

Fig. 7. Position statistic results on both scenarios

than that of delete cache document scenario. From the statistic results, we draw
the conclusion that there does exist a fragment of cell sequences contribute sig-
nificantly on distinguishing hidden service related activity and that it is possible
to filter hidden service related activity only with partial cell sequences.
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4.2 Comparison of Different Classification Methods

In this subsection, we reproduce the classification methods of prior work on
our dataset MingAn21, finding the state-of-the-art as the method we use in
this paper. In order to check the robustness and accuracy, we increase the cell
sequences from 40 to 140 with a step by 10 iteratively by setting the radio of
training, validation and testing as 1:1:2. With the above setting, we perform our
experiments on both scenarios with different classification methods, including
CNN [12], LSTM [12], SDAE [12], DF [13], k-NN [16], CUMUL [10] and k-FP [5].

(a) Delete Cache Document (b) Not Delete Cache Document

Fig. 8. Different classification on both scenarios

As shown in Fig. 8, the DF classification method performs the best with
excellent robustness as well as accuracy for both scenarios. As for the delete
cache document scenario, with the cell sequences length at 40, deep learning
related classification methods achieve much better accuracy than that of machine
learning methods do. As the increase of the cell sequence length more than 70,
the performance of DF method increases rapidly and keeps stable. As for the
not delete cache document scenario, KFP and DF both achieve better accuracy
and stability as the cell sequence increases. As DF achieves better performance
in both scenarios, we take DF as our classification method used in this paper.

4.3 Classification with Partial Cell Fragment

In this section, we try to search the best value of the start point and win-
dow size for the DF classification method for both scenarios. We refer the
search space as S * W, which S indicates the space of start point and W indi-
cates the window size. According to the observation described above, we set
S belongs to [start point-2, start point, start point+2] and W belongs to [win-
dow size-2, end point-start point]. In delete cache document scenario, S belongs
to [67, 68, 69, 70, 71] and W belongs to [70, 71, 72, 73, 74, 75, 76, 77, 78]. And in not
delete cache document scenario, S belongs to [43, 44, 45, 46, 47] and W belongs to
[71, 72, 73, 74, 75, 76, 77, 78, 79, 80, 81, 82, 83, 84, 85]. Then, by setting the radio of
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training, validation and testing as 1:1:2, we perform experiments with DF clas-
sification method iteratively by increase the S and W parameter with a step
by 1. The final results are illustrated in Fig. 9, with the window size 75 and
the start point 67, we can achieve 95.97% accuracy for delete cache document
scenario. With the window size 85 and the start point 44, we can achieve 94.43%
accuracy for not delete cache document scenario. The result verifies that it is
possible to classify hidden service access and general service access activity as
efficient as prior work while significantly reduce the resource cost. With 75 and
85 cell sequences respectively, in both scenarios, a network level attacker can
distinguish whether a user is accessing hidden service or general service with a
high accuracy without decrypting the packets.

Fig. 9. Different classification on both scenarios

The most relative work to us is Panchenko et al. [11], in contrast to this work,
our approach only use 75 or 85 cell sequences of each trace while achieving as
good performance as the prior work. Moreover, in terms of training time, with
much less data for training, our approach is also much effective than the prior
work.

5 Related Work

Many attacks have been proposed to challenge the security of Tor hidden ser-
vices. Most of these threat models assume that the attacker is active, that is,
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the adversary has the ability to modify the monitored traffic, or influence the
routing of relays. For example, Biliukov et al. [3] proposed that when a malicious
RP receives relay-introduce1 sent by the hidden service, it sends a message to
the hidden service consisting of 50 padding ucells. This signal allows another
malicious OR along the circuit from the hidden service to the RP to identify
the hidden service or its entry guard on the circuit. Another example, Jansen
et al. [7] proposed a memory-based DoS attack. The attacker identifies and dis-
ables the entry node of the target HS, thereby forcing the server to choose a new
guard. Chen et al. [9] proposed a novel approach discovering the hidden service
or its entry guard in a parallel manner by embedding numerous hidden services
identification into rendezvous cookie.

In contrast, the adversary in our threat model is passive, that is, the attacker
can only record the traffic he monitors, but cannot modify or drop them. It
is worth mentioning that a study similar to our research method is Website
Fingerprint Attack, which uses traffic classification to identify which website Tor
users have visited. The difference is that we need to answer whether Tor users
have accessed hidden services, or just used Tor to access a website that can be
accessed through a normal browser. Although we have different granularities of
traffic classification, many outstanding works [5,10,12,13,15–17] in the WFP
field are also of great reference value.

Unfortunately, only few prior studies pay attention to how to distinguish
whether a user is accessing a hidden service. According to the ability and location
of attackers, they can be divided into node level attackers and network level
attackers. With malicious entry node controlled, node level attackers record the
circuit creation signals as well as cell sequences silently and traffic data in a
passive manner. With the information collected, the node level attacker perform
traffic analysis attacks to infer whether the user has accessed a specific hidden
service. However, network level attackers located on the path between user and
the first anonymization node, can collect and only collect the traffic data with
much more widely visibility.

Node Level Attacker. Kwon et al. [8] showed that hidden services’ traffic
can be distinguished from regular websites with more than 90% accuracy from
a malicious entry node perspective. Recently, Jansen et al. [6] performed circuit
fingerprinting attach from the middle relay position, demonstrating that traffic
fingerprinting techniques are as effective as prior works shown from a guard relay
perspective. However, the result of this kind of attack significantly depends on
the number of nodes attacker controlled.

Network Level Attacker. Hayes and Danezis [5] find that the onion sites
can be discriminated from other regular web pages with 85% true positive rate
and only 0.02% false positive from a dataset of 100,000 sites. Panchenko et
al. [11] use machine learning methods to distinguish hidden service related traffics
accurately and scales well, with a precision more that 0.9 and a recall at least 0.8.
With the help of machine-learning or deep learning models, prior works treat
each whole traffic trace as input to extract features, which is not suitable for
online classification scenario.
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In our paper, we innovatively examine the existence of the fragment of cell
sequences and explore the effectiveness of only use partial traffic data for distin-
guishing darknet-access activity from general access activity.

6 Conclusion

In this paper we have analyzed the susceptibility of darknet-access activity to
the traffic analysis attack. To this end, we proposed a novel approach to classify
darknet-access traffic with only partial traffic data, which significantly reduces
resource consumption and is as accuracy as prior work. In order to verify the
effectiveness and applicable for practical scenario, we conduct experiments both
on new and old user scenario. The results depict that there does exist a window
of cell sequences contribute greatly to distinguish darknet-access traffic. More-
over, our approach performs as well as state-of-the-art methods with respect to
classification accuracy. Thus, with only partial traffic data we can distinguish
darknet-access activity effectively with much less resources, which can be applied
in online classification scenario.
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Abstract. This paper analyzes the international and domestic security situation
and major security threats, including those faced by large enterprises. In order to
improve the security management level of large enterprises, the construction of
safety management system which takes the safety situation awareness platform as
the command core is puts forward. The technical framework, evolution route,main
functions, core technologies and three-stage models of detection, perception and
prediction, closed-loop rectification, and threat information sharing are discussed.
At the same time, the author analyzes the organizationmechanism, the research and
development guarantee, the sustainable application, the introduction of ecology
and so on, and puts forward the solution.

Keywords: Security · Situational awareness · Detection · Prediction · Sharing

1 Introduction

Under the impetus of the fourth industrial revolution, informatization and intellectual-
ization are becoming the core driving force for large enterprises to continuously improve
their informatization level and efficiency. It is becoming common that who master infor-
mationwill win the competition.Network security and informatization complement each
other; Network security and informatization are two wings of one body and two wheels
of one drive. Without network security, there will be no national security, and without
informatization, there will be no modernization. The overall development of informati-
zation and information security is indispensable. As the lifeline of national security and
national economy, large enterprises have invested a lot of money, manpower and mate-
rial resources in security, and generally built their own information network, system and
information security equipment. However, there are still problems in information secu-
rity, such as fragmentation, information island and poor perception, It is difficult to deal
with complex security problems with one or several security technologies alone. The
focus of network security personnel has developed from solving single security problem
to studying the security state and its changing trend of the whole network. Building a
complete security situation awareness platform is the core of the unified smart secu-
rity command system of large enterprises. It will lead the overall situation, quickly and
quantitatively perceive enterprise security and various threats, and greatly improve the
response and disposal level.
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2 General Status and Problems of Information Security in Large
Enterprises

2.1 General Situation of Information Security in Large Enterprises

With the development and popularization of information technology, most large enter-
prises are gradually applying the latest information technology to better promote the
improvement of work efficiency, making the development of enterprises in line with
the development characteristics of the times. At present, China’s large enterprises have
basically completed the information construction, which is reflected in the correspond-
ing information technology at all stages of the daily operation of enterprises, such as
personnel management system, industrial control system, computer room construction,
network construction and enterprise portal, involving all aspects of enterprise develop-
ment. At the same time, large enterprises have added security construction investment for
information construction, and issued corresponding management system for the security
of technology application.

Different enterprises have different aims of information security protection. The tech-
nical system of information securitymanagement center needs to contain a variety of ele-
ments to play the corresponding role of information protection, including host, terminal,
network, information system, technology application and data. The corresponding secu-
rity products of each link are different. The information security technology architecture
can be summarized into seven subsystems: host security, terminal security, application
security, 4A security, information system security, data security and network security.
The information management security of the whole enterprise can be guaranteed with
the joint assistance of multiple subsystems.

In practice, most large enterprises use following equipments to build information
security protection system: 4A, VPN, firewall,WAF, IPS/IDS, EDR, sandbox, honeypot,
asset management system, anti-virus software, leak scanning system, etc., forming four
basic conditions of secure communication network, regional boundary, management
center and computing environment, providing enterprises with terminal access, interface
security guarantee, application access andmanagement, system security interconnection,
safe operation guarantee Safety management ability.

2.2 Analysis of Information Security Situation of Large Enterprises

According to the analysis of China’s Internet security situation by the national Internet
Emergency Response Center and the statistics of the national information security vul-
nerability sharing platform, threats and risks such as denial of service attacks, high-risk
vulnerabilities, phishing emails, personal information and important data leakage are
still prominent in the first half of 2019–2020, and the risks remain high [1, 2].

The key infrastructure of large enterprise has become the key target of network
attacks, and the network security risks such as vulnerability attacks and blackmail soft-
ware are becoming more and more serious. The government, education, medical care,
telecommunications, scientific research institutions and other important industries have
become the hardest hit areas of network attacks.
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From2019 to the first half of 2020, the risk of personal information leakage continues
to increase. In addition to the Internet industry, hotels and other service industries and
industrial enterprises have becomemajor risk areas of personal information leakage, and
data security is facing serious challenges [1, 2].

Although the network security protection ability of large enterprises has been
improved, there is still a certain gap between the security technology innovation and
the international advanced level. In particular, with the wide application of emerging
technologies such as artificial intelligence and blockchain, new types of network crimes
are also escalating. In the face of the increasingly severe situation of attack and defense,
the network security protection concept, ideas and technology implementation path of
large enterprises need to be integrated and innovated.

For enterprises, the challenges of information security are mainly reflected in the
following four aspects:

Decentralized security management; too many network devices; isolated informa-
tion. The security incidents are analyzed and handled by different departments inde-
pendently, which is impossible to analyze the security incidents end-to-end and make
corresponding decisions.

Internal leakage: driven by interests, internal employees can easily disclose con-
fidential information to competitors. Leakage means such as terminal copy, printing,
e-mail delivery, etc.

Internal and external malicious attacks: the enterprise network is becoming more
and more complex, and the enterprise terminal, network, server and so on have become
the targets of internal and external attacks.

Vires abuse. Operation and maintenance personnel or business management person-
nel can easily use it system, ultra vires (fake, unauthorized access) access to enterprise
confidential information.

2.3 Analysis of Information Security Problems in Large Enterprises

Among many information security problems that need to be solved, the most important
one is the intelligent interconnection of various security devices. On the whole, all kinds
of security equipment and capabilities are still in the state of decentralized construction
and decentralized operation. There is a lack of interconnection between systems. Logs
and other data are separated from each other and are actually “isolated islands” of data.
It has some effect on the static and low-intensity information security attacks in the past,
but it is not enough for the new situation attacks such as APT.

In addition, the sharing of security information with the outside of the enterprise is
also an important factor affecting the ability of security protection, mainly because the
security threat intelligence, virus database, rule base and other information of authorita-
tive institutions and manufacturers can not enter the enterprise and play a role in a short
time.

The lack of deep data correlation and analysis leads to the lack of means for high-
level information security events and threats such as persistent and advanced network
attacks and leaks. It emphasizes the single, flat and passive security protection, lacks the
organic integration of personnel, process and means, and has three-dimensional, multi-
dimensional and active cyberspace confrontation thinking. It has no perception of the
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attacker’s “when to come, when to go, what to do, what to take, why to do and how to
do” in the whole process.

The means of operation are out of date. Security protection relies heavily on 4A
and the traditional equipments. Enterprise relies on the deployment of firewall, intrusion
detection system, vulnerability scanner, and then combines with 4A system for asset
management, authentication and access control. The construction of security means is
mainly piled up and isolated, and the security system is lack of systematization and
coordination, so it is difficult to form an effective response to network threats.

All of these need to build a security situation awareness platform as soon as possible,
effectively connect various security devices, and eliminate data islands.

3 Status and Role of Security Situation Awareness Platform

3.1 Relationship Between Security Situation Awareness Platform and Security
Management System

The concept of situation awareness (SA) was put forward by Endsley in 1988. SA is the
acquisition and understanding of environmental factors in a certain time and space, and
the short-term prediction of the future (Fig. 1).

Fig. 1. Three level progressive model of situation awareness.

Security situation awareness is to use all kinds of data from the network and terminals,
use the advanced big data architecture, through artificial intelligence algorithm, take
the analysis of personnel and terminal behavior as the main line, detect and find the
security incidents that threaten the enterprise, and provide a complete evidence chain of
traceability and forensics, so as to comprehensively guarantee the enterprise information
security.
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Security situation awareness platform is a comprehensive solution platform for uni-
fied management of network information security situation awareness, security moni-
toring, notification and early warning, threat intelligence, tracing, traffic detection and
emergency response. Through the orderly operation of the platform, enterprises can
comprehensively grasp the key information infrastructure, important portal websites,
information system network security situation, the dark network traffic within the juris-
diction, trace the source of IP, and carry out early warning, emergency disposal and
comprehensive network security management. Network security situation awareness is
a means of quantitative analysis of network security and a fine measurement of network
security.

Security situation awareness platform, security management platform, security com-
munication network and security equipment together constitute the enterprise security
management system, which acts on the enterprise information system and information
network, realizes the control command and data interaction, completes the operation
of monitoring, warning, testing, configuration and switching, and realizes the corre-
sponding disposal of security threats, security incidents and security. With the security
situation awareness platform, it will provide accurate control instructions for the security
management platform to achieve effective control. Security situation awareness platform
becomes the core of enterprise security management system (Fig. 2).

Fig. 2. Schematic diagram of enterprise security architecture.

3.2 Main Functions of Security Situation Awareness Platform

Comprehensive collection of detailed data based on logs, traffic, etc., to build a basic
security information base;

The whole enterprise shares the threat intelligence of social organizations and
provides the enterprise security threat intelligence for social organizations;

Basic awareness of external and internal threats to achieve rapid security incident
analysis, monitoring and situational awareness;

Comprehensive management and control of exposed assets, dynamic management
and control of cyberspace to achieve spatial mapping;
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Build enterprise wide intrusion analysis and monitoring capabilities with intrusion
monitoring, website attack, self owned app protection and other functions;

Build the ability to analyze andmonitor intranet intrusion, such as preventingpenetra-
tion from all directions, password cracking, illegal information access and unauthorized
access;

Provide the whole network linkage interface for emergency disposal to realize the
whole process of rapid disposal; Establish a unified network security situation awareness
platform and enterprise wide integrated command and dispatch system;

Build the ability of abnormal event traceability based on log and traffic data;
Connect and share with the relevant monitoring and sensing system of the superior

unit; Support the security operation and simulation operation for different scenarios such
as daily threat, major guarantee and emergency disposal.

Expand the scope of threat monitoring, detect, prevent or limit the network attacks
from inside or outside at the key network nodes; And take technical measures to analyze,
record information, optimize the ability of technical means, optimize the emergency
response mechanism, and improve the monitoring, early warning and disposal level of
the whole enterprise.

4 Technology Implementation Scheme and Evolution Route
of Security Situation Awareness Platform

4.1 Platform Structure

It is mainly through extracting the network security situation analysis index system,
establishing the network security situation analysis and prediction system based on
complex network behavior model and simulation, and then obtaining quantitative or
qualitative network security situation assessment results, and forecasting the evolution of
network security situation in the future by analyzing andmodeling the historical situation,
In order to make reasonable adjustment and upgrading of the security elements, security
equipment and information system in the network by the network security management
personnel, and to cope with the changes of the network security situation. The network
security situation awareness platformmainly includes six levels, namely data acquisition
layer, preprocessing layer, label and storage layer,modeling and analysis prediction layer,
visual display layer, application command layer, and two basic levels, knowledge base
and rule base. The technical structure is shown in Fig. 3.

Data Acquisition Layer. Data acquisition is connected to different equipment, systems
andproducts throughvarious communicationmeans, and the security data of awide range
and deep level is collected, and the protocol conversion and processing of heterogeneous
data are collected, and the data base of enterprise network security situation awareness
platform is constructed. The platform has many probe acquisition methods, such as
active detection, log collection and flow analysis, to obtain real-time security data. The
data collected from the dailymanagement of the equal protection data, threat intelligence
data and the third-party standard interface constitute the total data on the data acquisition
level. The acquisition systemmust identifymany device protocols such as syslog, SNMP,
NetFlow, EDR,VSS, and analyze the protocol in depth, support data collection of various
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Fig. 3. Security situational awareness platform architecture.

information including terminal behavior, threat alarm data, log data, and support output
to the flat platform in a variety of standard formats.

Pretreatment Layer. The data collected in various formats are pre processed in a stan-
dardized and unifiedway, and abnormal data and duplicate data are eliminated to improve
the data quality and improve the efficiency, quality and accuracy of data analysis.

Tagging and Storage Layer. Classify and analyze data, label data according to rule
base and knowledge base. Data storage and index can realize data aggregation, storage
and index function of detection data, monitoring data and knowledge base resources,
and provide open interface for data acquisition at data modeling layer.

Modeling and Analysis and Prediction Layer. The preprocessing data is associated
with knowledge base and rule base, and relevant security information data is extracted
for modeling. Combined with machine learning and deep learning algorithm, it ana-
lyzes the identification information, asset information, attack event, attack trace infor-
mation, attack path information and attack source header information, and displays threat
situation and data association mining.

According to the historical and current status information, the analysis model is
established in line with the network and business scenarios, and the situation prediction
is carried out based on the combination of network threat and asset situation.

Visual Presentation Layer. The paper presents the quantitative status and prediction
results of network situation through data visualization. With the help of powerful pro-
cessing ability, logical thinking and judgment ability in graphics and images, the paper
realizes the artificial global visualization analysis and drilling analysis of enterprise
security situation, threat situation, attack source, attack event and asset security status,
as well as qualitative judgment and prediction.
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Application and Command Layer. The comprehensive analysis of the detection, per-
ception and prediction results of safety events is completed, and the solution is proposed,
which is divided into control tasks and control instructions. It is sent to the security
management platform through the interface to interact and command the closed-loop
rectification process.

Perceptual Knowledge Base. According to the needs of the security management in
the industry and the enterprise, we should establish a set of knowledge slices which are
structured, easy to operate and easy to use, and are organized to store, organize, manage
and use in the system. It includes the theoretical knowledge, fact data, detection, percep-
tion, prediction and other verified knowledge related to the field, heuristic knowledge
obtained by expert experience, etc. It is helpful to share and exchange knowledge by
accelerating the flow of knowledge and information.

Perceptual Rule Base. The rules of detection, perception, prediction and visualization
involved in the sensing system aremanaged by rule base as databasemanagement.When
business requirements change, it is no longer necessary for programmers to modify
individual code, but to manage them in the rule base. It is provided to each system and
technical use as the basis of rules.

4.2 Main Capabilities of Network Security Situation Awareness Technology

Threat Intelligence Disposal and Sharing. Collect and dispose threat information
data from various sources, and transform the format internally and transfer all to the
knowledge base and rule base; the core system of driving detection, perception and
prediction dynamically adjusts the processing logic and makes closed-loop correction.
To the outside world, the threat information sharing based on internal success cases is
provided to external organizations. Threat information includes: IP asset portrait, domain
name portrait, lost host data, regional security report, illegal organization and activity
threat information.

Network Intrusion Detection. The platform analyzes the intrusion detection of the
collected data and gives timely alarm. The intrusion response evaluates the security sit-
uation of the system according to the system attack alarm and abnormal alarm perceived
by real-time intrusion detection, andmakes and implements the optimal security strategy
in time to alleviate the impact of intrusion attack. Intrusion response includes two parts:
security policy decision and policy execution.

The Analysis of Safety Events and Situation Evaluation. According to the degree of
harmand the ability of regional security protection, the paper uses decision tree, Bayesian
network and other technologies to analyze the security events comprehensively. Neural
network and fuzzy reasoning are introduced into situation assessment. The knowledge
base and rule base of network security attributes are used to comprehensively evaluate
the status and development trend of security events, and reasonable judgment, decision-
making suggestions and protective preparation measures are put forward. Including
perception of rigid creeping network, vulnerability situation, etc.
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Network Security Situation Forecast. The platform uses the current and historical
detailed and massive collection data, knowledge base and rule base to learn and analyze
the big data in depth. It finds the rules of hacker invasion. According to the intrusion
behavior, the platform predicts the intrusion behavior, the purpose of hacker invasion
and the equipment that may be threatened in the future, and takes effective targeted
measures to prevent it.

Invasion Tracing. The platform uses the intrusion trace data, the collection data, the
knowledge base and the rule base, combined with threat information, to quantitatively
and trace the security events, determine the intrusion entrance, path, scope, measures,
etc., recover the intrusion process, propose targeted rectification measures and modify
the knowledge base, rule base and perception and prediction system.

Disposal andClosedLoopCorrection. The platform issues control orders to the safety
management platform based on the results of detection, perception and prediction. The
safety management platform issues manual and automatic work orders to safety orga-
nizations and safety equipment for security defense disposal; The platform conducts
closed-loop evaluation based on the completed status of work order and collected data,
and the closed-loop correction detection, perception, prediction knowledge base and rule
base are closed-loop.

Core Analysis Model of Situation Awareness. Network security situation awareness
includes three elements: perception, understanding and prediction. The following four
models are mainly used in the analysis process:

Endsley model, which senses the information of the state, attribute and dynamic of
the important components in the network environment, and the continuous updating,
prediction and evolution process of the integration and sorting of the elements.

OODAmodel refers to observation,Orient, decision and act, which is a concept in the
field of information warfare. OODA is a process of continuously gathering information,
assessing decisions and taking action.

The JDL model is to analyze the data and information from different data sources,
to identify the target, to estimate the identity, to evaluate the situation and to evaluate
the threat. The accuracy of the evaluation is improved by refining the evaluation results.

RPD model (Recognition primed decision) defines situation perception into two
stages: perception and evaluation. Perception compares the existing situation with the
past to select the past situationwith high similarity. Evaluation is the process of analyzing
the past to speculate the current situation evolution.

4.3 Platform Evolution Route

Based on the Specific Organization, Complete the Internal Situation Awareness
Infrastructure. It includes: data and alarm collection, threat intelligence platform,
event analysis platform, internal disposal management platform, and visualization appli-
cation to present and assist these work. In this way, a complete security operation can
be supported within an enterprise. The required security analysts can be obtained by
purchasing external services, or they can be trained by themselves.
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Establish Vertical Support System and Intelligence Data Sharing System. It
includes vertical malicious code analysis center, enhanced event analysis center, intel-
ligence sharing mechanism and vertical Threat Intelligence Center. Malicious code
analysis and major event analysis need high-level security analysts to participate in
order to achieve the effect. The intelligence sharing mechanism ensures the synchro-
nization of information and social organizations, and enables key intelligence to be
used more quickly and effectively in enterprises. Security analyst resources are mainly
self-cultivation.

Building Integrated Automatic Defense Capability. With the enhancement of the
vertical support system and the overall intelligence analysis ability, when encountering
key events, we can carry out integrated protection, more quickly and efficiently suppress
attacks, and strive for time to clear attacks. At the same time, security analyst resources
have formed a scale and can be provided for external use.

5 Problems Needing Attention

After the completion of the security situation awareness platform, we must strengthen
the continuous use and continuous optimization, and pay attention to solve the following
problems:

5.1 Organization Mechanism Guarantee, Forming a Virtuous Circle

We should establish a special safety management team to manage in parallel with the
informationmanagement team, improve the three synchronous principles of synchronous
planning, synchronous construction and synchronous operation of the information sys-
tem and safety system, and realize a good and benign mechanism that can be managed
and used well.

Strengthen the training of internal high-level security analyst resources to form a
strong personnel base.

5.2 Devops Guarantee

Around the situation awareness platform, the core engine of securitymanagement, a tech-
nical team integrating development, maintenance and technical support is established to
control the R & D quality and agile iteration ability of security business.

5.3 Institutional Constraints to Reduce Employee Risk

Hierarchical protection of business security.Wewill improve and formulate the business
security classification protection system andwork standards, and strengthen the business
security evaluation management mechanism and technical level.
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5.4 Persevere and Introduce Ecology (Good Partner)

Business security process embedding. Realize the whole life-cycle embedding and cen-
tralized continuous management of enterprise key business security management and
control; Introduce professional consulting agencies and professional security service
providers as partners, establish a sound enterprise security situation awareness system,
take me as the main, share partner experience, and improve together.

6 Conclusion

Through the construction and deployment of security situation awareness platform, large
enterprises will intelligently connect the existing security equipment, form the ability
of defense in advance, active management, three-dimensional protection and efficient
response, quickly and comprehensively sense the security threats faced by enterprises,
comprehensively improve the level of enterprise information security governance, and
eliminate all kinds of hidden dangers in the bud. Through long-term operation, the
security situation awareness platform has accumulated experience and data, which will
continuously improve the comprehensiveness, accuracy, timeliness and judgment of
perception, and provide a strong information security guarantee for the development of
enterprise informatization and more efficient investment in the tide of digital economy.
It will also bring information security revenue for enterprises through data sharing and
ecological co construction!
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Abstract. With the increasing integration of mobile Internet into people’s daily
life, generally a user will register several different network applications at the same
time. Therefore, there are many virtual identities belonging to one person on the
Internet, and the similarity analysis of cross-platform network identities is of great
significance in the field of network security. This paper studied the Chinese user
nicknames and virtual identity recognition in domestic social networking. Con-
sidering that account nicknames, to some extent, can reflect the characteristics
of the account owners’ naming habits and preferences, and that the information
of nickname is easier to obtain than other registration information, we collected
the nickname information of users who registered on three application platforms:
WeChat, Weibo and Alipay. At the same time, according to the characteristics of
account nicknames and their probability distribution, we determined the charac-
teristic indicators that can be used to calculate the similarity of nicknames. Finally,
this paper optimized the Jaro distance and Jaro-Winkler distance algorithms, and
proposed an identity algorithm suitable for domestic social networks, especially
calculating the similarity of Chinese nicknames, and verified the effectiveness of
the algorithm on the basis of large-scale real data.

Keywords: User nickname · Similarity · Jaro distance · Virtual identity

1 Introduction

With the rapid development of mobile Internet, various social software has greatly
enriched people’s lives, and the scale of Internet users in China is also growing. By
December 2020, the total number of Internet users in China has reached 940 million
[1]. Research shows that about 84% of Internet users have more than one social net-
working account [2]. At the same time, with the characteristics of multiple identities,
virtualization and anonymity of social networks becoming more and more obvious,
some lawless elements spread extreme remarks through the network, which seriously
endangered social order.

In recent years, a lot of attention has been paid to the study of social network user
identity, and the analysis of network account association can provide necessary informa-
tion for the safety supervision of public opinion in social networks. Considering that user
nicknames are easier to obtain than other registration information, and to some extent, it
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can reflect the naming habits and feature preferences of account holders. Therefore, this
paper collects user nicknames from domestic mainstream social networking sites, and
proposes a method for calculating account similarity based on Chinese user nicknames.

• This paper investigates the similarity of social network accounts, and finds that most
of the current research results are oriented to foreign social platforms such as Twitter,
Facebook, Myspace [3–5], which is not applicable to account analysis of the top Apps
in the domestic applicationmarket, and designs a prototype system that can push users’
nicknames in batches by using the address bookmatching and friend recommendation
functions of App, and constructs a database for studying the similarity of domestic
SNS accounts.

• This paper summarizes some features of Chinese nicknames, analyzes the consistency
of the features of the same natural person on different platforms, and selects character
features as the only index of the algorithm. Specifically, the paper converts Chinese
characters into English characters by the way of phonetic conversion, which solves
the problems of homophones and homophones in account similarity judgment.

• This paper proposes a similarity algorithm suitable for Chinese nicknames, aiming
at the common characters in different strings, such as “head-head”, “tail-tail” and
“head-tail”. Improve the calculation weights when the calculation weight when the
characters of “tail-tail” and “head-tail” are consistent, and the effectiveness of the
algorithm is verified on the experimental data set.

In the first section, the paper introduces the relevant research work. The second
section introduces the method of obtaining account nickname data and its implemen-
tation process; The third section sorts out some characteristics of Chinese accounts,
and analyzes the consistency of characteristics of accounts on different platforms; In
the fourth and fifth sections, an account similarity algorithm suitable for Chinese nick-
names is proposed, and the effectiveness of the proposed algorithm is verified by real
data Finally, the sixth section summarizes the full paper.

2 Related Work

2.1 Research Status

At present, researchers usually design network account association analysis based on
three different dimensions: user attribute, user behavior and user relationship. Among
them, user attribute features mainly include user nickname, avatar, birthday, place of
residence, personality signature, etc. User behavior characteristics mainly include online
speech, behavior track, participation topic, etc. The characteristics of user relationship
mainly include attention, interaction between fans and friends, joining groups and so on.
In the research field of user nickname association analysis, most of them are related to
English-speaking users such as Twitter and Facebook, and have achieved good results.
In view of the unequal information that can be collected by the above-mentioned user
characteristics in different social networks, this paper mainly studies the research status
of user nicknames in China and abroad.
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Reza Zafarani et al. [6] listed 414 potential features related to user names, and pro-
posed a calculation method of multi-platform virtual identity association by calculating
the most important 10 features. Siyuan Liu et al. [7] give weight to user names, and
then carry out association analysis on user virtual identities based on statistical analysis
method. Perito et al. [8] used n-gram model to measure the uniqueness of user names,
and finally analyzed the similarity of user names by editing distance. Dong Liu et al.
[9] made statistics according to the user’s explicit length, the frequency of using spe-
cial characters, the use of numeric characters, the combination mode of keyboard input
mode and user name, and obtained probability distribution and feature analysis, and
then proposed a method of identity verification. Y Li et al. [10] have done more detailed
feature engineering on the username of Chinese users, considering the existence of the
user name in simplified and traditional Chinese or English letters and homophones, a
language mapping method based on Pinyin is proposed. Siyuan Liu et al. [11] men-
tioned the situation of Chinese characters in the study of association analysis of virtual
accounts, but in fact, they did not carry out in-depth discussion and did not propose
corresponding solutions.

2.2 Existing Problem

Although the research on user-oriented nickname association analysis has important
research significance, the research based on Chinese user nicknames is still in its infancy,
and literature and research results at home and abroad are extremely scarce. At present,
Chinese-oriented research fields mostly focus on natural language analysis, semantic
understanding and other corpus studies with a certain length, but there are few short
Chinese analyses on user nicknames, and the feature extraction and correlation analysis
techniques of Chinese user nicknames are quite different from those of English users.
Therefore, the research on nickname association of Chinese users is facing great chal-
lenges, and there are also many problems to be solved, among which the most prominent
ones are as follows:

1. TraditionalChinese characters.When registering account nicknames,mainland users
prefer simplified Chinese, while users in Taiwan Province, Hong Kong and Macau
generally use traditional Chinese.

2. Disassembly of Chinese characters. For example, the same natural person has reg-
istered usernames and on different social platforms, so how to
establish account association with user names with such characteristics is a problem
worthy of in-depth study. For another example, accounts such as
and also take the dismantling of Chinese radical as a part of nick-
names. How to effectively identify and classify them is also of great significance in
the analysis of users’ nickname features.

3. Homophonic. The problem of homophonic words has always been a hot spot in the
field of Chinese research, and there is also the problem of homophonic words in
the research of nickname of Chinese users. For example, “橙丸村” and “陈婉春”
are different network accounts belonging to the same natural person. How to solve
Chinese homophones and homophones is also one of the problems that need to be
solved in this paper.
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4. Emoji expression. With the gradual liberalization of character restrictions on user
nicknames in different social platforms, some post-90s, post-95s and even post-
00s network users have added personalized characters to their nicknames, and
many personalized nicknames such as
and have brought great difficulties to Chinese account analysis.

2.3 Research Opportunities

In the early days, the data sources of virtual identity account research were scarce, and
most experimental data sets were mainly collected by web crawlers to obtain attribute
information related to users, such as name, gender, birthday, occupation and so on. Most
of this kind of characteristic information is incomplete, and its authenticity is difficult to
verify, so it is difficult for researchers to obtain it for research on high-quality dataset. As
for user nicknames, literature [12] has high credibility in associating different usernames
of the same user through social investigation, but this method consumes manpower and
time, and the respondents are generally unwilling to provide their account information
to others. There are also some social platforms that allow registration-free login through
other website accounts, but the jump view function is limited on the personal homepage
of this account, and researchers cannot obtain the account information associated with
the target account on other platforms. In addition, some public data sets, such asGoogle+,
Facebook, Twitter, etc., are mainly English-speaking and native-speaking users in the
West and Europe, and are not the research objects of this paper.

In recent years, with the promotion of real-name registration system, a user of social
networks in China, more and more social platforms need to bind their mobile phone
numberswhen registering.Although themobile phonenumbers are not public, it virtually
provides the possibility for the research of virtual identity association analysis. Literature
[13] introduces that most network applications provide the function of “address book
matching”, and through this function, the mapping relationship between mobile phone
number and virtual account number is established. In addition, literature [14] introduces
many cases of personal privacy leakage, and literature [15] puts forward a method of
obtaining account related information by using network App communication traffic, and
makes use of it. Therefore, the above-mentioned real data related to the user’s mobile
phone number and nickname provide a new idea for the experimental data research of
virtual identity account association analysis.

3 Data Collection and Implementation

In order to construct nickname samples in China, this paper selects three applications
with the highest download volume in Android mobile phone application market: Weibo,
WeChat and Alipay as data sources (Table 1), and filter users who register and customize
nicknames in the three applications at the same time as seed samples.

In addition, the paper randomly selects 7296 accounts from the leaked user data of
SinaWeibo in March 2020, and forms the mapping relationship between nicknames and
mobile phone numbers of Weibo users according to the corresponding user nicknames
associated with Weibo account id.
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Table 1. Statistics of monthly active users of different network applications

Network applications Number of monthly active
users

Date Reference

Weibo 530 million 2021.5.10 Second-quarter earnings in
2020

Wechat 1.242 billion 2021.5.20 Second-quarter earnings in
2020

Alipay 711 million 2020.6 Prospectus of Ant Group

3.1 Information Acquisition and Integration Analysis

Literature [8] introduces the method of network account matching. The paper matches
the address book of the above 7296 mobile phone numbers, and obtains the account
nicknames of WeChat and Alipay. The specific methods are as follows (Fig. 1):

7296 target numbers

Tencent Application Server

User nickname database
Address book

Alibaba Application Server

Upload Address book matching

Fig. 1. The flow chart of matching mobile phone number with network account

– Step 1 Import the mobile phone number to be processed into the mobile phone address
book, and view/add friends in the address book through the target application.

– Step 2 App uploads the address book information to the application server in the form
of original text or abstract information.

– Step 3 Server returns the user account information matching with the mobile phone
number in the address book (registration binding).

The statistics of account number matching results are shown in Table 2.
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Table 2. Network platform account matching results

Total Weibo Wechat Alipay All the three platforms

7296 7296 5683 6055 5050

3.2 Acquisition Module Design and Implementation

This paper designs and implements thematching function based onmobile phone address
book. The prototype system for obtaining user nicknames is divided into three modules,
namely, address book importmodule, information acquisitionmodule and content extrac-
tion module. The address book import module is responsible for automatically loading
the target mobile phone number and inputting it in the standard format readable by
the address book; The information acquisition module is responsible for uploading the
address book information to the target application server and acquiring the address book
user account information from the server; Based on the analysis of the target application,
the content extraction module realizes the automatic collection of nickname information
of user accounts in the address book.

The prototype system acquisition terminal realized in this paper is based on Google
Pixel equipped with Android native system version. This choice is mainly due to the
following considerations: First, the Android system has a high market share of mobile
devices, and it has a wider application value to use Android system as the target system.
Second, most networks apps developers provide Android version of application soft-
ware, so there will be no shortage of application collection coverage; More importantly,
Android system is an open source software project, and the system carried by Google
Pixel is a native operating system, so there is no version customization and secondary
development, which greatly facilitates the design and implementation of the prototype
system.

The specific method is as follows: firstly, the mobile phone number to be analyzed is
processed intoVCF format file, empty the original address book in themobile phone;And
then Import VCF format file into the phone address book; The information acquisition
module pre-analyzes the trigger mode of the address book reading function in the target
application, automatically triggers the function, and realizes the acquisition of address
book user account information from the server; The content extraction module obtains
user nicknames by analyzing the target application interface, and the module can extract
user nicknames in batches; Finally, the user nickname and the corresponding mobile
phone number are stored in the database (Fig. 2).
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Import file into the 
target mobile phone 

Remove existing 
information

VCF file generation

Triggering information 
acquisition

User function analysis

User nickname extraction

Display interface analysis

Target application

Information acqisition 
module

Content extraction 
module

Address book import 
module

Database

Fig. 2. The frame diagram of acquisition module

4 Data Collection and Implementation

4.1 Universal Feature

As a hot research direction of social network, account association technology usually
adopts account characteristics including: 1) length characteristics. The length of most
usernames is within a specific range, which is generally not too short or too long, which
can visually show the length characteristics of user names. 2) Character type. Chinese
characters are the main nicknames of domestic social network users. Compared with
the western language system with only 26 English letters, any character or a group
of characters in the nicknames of domestic network users have unique symbols for
judging a natural person. 3) Special characters. Some nicknames containing numbers
and symbols can reflect the naming habits and preferences of users. 4) Combination
mode. Combinationmode can also be used as one of the characteristic indexes in judging
nickname similarity, that is, the same natural person should have the same or similar
combination mode on different platforms. In order to further apply the above features to
the Chinese language environment, the paper also needs to make statistics on the above
features, as shown in Table 3.

Table 3. Consistency analysis of user nickname features in different platforms

Length characteristic Character type Special characters Combination mode

0.047 0.652 <0.001 0.076

4.2 Feature Selection

Through the statistics of the above characteristics of WeChat, Weibo and Alipay, it is
found that users register nicknames on different platforms. The length characteristics,
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special characters and combination patterns are not consistent. The main reasons are
as follows: the character types supported by nicknames of users on different platforms
are inconsistent, and the expressions of special characters and emoji are quite different
among different operating systems, coding methods and input methods; Weibo nick-
names have the unique characteristics of thewhole network. In order to avoid duplication
with other nicknames, users often add numbers, letters and other characters, resulting in
long overall characters and diverse combination modes. However, this kind of situation
rarely occurs in nicknames of WeChat and Alipay. Therefore, length features, special
characters and combination patterns are not considered as similarity calculation factors.

In terms of character features, due to the uniqueness of Chinese characters, users
are usually accustomed to using fixed or similar Chinese characters. Therefore, in the
above statistical results, most users show good consistency in character features. In addi-
tion, every Chinese character in Chinese has Chinese Pinyin, and the Chinese Pinyin
Scheme published in 1958 clearly stipulates that Chinese Pinyin adopts the internation-
ally accepted Latin alphabet. Therefore, this paper takes character features as the core
index to calculate similarity, converts Chinese into English writing form by the method
of phonetic conversion, and then calculates account similarity by calculating text simi-
larity. This method can effectively solve the conversion between simplified Chinese and
traditional Chinese characters, and at the same time, it can play a better conversion effect
in homophonic words with the same pronunciation and similar pronunciation.

5 Algorithm Design

5.1 Jaro Distance

Jaro distance is one of the most commonly used methods to judge the similarity of short
texts based on the number and sequence of commonly used characters. It was originally
used to judge whether two names of health records are the same in census, so it is
the best selection for matching user names. This section is further optimized based on
Jaro distance algorithm to improve nickname recognition ability suitable for domestic
network users.

For any two strings, the matching window under Jaro algorithm is defined first as
follows: the comparison between characters should be limited to a certain range or
condition, besides if two characters are equal in this range, indicates a successful match;
If it exceeds this range, the match fails. In Jaro algorithm, it is defined as formula (1),
that is, mw does not exceed the value of the following expression:

w ≤ max
(|Si|,

∣∣Sj
∣∣)

2
− 1 (1)

Where, |S_i | and |S_j | represent the lengths of the string S_i and S_j. At the same
time, if the matching sequence characters are reversed, the number of characters in the
reversed sequence is recorded as the transposition number (tn for short) in Jaro algorithm.
Therefore, based on the logic of matching window mw and transposition number tn, the
Jaro distance calculation formula of string S_i and S_j is as follows:

JDij =
{
0 if m = 0
1
3

(
m
|Si | + m|Sj| + m−t

m

)
otherwise

(2)
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Where m represents the number of matching characters of two strings based on the
matching window logic; t represents 1

2 tn under transposition number logic.

5.2 Jaro-Winkler Distance

Given the importance of English prefixes, Jaro-Winkler distance is furthermodified basis
on Jaro distance, meaning that, if two strings of the first few characters are the same,
they will be more similar. The formula of the algorithm is shown as formula (3):

JWDij = JDij + lp
(
1 − JDij

)
(3)

Inwhich JDij represents Jara distance based on Jaro algorithm; l indicates the number
of common prefix characters of two strings (maximum nomore than 4); p is a scale factor
constant, that describes the contribution of common prefix to similarity. The larger the p
is, the greater the weight of common prefix is (the maximum value not more than 0.25,
and the default value is 0.1).

It can be seen that jaro-winkler distance algorithm ismore friendly to prefixmatching,
but there is still a certain degree of misjudgment when calculating the similarity of user
nicknames. For example, “芸” and “白芸” are nicknames of the same natural person on
different platforms, but their Jaro-Winkler similarity is 0, so they are judged to be a group
of unrelated accounts, which is amisjudgment. Fromhere, we canmake a conclusion that
Jaro-Winkler distance algorithm has an obvious error in nickname similarity analysis,
in particular when a group of nicknames keywords are at the end of a string, and the
likelihood of this occurrence is relatively high. Therefore, the Jaro-Winkler distance is
further optimized.

5.3 Text Algorithm

Taking into account the habit of bidirectional combination of last name and first name in
nicknames, the matching weights of key characters of “first-first”, “tail-last” and “first-
last” should be considered at the same time. Therefore, the two algorithms are further
revised in this paper, and the modified distance formula is as shown in formula (4). The
paper is called Jaro-Winkler-Plus distance algorithm:

JWPDij = JDij + max

(
lhph, ltpt,max

(
lih, ljh

) (ph + pt)

2

)(
1 − JDij

)
(4)

In which: JDij is Jaro distance based on Jaro algorithm.
lh represents the number of character with common prefix of two strings, where

lih and ljh represent the number of common Si prefix and Sj suffix, and the number
of common Si suffix and Sj prefix, lt represent the number of common suffix of two
strings, and satisfy the minimum value of arbitrary li(i = h, t, ih, jh) is no less than the
minimum number of characters 1 (such as ‘a’) and the maximum number is no more
than the maximum number of characters 6 (such as “Zhuang”).
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ph is a common prefix scaling factor constant, and pt is a common suffix scal-
ing factor constant, any pi(i = h, t) satisfy 0.1 ≤ pi ≤ 0.165, in order to ensure

max
(
lhph, ltpt,max

(
lih, ljh

) (ph+pt)
2

)
≤ 1 Therefore, under the premise of li ≤ 6, the

maximum value is also reduced from the initial 0.25 to 0.165.
It can be seen that Jaro-Winkler-Plus distance has obvious advantages in measuring

text similarity comparedwith Jaro and Jaro-Winkler distance, which is shown as follows:
First, it is better suitable for different habits of different users writing surnames +
firstnames (such as and ), especially Chinese people pay special
attention to the last names, and are willing to use it repeatedly in social media or daily
communication; Second, adding “tail-to-tail” and “head-to-tail” influencing factors on
the basis of “head-to-head” instead of summary and induction, but adopts the principle of
giving priority to the maximum value can avoid the excessive influence of head-to-head
strategy on total Jaro distance.

6 Experiment and Analysis

6.1 Data Description

The data sources used in this paper are 5050 groups of user data processed in Sect. 3.1,
all of which are registered on Alipay, Weibo and WeChat, and their nicknames are
customized. In order to facilitate the calculation, this paper converts the nicknames of
each user on three platforms, that is, the phonetic sequences without tones are recorded
as strings. By random selection, this paper constructs three experimental data sets, each
of which contains 5000 positive examples (user name pairs belonging to the same natural
person) and 5000 counterexamples (randomly combining user name pairs of different
natural persons).

6.2 Index Evaluation

Precision, Recall and F-Score are used as evaluation criteria to measure the performance
of the algorithm. Specific definitions are shown in formulas:

Precision = tp/(tp + fp) (5)

Recall = tp/(tp + fn) (6)

F − Score = 2 × pc × rc/(pc + rc) (7)

F-Score is the harmonic mean of Precision and Recall, and it is the total evaluation
indexof the algorithmperformance.The three evaluation indicators in the above formulas
are based on the following three indicators: tp (true positive) refers to the number of
account pairs that are correctly judged as the same user by this algorithm. fp (false
positive) is the number of account pairs incorrectly judged as the same user. fn (false
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negative) represents the number of account pairs that are judged to be different users
but are the same user. In our experiment, a threshold is required to be set to determine
whether two nicknames belong to the same user account. If the distance is greater than the
threshold, it is determined that the two nickname strings participating in the comparison
belong to the same natural person. If the distance is less than or equal to the threshold,
it is determined that the two nickname strings participating in the comparison do not
belong to the same natural person. Here, the paper needs to flexibly adjust the threshold
to balance the Precision and Recall. As shown in Fig. 3, Fig. 4 and Fig. 5, with the
increase of the judgment threshold, Precision of the three groups of data also increases
correspondingly, while Recall decreases obviously. The main reason for this result is
that when the threshold is increased, the more severe the judgment condition is set,
the number of username pairs that the algorithm judges to be a match also decreases. In
addition, the number of misjudged username pairs also increased, resulting in a decrease
in Recall.
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Through the trend analysis of the value, it seems that 0.5–0.55 is a reasonable
threshold range. Here, the paper defines 0.5 as the threshold for judging account
similarity.

6.3 Comparison of Methods

After the threshold is determined, Jaro distance and Jaro-Winkler distance are used
to calculate nickname similarity, About 7.07% of the data distance increases slightly,
but the influence degree does not change for judging whether they belong to the same
user, Therefore, the results of the two distance algorithms are consistent. The algorithm
proposed in this paper not only greatly improves the distance value, but also improves the
judgment accuracy by about 9.12%. This shows that the nickname similarity calculation
method proposed in this paper can better quantify user nicknames, and better identify
and discover different network accounts belonging to the same natural person in Chinese
environment (Table 4).

Table 4. F-Score of different algorithm

Algorithm F-Score

Data Set 1 Data Set 2 Data Set 3

Jaro 0.6085 0.6238 0.6262

Jaro-winkler 0.6085 0.6238 0.6262

Jaro-winkler-plus 0.6921 0.7082 0.7319

In this paper, the proposed nickname similarity calculation method is applied to
the user data of the three platforms of WeChat, Weibo and Alipay. Since the nickname
custom rules of each platform are quite different, this paper can distinguish account
similarity only by analyzing the character characteristics, indicating that this research
direction has good value potential. In the future, better judgment results will be obtained
by combining more platforms and larger-scale user data and extracting more feature
attributes that can be used to calculate similarity, such as gender, age, birthday, hobbies
and other features.
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7 Conclusion

In view of the difficulty in identifying multiple virtual identities of domestic social
network users, and the lack of data resources in domestic research on virtual identity
accounts, considering that account nicknames can reflect the naming habits and fea-
ture preferences of holders to a certain extent, and the nickname information is more
open and transparent than other information, this paper studies the similarity analysis
of online accounts First of all, the paper uses the “address book matching” and “friend
recommendation” functions of social software to collect nickname data from threemain-
stream apps in China; Secondly, the paper puts forward some common characteristics
of account nicknames, and makes statistics and consistency analysis on the nicknames
registered by the same user on three platforms, and determines the characteristic indexes
for calculating account similarity; Finally, Jaro distance algorithm is improved, and an
account similarity calculation method suitable for Chinese nicknames is proposed.

Through experimental data verification, it is concluded that the proposed similar-
ity calculation method based on account nickname character features is 9.12% more
effective than the traditional Jaro distance algorithm, which is better applicable to the
Chinese language environment dominated by Chinese characters and provides effective
support for the identification of domestic netizens. In the next step, we can make a more
in-depth study on the similarity determination of network virtual identity by combining
the characteristics of users in other aspects, such as gender, age, friend relationship and
other account attributes.
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Abstract. With the increasing of the telecom network fraud in China, SMS (Short
Message Service) has became an important channel exploited by the criminals to
contact victims. Due to the tiny amount compared with normal SMS, the high
proportion of malicious adversarial characters, and the lack of knowledge to spe-
cific fraud types, it is still challenging to identify the fraud SMS efficiently. In this
paper, we firstly conduct a measurement study to explore the characteristics of the
fraud SMS. Based on the exploration, we propose a two-stage algorithm called
TFC. TFC can quickly filter out normal SMS in the first stage with two indicator
functions, and then easily identifies the category of fraud SMS in the second stage
by combining the semantic deep features and the domain-knowledge based artifi-
cial features. We conduct two real-world SMS datasets for extensive experiments,
and the results show that TFC successfully reduces calculation cost and achieves
better performance in distinguishing various categories of fraud SMS.

Keywords: Telecom network fraud · SMS classification · Domain knowledge

1 Introduction

The evolution of the information society has brought great changes to the structure of
crime, as traditional contact crimes keep declining, the new paradigm crime represented
by telecom network fraud increases sharply in China. The average growing rate of
telecom network fraud has reached 34% over the years [1], which has become the most
prominent crime reported by the citizens. SMS is an important first-contact channel in
many telecom network fraud cases, especially in the Loan Fraud, Part-time Fraud and
Investing Fraud, etc. As shown in Fig. 1, if victims perform corresponding operations
with fraud SMS, such as replying SMS or adding QQ, WeChat (the top 2 popular social
media software in China) mentioned in the texts, the criminals would make further
contact with victims in other communication channels where the real identities are
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Fig. 1. Communication channel under different fraud procedures.

difficult to be traced. Therefore, the identification and prevention of fraud SMS has
become a crucial issue.

Despite of some studies that have investigated detecting spam text already, these
methods can not be applied in Chinese fraud SMS classification problem ideally due to
the following reasons:

– Unlike the giant scale of normal SMS, the number of fraud SMS is relatively small.
According to [2] and [3], the number of Smishing (SMSPhishing) for telecomnetwork
fraudonly accounts for 0.05%of thewholeSMS inChinaduring2020. It’s important to
design an effective method to filter out numerous normal SMS before the fraud SMS
detection. Such scenarios are quite common and important for telecom operators,
which are required to curb the fraud SMS by regulatory departments.

– Compared with English which has a relatively small alphabet, Chinese is logographic
with a large set of characters. Besides, the battle between criminals and polices is
extremely fierce, and the attack methods in fraud SMS, which has huge difference
withEnglish could be updated quickly in several hours. Typical attackmethods contain
Word Split (split a character into several characters), Homophony (different words or
characters have the same PINYIN [4]) and Glyph Similar (obfuscated characters have
similar structures with the original characters), etc.

– Differing from the traditional spam text (such as Gambling, Porn, Abuse, etc.) and
Smishing (which mainly aims at collecting sensitive data from people), the domain-
knowledge plays an important role in the identification of the specific type of fraud
SMS. For example, there are lots of zeros in the Loan fraud SMS, but the SMS
with many zeros could be the normal SMS of banking notice as well. The fraud
domain-knowledge related studies are very limited in the previous work.

To tackle these challenging problems, we firstly conduct a measurement study to
obtain a better understanding about the fraud SMS, then we design a novel two-stage
algorithm called TFC to classify the Chinese fraud SMS. In the first stage, we uti-
lize the key insights found in our measurement to quickly filter out the normal SMS.
In the second stage, we exploit BERT-wwm [5] to obtain the semantic features, and
thoughtfully designed 61-dim features base on the fraud domain-knowledge to capture
the various attack methods and different kinds of abnormal SMS characteristics. By
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conducting extensive experiments with real-world SMS dataset, we prove that TFC is
able to achieve the best performance compared with five alternative algorithms, and the
generated features are robust tomany kinds of classification algorithms in themeanwhile.

The main contributions of this paper can be summarized in three aspects:

– We conduct a comprehensive analysis on the labeled telecom network fraud SMS
and discover some interesting insights. To mitigate the problem of lack of Chinese
fraud SMS datasets, we release part of our labeled dataset online [6] for research
convenience.

– We propose a novel two-stage algorithm to address the fraud SMS classification
problem. The algorithm can rapidly filter out normal SMS in Stage 1. After com-
posing deep features and domain-knowledge related features in stage 2, five types of
SMS (namely, normal SMS, Loan fraud SMS, Part-time fraud SMS, Investing fraud
SMS and Gambling SMS) can be effectively classified with simple machine learning
algorithm.

– We demonstrate our algorithm’s performance through real-world data driven experi-
ments. Compared with various algorithms, our algorithm is able to obtain the highest
F1-score and accuracy. Impacts of the Stage 1 and domain-knowledge keywords, and
the performance of different ML classifiers with TFC are also included.

The rest of the paper is organized as follows. In Sect. 2, we review the previous work
of SMS fraud and spam text related problems. In Sect. 3, we conduct a comprehensive
measurement analysis with fraud SMS and obtain several interesting insights. We intro-
duce our two-stage algorithm and detailed feature construction procedures in Sect. 4.
Section 5 presents the results of experiments using real-world data. Section 6 concludes
the paper.

2 Related Work

SMS fraud related problems have gained lots of attention for many years. Joo et al. [7]
proposed an enhanced security model for detecting Smishing attack in smart devices.
Goel et al. [8] designed a algorithm framework consist of three phases for Smishing
attack detection. Mishra et al. [9] investigated Smishing detection problem through
SMS Content, URL and Source Code, then a prototype of the proposed system with
96.29% overall accuracy is developed. Pervaiz et al. [10] investigate the scope and scale
of the problem of SMS fraud in Pakistan, Delany et al. [11] and Abdulhamid et al. [12]
reviewed and summarized the SMS spam filtering method. As for the fraud detection
in the telecom area, previous works mainly use Call Detail Record (CDR) to identity
the fraudulent user. For example, Olszewski [13] proposed an approach based on user
profiling with Latent Dirichled Allocation (LDA), and detecting fraudulent behavior on
the basis of threshold type classification with use of the KL-divergence. Farvaresh et al.
[14] employed a hybrid approach consisting of preprocessing, clustering and classifica-
tion phases to identifying customers’ subscription fraud. The studies of SMS fraud from
telecom operator’s perspective are very limited.

There are several attack methods in spam text, such as adversarial text, wrong-spell
words etc. Another thread of research studied the related problem from different aspects.
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Wang et al. [15] proposed an adversary-generation algorithm for increasing the variance
of adversarial training data; Ebrahimi et al. [16] investigated the robustness of models
with adversarial examples trained by the proposed two translation-specific types of
attacks. Li et al. [17] presented an adversarial defense framework designed for Chinese
based deep learning model, all the results of experiments show that these methods could
improve model performance to defend against adversarial text attacks. Yeh et al. [18]
presented a novel spelling error detection and correctionmethod based onN-gram ranked
inverted index; Xiong et al. [19] designed a unified framework HANSpeller for Chinese
text spelling error detection and correction. Karan et al. [20] and Nobata et al. [21]
investigated the abusive language detection problem with Cross-Domain method and
NLP features based classification methodology separately. All these works focused on
the characteristics of the spam text, and the differences between spam text and fraud
SMS are not considered.

Differing from the previous work, our work focuses on two aspects. Firstly, we aim
at addressing the fraud SMS classification problem from telecom operator’s perspective,
rather than identifying the fraud with CDR [13, 14] or detecting Smishing from the
view of mobile devices [7–9]. Secondly, while previous works focus on English [15,
16] and Chinese [17–19] spam text related studies, our work studied the Chinese fraud
SMSclassification problemwhich can not be applied bymany proposedmethods in other
languages due to the huge Chinese grammatical difference and the unique characteristics
between fraud SMS and spam text.

3 Measurement Analysis

In this section, we mainly conduct the measurement analysis with fraud SMS dataset,
which are reported by massive citizens and collected by the Guangzhou Anti-Fraud
Center from 11/02/2020 to 11/11/2020, named RD1. Figure 2(a) plots the fraud SMS
daily count over a week, and we can observe that the average fraud SMS count is larger
in weekdays compared to the weekends. As shown in Fig. 2(b) (We use ‘#’ as the
abbreviation of word ‘number’ in this paper), in terms of the fraud SMS types, Part-time
fraud, Loan fraud and Investing fraud accounted for 85% of the whole RD1, and the
Part-time fraud SMS has the highest proportion, nearly 50% .

Fig. 2. (a) Daily fraud SMS count of RD1. (b) # of fraud samples percentage.
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Table 1. Examples of attack methods and corresponding # of Uncommon Chinese Characters
and Other Characters

Before stepping into further analysis, we define five types of characters in the SMS
as follows:

– Common Chinese Characters. Define the common words and sub-common words in
the List of Commonly Used Characters in Modern Chinese [22] as Common Chinese
Characters, and the dict size is 3500.

– Uncommon Chinese Characters. Define Chinese characters that not belong to the
Common Chinese Characters as Uncommon Chinese Characters.

– NumericCharacters. Define the number characters from0 to 9 asNumericCharacters.
– English Characters. Define the alphabet characters from a to z and their upper case
A to Z as English Characters.

– Other Characters. Define the characters in SMS that do not falling into 4 types
mentioned above are Other Characters, such as symbolic characters like $ ! #, etc..

After we dive into theRD1, we obtained two interesting insights. One is thatUncom-
monChinese Characters andOther Characters often appear in the fraud SMS.As shown
in Fig. 3, to pass the keywords based spam detection methods and systems, the crimi-
nals tend to modify the SMS with several adversarial attacks, such as Word Split, Word
Homophony, Glyph Similar, or combination of them. Therefore Uncommon Chinese
Characters and Other Characters would have a considerable amount. Some examples
of attack methods are presented in Table 1. Figure 4(a) plots the CDF (Cumulative Dis-
tribution Function) of the sum ofUncommon Chinese Characters andOther Characters
in the fraud SMS. We can observe that only 22% of them have less than 10 Uncom-
mon Chinese Characters and Other Characters. It even exceeds 30 in some fraud SMS
samples, which proves that Uncommon Chinese Characters and Other Characters are
frequently adopted in fraud SMS.
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Fig. 3. Fraud SMS and Gambling SMS sample.

Fig. 4. (a) The CDF of sum of Uncommon Chinese Characters and Other Characters. (b) The
CDF of SMS length in RD1.

Another insight is that there are often contained some contact information in the fraud
SMS, which increases the count of Numeric Characters and English Characters. Table
2 shows that 99.41% of the fraud SMS have Numeric Characters and 69.54% of them
have English Characters, it’s reasonable that the proportion with Numeric Characters
is much higher than the English Characters, because the fraud SMS often contains QQ
or Wechat which represented by 5–11 digit numbers directly. From Fig. 4(b), we can
observe that the minimal length of the fraud SMS in RD1 is 17, and around 60% of the
samples are longer than 50 characters. We argue that the length of the fraud SMS are
commonly longer than normal one because of the expressions of contact information
and the adversarial attacks (e.g., Word Split) in the fraud SMS.
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Table 2. Statistics of Numeric Characters and English Characters in RD1.

Conditions Percentage

# of Numeric Characters > 0 99.41%

# of Numeric Characters > 0 & # of English Characters > 0 69.02%

# of English Characters > 0 69.54%

# of Numeric Characters = 0 & # of English Characters = 0 0.03%

Given the above measurement results, the most intuitive idea is that we can design
features basedon the appearanceofUncommonChineseCharactersorOtherCharacters,
Numeric Characters or English Characters to classify the fraud SMS. However, the
authors found out that some other abnormal SMS have the same characteristics. Taking
theGamblingSMSsample in Fig. 3 for example, the # ofUncommonChineseCharacters
is 12, and the # ofNumeric Characters and English Characters are also greater than 0. If
only these two types of features are considered, toomuchNon-fraudSMSwill be recalled
in practice. What’s more, we plan to classify fraud SMS in a fine-grained manner, i.e.,
classifying the Part-time fraud, Loan fraud and Investment fraud SMS separately. For
this purpose, a much more accurate and robust algorithm needs to be developed.

4 Algorithm Design

4.1 Model Overview

The goal of fraud SMS classification problem is to design a classification algorithm
cls(·) for any input text x ∈ X , x = {x1, x2, . . . , xn} and output its fraud category. In this
paper, we propose an algorithm composed by two stages, which can be defined as:

cls(x) = clsml(V (clss1(x)); θ) = y
∧

(1)

where Stage 1 clss1(·) is used to quickly filter out normal SMS, i.e. SMS not belongs
to any fraud category. clsml(V (·); θ) would be noted as stage 2, where V (·) is a feature
extraction function that convert SMS into continuous or discrete features, clsml(·; θ) is
a machine learning classifier aims at obtaining the specific category of the SMS, and θ

are the parameters of the classifier.
The procedures of our method are shown in Fig. 5. Concretely, Stage 1 is introduced

Subsect. 4.2, andwepresents the b) of Fig. 5 in theDeepModel ofSubsect. 4.3. Figure 5’s
part c) and d) are explained in the PINYIN and BISHUN and Hard Matching of
Subsect. 4.3 separately.
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Fig. 5. Algorithm procedures.

4.2 Stage 1 - Normal SMS Filter

In Stage 1, we plan to use simple method to filter out massive normal SMS quickly
while keeping the algorithm’s recall at a high level. Based on the measurement analysis
in Sect. 3, two indicators are considered as follows:

Inco(x) = 1(cuc(x) + cother(x) > T1) (2)

Inen(x) = 1(cnum(x) + cen(x) > T2) (3)

where cuc(x) is the count ofUncommon Chinese Characters in SMS x, cother(x) denoted
the count of Other Characters in x,cnum(x) and cen(x) stand for the count of Numeric
Characters andEnglish Characters in x respectively, T1 and T2 are the threshold param-
eters. As mentioned in Sect. 3, differing from the normal SMS, the fraud SMS often
uses obfuscated characters to avoid detection. Many of these obfuscated characters are
homophony or glyph similar compared with original characters, and majority of them
areUncommon Chinese Characters andOther Characters. Given this context, we argue
that when the sum of Uncommon Chinese Characters and Other Characters is bigger
than 0, i.e. T1 is 0, x could be a fraud SMS in a certain extent. On the other hand, crimi-
nals often need more contact channels to deliver information to victims other than SMS,
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and the information of network communicating channels is frequently appeared in the
SMS. So Inen(x) is introduced to catch these information indirectly, which has already
been explained in Sect. 3. The final output of Stage 1 is given by Eq. 4

clss1(x) = x � (Inco(x) ∧ Inen(x)) (4)

i.e. only the SMSwithUncommon Chinese Characters orOther Characters appearance,
and Numeric Characters or English Characters appearance simultaneously will be sent
to the stage 2. For simplicity, we set T1 and T2 equal to 0, and the detailed analysis of
threshold setting will be discussed in the ablation study.

4.3 Stage 2 - Fraud SMS Classification

In stage 2, we aim to classify the SMS provided by previous stage in a find-grained man-
ner.Due to the impressive advantage of a huge corpus in text classification,we exploited a
deep neuralmodel trained fromChinese corpus to extract semantic information. Besides,
for the reason that there are lots of attacked texts in the fraud SMS, which are able to fool
the deep model trained by the normal SMS, we design an artificial extractor, which can
match specific keywords defined by anti-fraud professionals. Finally, features from deep
model and artificial extractor were combined and fed into a machine learning model,
e.g. SVM (support vector machine) to obtain the final classification results. The entire
progress of stage 2 can be expressed as:

V (x) = fdeep(x) ⊕ fpb(x, k1) ⊕ fhm(x, k2) (5)

clss2(x) = clsml(V (x); θ) (6)

where clsml is a machine learning classifier, fdeep is deep model, fpb is PINYIN and
BISHUN similarity extractor, and fhm is hard matching extractor. ⊕ represents feature
combination. We define fpb(x, k1)⊕ fhm(x, k2) as artificial feature because it depends on
pre-defined keywords group k1 and k2.

Deep Model. In the field of natural language processing, pre-trained deep language
models have became a very important basic technology. We use the BERT-wwm, which
released by Harbin Institute of Technology and IFlytek, for deep feature extraction [5].
BERT-wwm is one of the best open source deep models trained on Chinese wikipedia
(including simplified Chinese and traditional Chinese) data and have better performance
in formal text modeling. Specifically, we directly use the pre-trained model for deep
feature extraction, i.e. taking the SMS as input, and use the corresponding output vector
of the first symbol (‘[CLS]’) as the semantic representation.

PINYIN and BISHUN. Fraud SMS commonly use attacks against detection, and these
transformed words could disturb the semantic meaning of sentences, affecting the accu-
racy of semantic features. Inspired by [23], we propose a strategy based on PINYIN [4]
and BISHUN (stroke order) to recognize attack methods of some specific fraud key-
words. Detailed procedures of our similarity judgement strategy are shown in Fig. 6.
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Firstly, the algorithmwill search theWord Split attack in the SMS, andmake correspond-
ing corrections if such obfuscated characters exists. Then the keywords generated by
anti-fraud specialists will be searched in the SMS, and output a boolean vectors whether
each keyword exists. We argue that two words can be regarded as same only when they
are same or highly similar in some aspects. Concretely, two perspectives for judgement
are considered in our strategy:

– SAME PINYIN. For homophony attack, one character would be transformed to others
that has the same pronunciation. Since that Chinese characters can be pronounced
base on their PINYIN, two words with the same PINYIN (without tones) could be
regarded as the same word.

– BISHUN similarity. A Chinese character has five basic writing strokes, i.e.横 (hor-
izontal), 竖 (vertical), 撇 (left-falling), 捺 (right-falling) and 折 (turning). By cit-
ing each basic stroke as number 1–5 and arranging them in writing order, BISHUN
(stroke order) can uniquely identify a number sequence of a Chinese character. For
glyph similar attack, transformed character usually shares some similar structure with
the original one. For this reason, two words with high BISHUN similarity would be
regarded as the same word in our method. The BISHUN similarity is calculated by
adding the length of left common substring and the length of right common substring,
then dividing by the length of keyword character composition string.

To explain our strategy clearly, we construct an example to further illustrate the
process. Given an attacked SMS ‘徽亻言’ and a keyword ‘微信’ (wechat). Our method
will try to combine each two adjacent characters first. In this case ‘亻言’ would be
corrected to ‘信’. Though the PINYIN of ‘徽’ (hui) is different to ‘微’ (wei), their
BISHUN ‘徽’ (33225215542343134) and ‘微’ (3322521353134) maintain long left
common substring (3322521) and right common substring (3134). We calculate the
BISHUN similarity as Eq. 7:

(len(left) + len(right))/len(keyword) ≈ 0.846 (7)

Due to the reason of the high BISHUN similarity, the strategy would
determine ‘徽亻言’ as an attack form of ‘微信’. Designed by anti-fraud specialists, we
obtain 54 keywords in total from different fraud categories, therefore a 54-dim boolean
features will be generated finally.

Hard Matching. Although PINYIN and BISHUN are able to catch the majority attack
methods of words, there are still some attack methods that could bypass the detection,
such as non-Chinese special characters. Due to the limited non-Chinese special char-
acters which could be used for attack, we adopt a hard matching method to determine
whether these keywords exist in the SMS. As shown in Table 3, we design 6 hard
matching expressions to search pre-defined keywords. We also use the SMS length as
an additional feature since the number of special characters is also related to the SMS
length (which has been partially investigated in Fig. 4(b)), and thus obtain a 7-dim hard
matching feature. Finally, these hard matching features are combined with PINYIN and
BISHUN features, resulting in a 61-dim artificial feature.
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Fig. 6. PINYIN and BISHUN similarity judgement procedures.

Table 3. Hard matching expressions.
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ML Classifier. After the deep features and artificial features extraction, each SMS is
represented as continuous or discrete features. Anymulti-class classifier can be deployed
to learn feature distribution and give its prediction. In the experiments, we commonly
use SVM in one-versus-all manner to train on SMS features with all hyper-parameter of
the SVM set to default. The detailed analysis of ML classifier selection is also discussed
in the ablation study.

5 Experiments

In this section, we conduct real-world data experiments to estimate the performance of
our algorithm.

5.1 Dataset and Experiments Setting

Since we only have the fraud samples provided from citizens, the normal SMS and the
gambling SMS samples need to be collected in another channel. We randomly sampled
some normal SMS from [26] and [27] datasets and further gathered some gambling SMS
from volunteers. Table 4 summarizes statistics of the two datasets explored in this paper,
and we made DATASET2 available [6] for research usage.

Table 4. Sample statistics of two datasets.

Dataset Name Normal Gambling Fraud

DATASET1 31640 6793 10300

DATASET2 1317 646 517

As for the experiments withDATASET1, the fraud and gambling samples in training
and testing set are separated based on the collected date, the normal samples are randomly
distributed in the training and testing set. Due to the limited sample size of DATASET2,
we choose the entire DATASET1 as training set, and the whole DATASET2 as testing
set for DATASET2 related experiments.

5.2 Comparison of Different Algorithms

For comparison with our proposed algorithm TFC, five strategies are considered as
follows:

– JWE [24], in which exploiting stroke-level information for improving the learning
of Chinese word embeddings. We get the sentence embedding vectors by averaging
the word embedding vector obtained from the algorithm and Chinese word-split tools
\cite{Jieba}.
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– cw2vec [25], in which jointly embed Chinese words as well as their characters and
fine-grained subcharacter components. The sentence embedding vectors are obtained
with the same procedures in JWE.

– BERT-wwm, we feed the SMS intoBERT-wwmmodel directly to get the deep features.
– Stage 1 + BERT-wwm, we utilize Stage 1 to filter some normal SMS, and feed the
rest SMS into BERT-wwm model to get the deep features.

– PyCor+ BERT-wwm, we use an open source Chinese text error correction tool Pycor-
rector [29] to correct the obfuscated characters in the SMS, and exploit BERT-wwm
model to get deep features of the corrected SMS.

All the features calculated from TFC and the above five strategies will be sent to
SVM with the same parameters to obtain the final classification result.

Table 5 presents the performance of different algorithms with DATASET1 and
DATASET2, among them our proposed algorithms (TFC without Stage 1 and TFC)
achieve best performance on both datasets. Particularly, we can observe that strategy
with BERT-wwm has better performance compared with JWE and cw2vec. From the
comparison of TFC without Stage 1 and PyCor + BERT-wwm, we conclude that our
artificial features outperform than PyCor, which is able to deal with the obfuscated
characters more effectively. From the comparison of TFC without Stage 1 and TFC, we
can find that Stage 1 has negative effects on the overall performance. We argue that the
result is reasonable, because the main purpose of Stage 1 is quickly filtering out the
normal SMS, and it’s inevitable that some fraud SMS samples may have 0 Uncommon
Chinese Characters and Other Characters, so these samples will be misclassified as
normal in Stage 1. Meanwhile, it’s quite easy to identify the filtered normal SMS in
stage 2, which further enhances the performance of TFC without Stage 1.

Table 5. Performance of different algorithm.

Algorithm DATASET1 DATASET2

F1-score Accuracy F1-score Accuracy

JWE 0.84 0.922 0.591 0.757

cw2vec 0.764 0.894 0.437 0.65

BERT-wwm 0.9942 0.982 0.833 0.906

Stage 1 + BERT-wwm 0.941 0.949 0.832 0.902

Pycor + BERT-wwm 0.94 0.982 0.835 0.906

TFC without Stage 1 0.952 0.986 0.851 0.923

TFC 0.948 0.956 0.843 0.915

Table 6 demonstrates the effectiveness of domain-knowledge related features. TFC
uses three types of features, i.e. deep features from BERT-wwm, PB features from
PINYINandBISHUN extractor andHMfeatures fromHardMatching principle.Deep
features extracts semantic information of SMS and provides the basic classification per-
formance. HM features and PB features further improve accuracy on DATASET1 and
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Table 6. Performance comparison of different domain-knowledge features.

Features DATASET1 DATASET2

F1-score Accuracy F1-score Accuracy

Deep 0.942 0.982 0.833 0.906

Deep + PB 0.942 0.982 0.840 0.910

Deep + HM 0.947 0.984 0.833 0.906

Deep + PB + HM 0.952 0.986 0.851 0.923

Table 7. Classification examples under different algorithms.

DATASET2, respectively. After combining all three types of features (i.e. TFC without
Stage 1), our algorithm achieves better performance on both datasets.

Herewe give a few examples to illustrate the effectiveness ofTFC. As shown in Table
7, for example (a) and (b), only a few of characters in the sentence are changed, and the
algorithm based on large corpus (like TFC and pycorrector + BERT ) can effectively
extract the semantic information of the sentence and obtain good performance. In exam-
ple (c) and (d), almost each character in the sentence has been changed to its attacked
form. It’s challenging to correct them by the algorithm based on transition probability,
which further effects the performance of deep features. The artificial features added by
TFC can effectively identify the keywords in various attack methods, which could guide
the classifier to make the correct choices.

5.3 Ablation Experiment

Recall that themain purpose of Stage 1 is filtering out normal SMS precisely and quickly,
so we relabeled the Gambling and Fraud SMS as abnormal SMS. Therefore the output
of Stage 1 can be viewed as a binary classification problem, i.e., classify normal and
abnormal SMS. We studied the effects of T1 (the right hand side of Eq. 2) and T2 (the
right hand side of Eq. 3) with DATASET1 train and test set in Fig. 7 and Fig. 8. From
Fig. 7 we can find out when T2 is 0, changing T1 from 0 to 6 has trivial effects on the F1-
score and Accuracy, but the results dropped significantly if T1 is greater than 7. Figure 8
shows the similar results when T1 is 0, and we can conclude that the reasonable value
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range for T2 is [0, 8]. Figure 9 plots the Stage 1’s effect on total running time of TFC
and # of samples. We can conclude that the total running time could be decreased 56.5%
by simply setting T1 and T2 to be 0, which is quite important when the algorithm runs
in the huge datasets. And the # of samples decreased 61.5% as well. The above results
prove that the Stage 1 is able to effectively reduce the size of dataset while classifying
the normal and abnormal SMS with satisfactory performance.

Given lots of domain-knowledge keywords are adopted in Stage 2,we also investigate
their corresponding effects with DATASET1. We can change the problem into a binary
classification problem for each fraud type, for example, Non Loan fraud SMS v.s Loan
fraud SMS. Table 7 presents the results of binary classification with the impacts of the
domain-knowledge keywords, we can observe that three types of fraud SMS have better
performance when they exploit the related keywords. To explore the reason that both
F1-score and accuracy are lower after utilizing the keywords for Part- time Fraud, the
authors plot the percentage of samples that each fraud type’s keywords appeared in the
test set in Fig. 10. We can observe that the Part-time fraud keywords are appeared in
98.6% Part-time fraud SMS, but it also shown in 92.4% Investing fraud SMS and 75.5%
Gambling SMS respectively, which means the uniqueness of the keywords is limited.
As for the Investing fraud keywords, since the keywords appearance percentage in the
Investing fraud samples is relatively higher, which helps the algorithm achieve bigger
improving in both F1-score and accuracy (shown in Table 8).

Fig. 7. Accuracy and F1-score under different T1 (T2 = 0).

Fig. 8. Accuracy and F1-score under different T2 (T1 = 0).
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Fig. 9. Accuracy and F1-score under different T2 (T1 = 0).

Table 8. Impacts of the domain-knowledge keywords.

Fraud types With keywords Without keywords

F1-score Accuracy F1-score Accuracy

Loan fraud 0.970 0.988 0.949 0.980

Part-time fraud 0.955 0.963 0.969 0.974

Investing fraud 0.910 0.967 0.885 0.958

Gambling 0.974 0.975 0.971 0.972

Wemodify the final classification algorithm fromSVM toRF (RandomForest),MLP
(Multi-Layer Perceptron) and KNN (K-Nearest Neighbor) to study the different types
algorithm’s performance, parameters of all the algorithms are used in default setting
with scikit-learn [30], and Table 9 demonstrates that the features generated by TFC are
robust to many algorithms, and the performances are quite close compared with each
other. Researchers can apply advanced or parallel algorithms to further improve the
performance or speed up the running time.

Fig. 10. The percentage of samples for each fraud type keywords.



TFC: Defending Against SMS Fraud via a Two-Stage Algorithm 173

Table 9. Performance of TFC with different ML algorithm.

ML algorithm DATASET1 DATASET2

F1-score Accuracy F1-score Accuracy

SVM 0.948 0.956 0.915 0.843

RF 0.931 0.937 0.877 0.779

MLP 0.933 0.944 0.879 0.807

KNN 0.939 0.948 0.773 0.693

6 Conclusion

This paper mainly investigates the fraud SMS classification problem. We conduct a
comprehensive measurement study of the fraud SMS, and observe some interesting
phenomena. In addition, we propose a two-stage algorithm called TFC, which is able to
quickly filter out normal SMS in the first stage, and classifying fraud SMSprecisely in the
second stage with the semantic deep features and the domain-knowledge based artificial
features. By comparing with other algorithms using real-world dataset, we demonstrate
that our algorithm TFC achieves better performance on both F1-score and accuracy. In
the future, we plan to study how to extract the domain-knowledge keywords precisely
and automatically.

Funding. Thisworkwas supported by the Science and Technology Program ofGuangzhou under
Grant 2019030005.
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Abstract. With the mass application of virtualization, micro-services, and cloud-
native technologies, the interaction between service entities through APIs has
become a norm. Many platforms are still maintaining a large number of old APIs
due to business needs. At the same time, many new APIs are gradually going
online. Both of these statuses put forward higher requirements for API security.
Focusing on old APIs’ security protection and other issues, this article starts from
the process of asset discovery, vulnerability detection, and security auditing. Aim-
ing at the problem of API asset discovery, this article summarizes the technical
methods of automatically clustering unowned API assets using the characteristics
of various commonly used APIs. Aiming at new API vulnerability detection, a
security analysis method based on finite state machine is proposed. For the first
time, the cross-network communication taint propagation based on dynamic taint
analysis technology and system-level simulation technology is realized, enabling
sensitive data flow tracing in API communication become feasible. We designed a
flowbasedAPI security audit system to improve automatedAPI protection. Finally,
We analyzed technical opportunities and challenges of API security in detail and
prospected for API security research’s next direction and development trend.

Keywords: API security · Asset discovery · Vulnerability detection

1 Introduction

Anapplication programming interface (API) is a collection of commands, functions, pro-
tocols, and objects. It interacts with external systems by performing common operations.
API is flexible, easy to use, and efficient. As a bridge between modules, software, and
developers, API is an integral part of modern mobile App, SaaS, and web applications.
It is widely used in customer-oriented, partner-oriented, and internal applications [15],
such as banking, retail, driverless cars, and smart homes. With the continuous deepening
of various industries’ networked processes, the API service model is becoming more
and more popular.

Currently, using tools can quickly build applications, which means that even inexpe-
rienced developers can deploy or integrate applications. This kind of agile development
generally doesn’t have robust security design or application integration guidance, and
they even fail to consider security impacts fully and may expose application logic vul-
nerability. For example, when designing and implementing extensions, improper con-
straints on resources or permissions may lead to denial of service attacks. Therefore, the
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widespread use of APIs has increased the risk of user safety and privacy leakage, and
APIs have gradually become the target of cyber attackers [10].

Although the application may implement robust input validation and access control
in the native code, these data are usually not copied in the same class when sent to the
server overAPI. Therefore, an attacker can bypass the client’s control.API attacksmostly
log in with a legal identity and then simulate normal operations such as multi-source and
low-frequency requests. Therefore, the security mechanisms provided by traditional API
security gateways such as identity authentication, authority management, rate limiting,
and request content verification can not meet the security requirements. API security is
a fundamental part of network security. Without secure API, it is impossible to achieve
rapid innovation.

2 API Asset Discovery Based on Traffic

With the digital transformation, enterprise apps, mini apps, and light applications on
various platforms have developed rapidly. Programmers would like to use the web due to
its versatility, economy, and independence from specific platforms or SDKs. Compared
with the binary version, the functions of Web products are more comprehensive and
reliable [1]. Jeff Atwood, the founder of the StackOverflow website, once asserted,
“All programming will be Web programming.” According to the 2020 StackOverflow
annual developer survey, JavaScript language occupies 67.7% of the share, and this
is also the 8th year that JavaScript has been the most commonly used programming
language [14]. As the primary language in Web development, JavaScript’s widely used
proved the universality and process ofWeb technology.Web development relies on good
network interaction between the browser and the back-end server, and its essence is to
build applications based on the HTTP protocol. Therefore, API design is critical in Web
development. This article mainly discusses API security under the web framework.

At present, there are many security risks in API design, such as various attacks
caused by out-of-date API, unauthorized users abusing the API, sensitive API calls, and
version confusion. API security testing can understand and mitigate the risks. Therefore,
it is necessary to implement security testing on APIs. Security testing generally collects
assets and then analyzes the assets through the data flow. At present, the industry mainly
relies on API fingerprints to identify API assets. For example, common API frameworks
such as REST [4] and GraphQL [6] have some features that can be used to generate
corresponding fingerprints. User-defined APIs can also complete matching recognition
by customizing fingerprints.

In the field of digital technology, an asset refers to any object of value to an orga-
nization. Digital assets are the essential components of business systems and networks.
Digital assets are also the foundation for the regular operation of business systems.
In recent years, with the rapid development of computer technology, digital assets are
gradually becoming an essential tool and support for the operation and management
of enterprises and organizations [5]. As the business of enterprises and organizations
continues to grow, a large number of unowned API assets and zombie API assets are
generated in the business system. Suppose these assets are not maintained for a long
time. In that case, they may cause many vulnerabilities and configuration problems,
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which affect the response speed to attacks and bring hidden dangers to the safety of
enterprises and organizations (Table 2).

Table 1. 3 kind of critical API assets should be concerned

Strengthening the management of API assets from the development of digital assets
is the fundamental means to solve unowned assets. However, many enterprises or orga-
nizations have failed to manage from the development cycle’s beginning, and many
such assets have already existed. The API defines the interaction details between the
front and back ends of the Web. Finding out the set of APIs in chaotic IT assets is the
key to alleviating such management problems. However, APIs generally hide deeply,
and it isn’t easy to obtain a comprehensive collection by active scanning. Therefore,
it is necessary to complement the asset discovery capabilities based on passive traffic
analysis. The general process is first to collect and analyze HTTP/HTTPS traffic and
then discover API assets with fingerprint technology. There are various methods of API
asset identification. The technical basis is traffic collection. The auxiliary technologies
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Table 2. API asset discovery technology: summary, pros and cons

include API feature matching, API message analysis, deep learning technology, etc. The
technical summary and analysis of advantages and disadvantages are shown in Fig. 1.

In April 2021, the data of 500 million Facebook users were publicly sold on the dark
web, including the user’s nickname, email address, phone number, and home address
information. Facebook responded that in 2019, a function of the online business API was
misused, resulting in information leakage, affecting approximately 300 million users.
Security assets are the most basic and vital carrier in information security management,
and it is excellent to grasp secure asset information in all directions without blind spots.
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Unowned assets and zombie assets will directly affect network security and even affect
the emergency response to attacks. By combing API assets, administrators can quickly
restore the currently hidden web architecture to help them find vulnerabilities, make a
quick response the first time, and quickly locate the scope of vulnerability. Currently,
three key objects of concern in API assets are shown in Table 1.

3 API Vulnerability Detection Method

3.1 API Security Audit Based on Data Flow Tracing

API was established for network communication, so the vulnerabilities in API mainly
come fromdata flow abnormalities. The spread of sensitive data through theweb requires
strict data flow inspections on related APIs. Therefore, leakage detection and in-depth
tracking of sensitive data is an essential issue in API security research. In the traditional
data stream tracking research, the taint analysis method has strong applicability [3].
Dynamic taint propagation is widely used in three major areas: malicious code detec-
tion and defense, software vulnerability analysis and mining, and sensitive information
leakage detection. Like traditional taint analysis technology, various modern web-based
software with sensitive data input, such as mini apps, distributed programs, can also use
taint analysis after some redesign and transformation to complete data flow analysis.

Web technology is oriented to the interaction between multiple computers based
on the network. In contrast, taint analysis technology is more suitable for tests running
on a single computing system because of its dependence on memory space. In this
contradiction, the traditional technology migration idea is to spread the taint separately
on the client and the server and then analyze them separately. However, in this separate
test, the API call flow between the tested subjects is not well tracked, and the focus is
on the data flow of the client or the server itself.

API-based web communication relies on TCP/IP technology. Data packaged by
the sender is routed and forwarded across the network, the data will be re-read into the
receiver’smemory. The taint analysis technology relies on the taintedmark at thememory
byte-level or bit-level [2, 7], so the tainted spot will get into invalid after transmission
across a network that cannot be directly traced. In addition, the underlying protocol stack
of network transmission in the operating system is generally completed by kernel-mode
code, and non-system-level taint marking cannot mark kernel-state variables. Therefore,
a whole-system taint analysis platform becomes a necessary condition for API data flow
taint tracking. The embarrassment of taint propagation and analysis methods in API data
flow analysis urges academic and industrial exploration. A significant achievement of
this research is to face this problem.

It can be seen from Fig. 1 that after the client’s key variable k is sent through the send
key over API function, it is essentially handed over to a socket and then transmitted over
the TCP/IP network. In a non-RDMA communication network, the address of the sent
variable k at the receiver cannot be perceived by the client. So the separated client-side
taint propagation ends here, and the sensitive memory address cannot be detected. In
this process, the call stack of the function send key over API is also sensitive element
because this process is closely related to some specific sensitive API. To address this,
we propose a method that can mark tainted data in cross-network communication and at
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the same time track the API and part that initiated the cross-network contact. Under this
method, the client and server can be tainted and traced synchronously on the supported
system.

Fig. 1. Taint analysis of crossing network communication

The main idea of this method is based on the system-level emulation of the client
and the server, and the communication layer of both is overhead so that the physical
layer and link layer of traditional network communication is realized by software. For
example, when the client sends a data packet to the server, the system-level emulator
of the client will backtrack the variables that constitute this type of data packet in the
memory space of the client; after the client sends, the communication layer intercepts
the data, and directly It is copied to the buffer corresponding to the server. At the same
time, the emulator on the server is notified that it needs to track the reading process of
this buffer in advance (before the notification is completed, the reading process is not
allowed to be executed); the server emulator will then track the reading process and
Relevant variables, and mark these variables as tainted data. As a result, the spread of
taint to communication in a set of APIs is realized.

3.2 Finite State Machine Model of Interaction by API

From a broad perspective, all interactions between the client and multiple frontend
services can be boiled down to a finite state machine [12]. Finite state machine is a pow-
erful tool used to model the behavior of an object. Its function mainly describes the state
sequence that the object experiences during its lifecycle and how to respond to various
events from the outsideworld. Thewellknown finite statemachine is the statemachine of
the TCP protocol. Before the newAPI is developed, FSMmodeling should be performed
first, and then the operation of the API should be simulated. Through FSM modeling
and preliminary simulation, certain specific loopholes in the actual implementation of
the entire set of API can be found. And it can also enable developers to understand com-
plex and heavy development requirements more efficiently. As the protocol becomes
more and more complex, how to accurately and comprehensively understand or even
discover all the details of the entire protocol has become a very challenging problem.
Although the principle is straightforward, and it is not difficult to convert API interaction
logic to FSM, there are no good tools for how to efficiently and automatically execute
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and test FSM. Concerning the idea of automated formal verification, we designed and
implemented a framework for fast FSM semi-automatic construction of APIs.

InAPI communication, take IoT smart home devices as an example. DeviceAwill be
placed in state S1 through the user’s physical click. In S1, device A will become a WiFi
access point and wait for a connection. After that, when the user’s mobile phone joins
this WiFi, and the device is notified of the WLAN password, device A will enter state
S2, in which it will wait for the Internet connection. If getting the Internet connection
successfully, device A will enter state S3.1, in which it will wait for cloud device ID
registration. Otherwise, it will enter state S3.2, that is, the password is incorrect, couldn’t
connect to the IoT cloud, cloud refused, etc., then device A will returns to state S2 and
continues to wait. In S3.1, if a successful ACK of cloud binding can be received, it will
enter state S4 and running regularly. The specific process, such as user reconfiguration,
will not be repeated here. It can be found that the device can transfer between S1, S2,
S3.1, S3.2, and S4 due to various trigger conditions. However, a set of APIs does not only
contain one device.We still take IoT as an example. There are usually three objects in the
cloud, mobile app, and device [17]. It is not enough to model the state of one thing. By
associating the state transitions of three objects, a directed diagram of state transitions
can be formed or called an FSM. In this diagram, we define safe initialization conditions,
such as the user pressing the reset button and then traversing the path according to all
possible trigger conditions until all feasible paths are completed. If an event defined as
dangerous is triggered in the FSM diagram, such as the device goes offline and falls into
an unavailable state, the API is problematic. By constructing FSM, the model can be
tested quickly, and the design flaws of API can be found, and the vulnerabilities can be
found in time.

3.3 Demonstration

In the traditional formal verification of network protocols, security investigations are
entirely dependent on the input which describe the whole protocol. So when the input
is unreliable, the result of the formal verification is also unpredictable. The principle is
straightforward. After all, all model checking and system simulation can only prove the
insecurity of a protocol, but not the security of the protocol. The same reasoning is fully
applicable to the API security field. According to the new API attack chain discovered
by Jice Wang et al. [16], we try to replicate the experiment based on our theory. Jice’s
paper proposes a new attack vector: multiple APIs integrated in the same App will share
the same virtual address space, so there are attacks between each other. And the attack
is mainly focused on the theft of user’s data, which undoubtedly poses a great threat to
the current compassionate privacy data protection! However, the primary method of this
work is to reverse engineer and statically analyze the Android APK file, so fewer attack
instances were found.

As shown in Fig. 2, the tested Android App is constructed by us to test whether our
API will be attacked. Like WeChat, an open platform that provides logins, applicants
must be qualified when providing open services. Therefore, apps with WeChat login
qualifications are considered won’t steal WeChat user’s data. In the Cross-Library API
call, the caller and the caller are in the samememory space, so a library can naturally call
functions in another library through specific APIs. In this case, API security becomes
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particularly critical. A malicious library can call our API and then reasonably get all
kinds of data outside the security boundary from our server. In the narration of the first
two sections of this chapter, we emphasized the importance of dynamic taint tracking.
We set a certain type of Token as tainted data. When a request is sent on the App side,
the caller related to the Token will appear in the tracking list. By setting up a reasonable
tracking list, you can easily find illegal cases that appear in the taint mark list. Because
our system overheads the network transmission layer, when the Token is sent to the
receiver via TCP, it can directly find the caller’s information on the server, thereby
intercepting the attack. Unlike Jice’s work, we focus on the security of the API instead
of emphasizing the existence of the attack chain.

The above case demonstrates the importance of system-level taint tracking tools for
API protection. Combined with the automata shown in Fig. 2, vulnerabilities outside the
protocol can be found. This is of great positive significance for improvingAPI protection
capabilities.

Fig. 2. API under cross library attacks

3.4 Relationship Between FSM Testing and Data Flow Taint Analysis

FSM modeling and possible simulation of the communication time sequences between
network objects based on API communication can find the loopholes of the protocol at a
relatively macro level. It is also conducive to simplifying and reducing some APIs in the
later stage. Full system-level emulation is performed on the network entities running the
entire set of APIs, and the taint analysis method that overheads TCP/IP communication
can be used to discover the moving traces of sensitive data in the API. The above two
methods have certain similarities, both of which have carried out different degrees of
modeling, and the models need to be executed. However, the granularity of the two
ideas is entirely different. The FSM-based method focuses on the macro logic of the
API system. By analyzing the topology of the FSM, some hidden logical vulnerabilities
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can be found. For example, by using FSM to investigate the application ofMQTT in IoT,
Yan Jia [9] and others found that during the process of binding and unbinding intelligent
home devices, the MQTT protocol will enable the former authorized person to regain
control. Emulating the client and server running the API and tracking the sensitive data
that the programmer cares about (after this referred to as the EMU method) operated
at a more fine-grained level. Although the EMU method also needs to be abstracted, it
only removes some unnecessary communication intermediate processes. The specific
code is still executed in the actual runtime environment. So, the EMU method will find
vulnerabilities related to the tested API more precisely. In the EMU method, whole-
system simulations are required for the client and server, and some symbolic execution
methods are even needed to bypass the input and output of the peripherals of the complex
client. Therefore, there are many automation problems in the design.

4 API Security Audit System Based on Traffic

At present, it is not easy to manage APIs safely and effectively. Building and managing
APIs quickly and easily has become an essential issue in developingweb-based programs
[13]. Traditional API security gateways are too expensive to deploy and maintain. They
lack effective strategies to build defenses and cannot efficiently respond to the threats
of emerging automated tools. The development of automated auditing API methods to
improve security is still challenging. In response to the above problems, this section
proposes an API security audit system based on the Internet traffic, which is designed
based on intelligence asset collection to provide research ideas for the security protection
of massive API assets.

4.1 Research Ideas

API exists in the form of digital data. Using API as a form of digital asset management
can more effectively improve API security. From the perspective of API assets, API
security audit is divided into three parts, as shown in Fig. 3.

The API asset discovery module uses various methods such as traffic analysis, dock-
ing data, and importing data to identify the data processing modes of APIs, such as
RESTful and GraphQL. This module will enable the full discovering of API assets,
especially for the discovery of unknown APIs. What’s more, precise identification is
given to prevent the access of obscure APIs from causing the unavailability of functions.

API asset portrait uses data analysis to accurately portray the API’s functions and
permissions, such as user login, registration, data query, and administrator permissions.
According to the API profile list, we can quickly check the status of each API, such as
usage, access source, exception, etc.

API safety detection and protection module use active and passive methods to audit
the API security of application and business dimensions. Remote command/code exe-
cution, data leakage, unauthorized access, unauthorized access, logic defects, etc., will
be detected during this part. According to the audit results, we will respond dynamically
and implement protective measures to increase the difficulty of attacks.
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Fig. 3. Security audit process

4.2 System Framework Design

When designing the system, we should emphasize the network, data, and business APIs.
On the network side, connecting the internal and external application terminals through
APIs would expand network attacks, increases risk transmission paths and make the
system more vulnerable to malicious. All of these could lead to server intrusion and
business continuity interruption. In terms of data, once the open API has design flaws
or improper permission settings, malicious attackers may illegally obtain user data. In
terms of business, as the amount of API openness increases, service interfaces may be
used beyond the scope, increasing the probability of business compliance risk events.

Starting from the characteristics of data processing, taking into efficient reading and
writing, data conversion, transaction processing, and caching strategies, we can divide
the system into four layers from bottom to top: collection layer, pre-processing layer,
detection layer, and the user interfaces layer. The structure is as follows, shown in Fig. 4.

monitoring

import

Fig. 4. Security audit framework



Research Towards Key Issues of API Security 189

The collection layer is mainly used to collect data in four ways. Traffic collection
takes deploying collection nodes and PCAP import, which is the essential way. Tool
importing is by capturing data directly in contact with software such as testing tools
and proxy tools. The API also communicates information through hardware devices and
captures data from web application firewalls and API gateways utilizing device dock-
ing. Intelligence data on various platforms is also an essential component of API assets.
Intelligence-based API asset collection is mainly from the following aspects: coopera-
tion with APP security vendors to obtain API asset information in APP; obtain API asset
information in applets; get API asset information leaked in well-known open code ware-
houses; Cooperatewith Internet terminals, browsers, cloud platforms, Internet of Things,
Internet of Vehicles and other companies to obtain API asset information. The above
four methods can establish an API asset information system more comprehensively.

4.3 Key Techniques

The core of the API security audit system proposed in this paper is flow-based. First,
collect traffic according to the underlying driver. Then, recreate an API asset library
using URL, request templates, etc.; the original traffic can be directly constructed to
form a traffic library that can be massively stored, quickly searched, and visualized.
Last, Perform data pre-processing on the API asset library and traffic library.

Extract the assets in the API asset library for active detection, analyze the availability
of the detection results, and mark if they are not available. For the available assets,
conduct functional analysis and permission analysis and construct the API vulnerability
library for the problems found. Analyze the traffic content in the traffic database, extract
sensitive information, and write the issues into the API vulnerability database. Through
a series of API audits around traffic, API security issues can be handled quickly and
efficiently.

According to the OWASP API Security Top 10 2019 [11], it can be found that
API security issues are more concentrated in the business security field, such as ultra
vires, data leakage, and invalid identity authentication. The security of conventional
applications mainly relies on the detection rules to analyze the request and response and
then judge the risk. However, API business security needs to dynamically compare and
analyze multiple consecutive business request data to discover hidden business security
hazards such as unauthorized access and user identity authentication failure. To improve
the efficiency of traffic auditing, deep learning methods can be used to detect such
problems continuously.

When the API sample data is sufficient, we can continuously accumulate positive
and negative samples during the API security audit and constantly train and modify the
security audit model through cluster analysis, supervised learning, and other methods.
Thenwe can use the security auditmodel to discovermore unknownAPI security threats.

5 Opportunities and Challenges

With the rapid development of mobilization, openness, and IoT, API provides the impe-
tus for today’s digital transformation. With the changes in business forms, the open
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cooperation of business APIs has become an inevitable trend, and new security opportu-
nities often accompany emerging businesses. Although digital transformation promotes
API in various industries, malicious threats target API more than ever. There is a big
gap between the current API security situation and actual needs, and the API ecosystem
faces different challenges and threats.

Applications and logic transform to the cloud to provide services for more users
with exposing more attack surfaces of APIs and triggering a variety of potential attacks.
Attackers can use network traffic, reverse code, security vulnerabilities, and other means
to carry out attacks. For example, in terms of authentication, attackers obtain API login
credentials through phishing, social engineering, botnets, etc., to steal customer data or
personal information. In terms of vulnerability exploitation, common attack methods
such as SQL injection and XSS could be used to steal sensitive data or destroy the
system. API attacks have been instrumentalized. Attackers can use tools to collect a list
of domain names and APIs used for attacks and then use other means to find or delete
sensitive data.

Table 3. Issues and methods of API security research.

Issues Methods

API security framework Service grid

Accurate recognition and portrait Deep learning, reinforcement learning

Automatic correlation Machine learning

Security situation prediction Automatic perception and Self-learning

Cross-platform interconnection Security value sharing

Monitoring and visualization Big data

API vulnerability mining Automated mining

API protection system New artificial intelligence technology

The number of APIs continues to grow, and API security research needs to continue
to keep pace with the times and innovate. Table 3 summarizes some complicated prob-
lems and possible solutions in API security research. Build an API security framework
through the service grid, classify, share and aggregate API information, and improve
the efficiency and security of API management [8]. Service grid access control has
advantages and can enhance the authentication and authorization process. API security
management needs to identify all aspects of API information accurately, build an API
asset attribute library through deep learning and other methods, automatically sort out
API asset portraits, and provide rich analysis data for API asset security analysis. The
intelligent model based onmachine learning solves the problem of automatic association
between new API and existing assets through active scanning, passive traffic monitor-
ing, etc., and improves automation. Security posture assessment is an essential part of
network security, and API security posture plays a significant role in security decision-
making. In the face of massive network attacks, it uses automatic perception to avert
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dangerous situations in time and improves prediction accuracy through self-learning
adjustments. Interconnection is an effective means to realize the integration of data
resources in various industries, enriching data and business functionality through value
sharing and integration. In the process of opening to the outside world and integration
in the form of API, unified security life-cycle management and fine-grained security
control can help the organization to achieve effective governance inside and outside.
API security needs to be monitored throughout the entire process. The data obtained
by using big data visualization is convenient for managers to intuitively and accurately
grasp the current security status. Excavating the vulnerabilities of the existing large-
scale and complex API systems and discovering the vulnerabilities of newly launched
APIs are two fundamental issues in the academic world. It will also be a hot topic of
continuous attention. Currently, the API protection system is still immature. With the
constant emergence of new scenarios, security solutions are not fully applicable in open
service scenarios. Use a new generation of artificial intelligence technology to solve
multi-level security protection and security threats and increase the intelligence level of
API security.

6 Conclusion

The core functions and micro-service architecture of mobile applications, websites,
applications, etc., are inseparable from the support of APIs. The scrum development
model is a mainstream development mode. In improving the speed and flexibility of
innovation, API risks are underestimated, and API construction security is ignored.

This work sorts out API security protection-related methods and proposes a finite
state machine analysis method that can help improve the API security design and safety
evaluation. An API security audit framework was proposed, the core of which is API
auditing based on traffic, which provides ideas for studying the best practices for pro-
tecting APIs. Finally, it explains the existing problems in the current research and looks
forward to its future development.
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Abstract. With the rapid development of the blockchain, smart con-
tract technology has been widely applied. The number of smart contracts
has grown at a high rate and nearly at an average of thousands per day.
However, the correctness and security of the smart contract itself are
facing huge problems. The well-known DAO vulnerability, and Parity
multi-signature wallet’ vulnerabilities have leaded to a hundreds of mil-
lions dollars loss, and they are both caused by the security problems of
smart contracts. Once the smart contract vulnerability is exploited, it is
very likely to bring the loss of cryptocurrencies, the disorder of the finan-
cial order and other catastrophic consequences. Therefore the security of
smart contracts is imminent. This project has designed and implemented
a vulnerability detection system of Ethereum smart contract. The system
uses the assembly instruction sequences of the smart contract to generate
the control flow graph, then performs symbolic execution and vulnera-
bility constraint solving over the control flow. The system can detect
some common types of vulnerabilities, such as the integer overflow and
underflow vulnerability, reentry vulnerability and unchecked call return
value vulnerability. It has a high accuracy of detection result, and gives
support for export vulnerability report.

Keywords: Ethereum · Smart contract · Control flow · Symbolic
execution · Vulnerability detection

1 Introduction

With the rise of Bitcoin, blockchain technology has gradually appeared in peo-
ple’s vision. In April 2014, Gavin published the Yellow Paper of Ethereum [1]
and the concept of smart contracts began to spread widely. Ethereum is an open
source decentralized blockchain platform, mainly used for the execution of smart
contracts. Smart contracts are programs deployed on the Ethereum network and
executed by the Ethereum virtual machine. The Ethereum consensus protocol
guarantees the fairness of contract execution.

Smart contract technology is widely used in various fields such as infrastruc-
ture, commercial retail, games, social media and communications because of its
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safety, reliability, fairness, and efficiency characteristics. At the same time, the
security of smart contracts is also facing huge challenges.

In June 2016, the DAO security breach broke out, which caused a loss of 60
million dollars. The first vulnerability of parity multi-signature wallet resulted
in a $30 million loss, and the second vulnerability led to a freezing of $100
million. So far, the losses caused by the security issues of smart contracts have
ranged from 30 million to 152 million dollars, and the upper limit number is still
growing.

The security issues of smart contracts have emerged rapidly in the past two
years. How to judge the correctness and security of the smart contract codes
effectively has become an important direction of today’s blockchain security
research.

This paper analyzes the characteristics of Ethereum smart contract vulnera-
bilities and proposes a smart contract vulnerability detection technology based
on symbolic execution and constraint solving. Experimental results show that
the technology can detect common vulnerabilities in 1552 different contracts
with high accuracy.

This article is mainly divided into five parts. Section 1 mainly introduces the
background and summary of this article; Sect. 2 introduces related work; Sect. 3
introduces the most current types of vulnerabilities in smart contracts; Sect. 4
introduces framework design and vulnerability detection details of our system;
Sect. 5 introduces the experimental results of our vulnerability detection, the last
section summarizes our main contributions

2 Related Work

At present, there have been a lot of related work on smart contract vulnerability
detection, and the main methods adopted are fuzzing testing, symbolic execu-
tion, formal verification and other technologies. Based on the special operating
environment, life cycle and program characteristics of smart contracts, these
studies have improved existing program analysis techniques to achieve better
automated vulnerability mining effects.

Oyente [2] is one of the earliest researches on automated smart contract vul-
nerability mining. It takes smart contract bytecode as input and uses four com-
ponents including CFG builder, explorer, core analysis and validator to perform
CFG construction, symbolic execution, constraint solving, and false alarm filter-
ing. Oyente can detect common types of vulnerabilities such as integer overflow
vulnerabilities and stack overflow vulnerabilities of smart contracts.

Osiris [3] conducts further research and development on the basis of Oyente,
using symbolic execution technology to detect integer vulnerabilities in smart
contracts, mainly detailed to the types of vulnerabilities such as integer over-
flow, symbol conversion and so on. Compared with Osiris, Oyente pays more
attention to the arithmetic operation instructions in the smart contract. At the
same time, it introduces the taint analysis technology to mark the source and
transfer direction of the operands, filter out invalid vulnerabilities that cannot
be exploited, and improve the accuracy of the vulnerability detection results.
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Echidna [4] is one of the earliest open source smart contract fuzzing solutions.
It uses sophisticated grammar-based fuzzing campaigns based on a contract ABI
to falsify user-defined predicates or Solidity assertions. Testers need to add spe-
cific detection code to the smart contract source code in order to judge whether
there is a vulnerability based on the return status of Echidna.

Another fuzzing program, ContractFuzzer [5], is mainly aimed at smart con-
tract vulnerability detection. It can generate fuzz test inputs according to the
ABI specification of smart contracts, define test oracles for detecting security
vulnerabilities. And record the run-time state of the smart contract, analyze the
log and report security vulnerabilities through the Ethereum Virtual Machine
(EVM) instrumentation. ContractFuzzer tools include an offline EVM instru-
mentation tool and an online fuzzing tool. The offline EVM instrumentation
tool enables the fuzzing tool to monitor the execution of smart contracts and
extract execution logs for vulnerability analysis by instrumenting the EVM.

ZEUS [6] uses formal verification methods to detect smart contract vulner-
abilities. It applys abstract interpretation and symbolic execution to automate
the formal verification of smart contracts. And it also uses a smart contract writ-
ten in a high-level language as input and user assistance to generate a standard
for the correctness and fairness of the XACML template style.

It translates these contracts and specific guidelines into a low-level interme-
diate representation, such as LLVM bytecode, and encodes the execution seman-
tics to correctly infer contract behavior. Then static analysis is performed on the
intermediate code to determine the predicates that must be declared for verifi-
cation. Finally, ZEUS puts the modified IR into the verification engine, which
uses CHCs to quickly verify the security of the smart contract.

Securify [7] also uses formal verification methods to detect the vulnerabilities
of smart contracts, which can analyze whether there are vulnerabilities in smart
contracts with given characteristics. Securify derives the dependency graph by
analyzing the bytecode of the smart contract. Then, according to the given
characteristics, it analyzes whether the semantic information of the contract
satisfies or violates these characteristics and judges whether there are loopholes
in the contract. The input of Securify is the bytecode of the smart contract
and a series of patterns, which are described in domain-specific language. The
output is the location of the specific vulnerability. Users can write patterns by
themselves, so Securify is extensible.

Teether [8] uses automatic injection to detect contract vulnerabilities. It looks
for critical paths in the control flow diagram of the contract, and then determines
the key instructions whose parameters can be controlled by the attacker. Once a
path is determined, symbolic execution is used to convert this path into a series
of constraints. Using the constraint solver, you can infer what transactions the
attacker must perform to trigger the vulnerability.
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3 Background

3.1 Reentrancy Vulnerability

Ethereum smart contracts can call and utilize the codes of other external con-
tracts. When the contract executes the transfer operation, if the counterparty
account is a contract account, the callback function in the contract account will
be called. If the called contract is a contract constructed by an attacker, there is
likely to be malicious code in it. The DAO attack exploited the reentrance loop-
holes in the contract code, causing economic losses of up to 60 million dollars.

Figure 1 is an example of an error when you forget to check the return value.

1 contract EtherStore

2 {

3 uint256 public withdrawLimit = 1 ether;

4 mapping(address => uint256) public balances;

5 function depositFunds () public payable

6 {

7 balances[msg.sender] += msg.value;

8 }

9 function withdrawFunds(uint256 _weiToWithdraw) public

10 {

11 require(balances[msg.sender] >= _weiToWithdraw);

12 require(_weiToWithdraw <= withdrawLimit);

13 require(msg.sender.call.value(_weiToWithdraw)());

14 balances[msg.sender] -= _weiToWithdraw;

15 }

16 }

Fig. 1. An error instance of forgetting to detect the return value.

The code in line 13 can be used to transfer money to the msg.sender account,
but if msg.sender is a contract account, it will call the callback function in
the destination contract to perform the transfer operation. The attacker can
construct a special callback function to cut off the control flow. So that the
contract will continue to execute lines 11–13 of code without executing 14, then
the condition of line 11 will be met forever, until the attacker takes out all
the balance in the contract. Figure 2 is the attack contract constructed for this
EtherStore contract. Lines 15–21 are the special callback function constructed
by the attacker. When the 13th line of the EtherStore code is executed, the
attack’s callback function will be called, and the attack contract will call the
withdrawFunds function of EtherStore when the 19th line is executed. The 14th
line in EtherStore is not executed, so the 11th line still meets the conditions
to achieve reentry, and continuous reentry can take out all the balance in the
EtherStore contract.
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1 import "EtherStore.sol";

2 contract Attack

3 {

4 EtherStore public etherStore;

5 constructor(address _etherStoreAddress)

6 {

7 etherStore = EtherStore(_etherStoreAddress);

8 }

9 function pwnEtherStore () public payable

10 {

11 require(msg.value >= 1 ether);

12 etherStore.depositFunds.value(1 ether)();

13 etherStore.withdrawFunds (1 ether);

14 }

15 function () payable

16 {

17 if(etherStore.balance > 1 ether)

18 {

19 etherStore.withdrawFunds (1 ether);

20 }

21 }

22 }

Fig. 2. An attack contract target for EtherStore contract.

3.2 Integer Overflow Vulnerability

The Ethereum Virtual Machine (EVM) specifies fixed-size data types for inte-
gers. This means that an integer variable can only be represented by a certain
range of numbers, respectively (u)int8/16/24/.../256. For example, a uint8 can
only store numbers in the range [0,255]. Attempting to store 256 into a uint8
will become 0. Therefore, performing calculations without checking user input
can easily occur the calculation result exceeds the maximum range that the vari-
able type can represent. This situation is called integer overflow or underflow.
Integer overflow vulnerabilities can be easily exploited by attackers to perform
logic processes that developers did not anticipate. Figure 3 is a contract with an
integer overflow vulnerability.

If an attacker maliciously calls the increaseLockTime function to cause the
lockTime variable overflowed in line 12. Then the attacker can break the time
limit and call the withdraw function to successfully withdraw the account bal-
ance. Figure 4 is a contract with integer underflow vulnerability.

The balance variable on lines 11 and 12 may underflow. When the attacker
does not deposit money in the contract, the value of balance is 0. Then the
attacker calls the transfer function and sets value to any positive integer, the
balance-value will underflow and becomes a very large positive integer.
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1 contract TimeLock

2 {

3 mapping(address => uint) public balances;

4 mapping(address => uint) public lockTime;

5 function deposit () public payable

6 {

7 balances[msg.sender] += msg.value;

8 lockTime[msg.sender] += now + 1 weeks;

9 }

10 function increaseLockTime(uint _seconds) public

11 {

12 lockTime[msg.sender] += _seconds;

13 }

14 function withdraw () public

15 {

16 require(balances[msg.sender] > 0);

17 require(now > lockTime[msg.sender ]);

18 balances[msg.sender] = 0;

19 msg.sender.transfer(balances[msg.sender ]);

20 }

21 }

Fig. 3. A contract with an integer overflow vulnerability

1 contract Token

2 {

3 mapping(address => uint) balances;

4 uint public totalSupply;

5 function Token(uint _initial)

6 {

7 balances[msg.sender] = totalSupply - _initial;

8 }

9 function transfer(address _to , uint _value) public

10 returns (bool)

11 {

12 require(balances[msg.sender] - _value >= 0);

13 balances[msg.sender] -= _value;

14 balances[_to] += _value;

15 return true;

16 }

17 function balanceOf(address _owner) public constant

18 returns (uint balance)

19 {

20 return balances[_owner ];

21 }

22 }

Fig. 4. A contract with integer underflow vulnerability
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3.3 Unchecked Call Return Value Vulnerability

Some methods in solidity can send Ether to external accounts. For example,
transfer() method, send() method, call method, etc. The call() and send() func-
tions will return a boolean value after completion. The return value is true to
indicate the operation is successful, and false to indicate failure. So when the
send or call function fails, the contract will not terminate execution and com-
plete the state rollback, but will simply return false. Therefore, without checking
the return value of the send or call operation, it is likely that the result of incon-
sistent intentions of the developer may occur. Figure 5 is an example of an error
when you forget to check the return value.

1 contract Call_Vul

2 {

3 // ... local variables definitions

4 function withdraw(uint256 _amount) public

5 {

6 require(balances[msg.sender] >= _amount);

7 balances[msg.sender] -= _amount;

8 etherLeft -= _amount;

9 msg.sender.send(_amount);

10 }

11 }

Fig. 5. An error when you forget to check the return value

If the call is used to send ether to a smart contract that does not accept them
(for example, because it does not have a fallback function) or a callback occurs
during the call to an external smart contract, the send operation may run out
of gas and cause the send to fail and return false. Since the return value is not
checked in our example, even though msg.sender has not received the money,
the balance in the account has decreased.

4 Vulnerability Detection Methods

In this section, we will introduce our vulnerability detection system in detail.
Our system is designed to detect common types of vulnerabilities such as reen-
trancy vulnerability, integer overflow vulnerability, and unchecked call return
value vulnerability in smart contracts. Our system uses bytecode, the address
or the source code of a smart contract as input, and outputs the vulnerability
detection result, including specific information such as the type and the location
of the vulnerability. Figure 6 depicts the workflow of our vulnerability detection
system. It mainly includes the following five modules.
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Fig. 6. Workflow of our vulnerability detection system.

Compile and Decompile. The input of the system may be solidity code or
EVM bytecode, so it needs to be compiled or decompiled to generate the opcode
sequence. The generated instruction sequence includes instruction offset, instruc-
tion name and instruction parameters.

Control Flow Generation. The control flow graph is composed of the basic
block and the edge between them. The basic block is analyzed and constructed
from the first instruction, and it is ended when JUMP instruction is encountered
and the next basic block is generated. The basic block is ended when the JUMPI
instruction is encountered and it will generate two basic blocks with different
conditions then record the rules that the jump conditions need to meet.

Symbolic Execution. Our system constructs a virtual machine executed by
the EVM bytecode and use the control flow graph in the control flow generation
module to traverse all possible paths and record the possible results of each
step according to Depth-First-Search principle. At the same time, the constraint
conditions of each step and the operand will be transformed into the variable
type of constraint solving.

Vulnerability Detection. Vulnerability detection is synchronized with the exe-
cution of the contract in the virtual machine. If a sensitive operation that may
trigger the vulnerability condition is encountered during the execution, it will
jump into the vulnerability detection module. The vulnerability detection mod-
ule will solve the jump conditions and vulnerability status. The existence of
possible explanations indicates the vulnerability may exist.
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Constraint Solving. The constraint solving module provides assistance for the
virtual executor module and the vulnerability detection module. It is mainly
used to convert variables into z3 type variables and to solve various conditional
constraints.

4.1 Control Flow Generation

The control flow generation module is used to determine all possible path con-
ditions during program execution. The edges of the control flow graph represent
each basic block in the process of program execution, and the edges between
nodes represent the jump conditions between nodes. The generation of control
flow graphs is not necessary in the process of symbolic execution, but gener-
ating control flow graphs can help better understand the calling relationship
between programs or perform the next step of analysis. The detailed of control
flow generation process is as follows:

1. After generating the opcode sequence, fetch an instruction from it.
2. Determine whether this instruction is JUMP or JUMPI.
3. If it is JUMP, take out the parameter which is the target address of this

instruction.
4. If it is JUMPI, take out the parameters which include jump conditions and

jump addresses.
5. If it is CALL/CALLCODE/DELEGATECALL/STATICCALL, you first

need to set this address as the end of current node.
6. If it is RETURN instruction, record the offset of this instruction as the end

of current node. Check whether the next instruction is the last instruction or
JUMPDST, if not, throw an error.

7. If the instruction is JUMPDST, traverse all nodes to find the starting address
of this JUMPDST instruction, and set the currently executing NodeID as the
ID of this node.

4.2 Symbolic Execution

Based on the control flow graph, the symbolic execution module uses Depth-
First-Search principle to execute each node in the graph, and updates the global
state at the same time. When encountering a conditional jump instruction or an
operand operation instruction, converted it into a variable type for constraint
solving, so that the vulnerability detection module can solve the constraint for
the vulnerability. The symbolic execution module is divided into three parts:
the state design of the virtual machine, the instruction realization of the virtual
machine and the path call of the symbolic execution.

1. State design of the virtual machine. Virtual machine of the system is
modeled on the Ethereum virtual machine(EVM). After each transaction is exe-
cuted, the state of the EVM, including the program counter, the stack, and
account balance may change. Figure 7 is an example of the internal state tran-
sition of the virtual machine after a transaction is completed. The transition
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Fig. 7. An example of the EVM internal state transition after a transaction is com-
pleted.

models of these three states are implemented separately in the virtual machine
we built.

2. Implementation of virtual machine instructions. The current EVM
instructions have implemented a total of 142 instructions. According to the
instructions of the EVM, our system has implemented 117 commonly used
instructions.
3. The principle of path calling. Before symbolic execution of control flow
graph, the calling principle of the path must be determined first. Here we use the
Depth-First-Search principle. Differ from the general graph traversal progress,
we need to save the state of this path when it is ended.

4.3 Vulnerability Detection

We will introduce the details of reentrancy vulnerability, integer overflow vul-
nerability and unchecked call return value vulnerability detection method sepa-
rately.

Reentrancy Vulnerability Detection. The main reasons of why reentrancy
vulnerabilities exist are as follows:

1. When using the call instruction to transfer money to a contract account, the
contract’s callback function will be called.

2. The call instruction does not restrict the use of Gas by default
3. Complete the transfer operation before reducing the user account balance.

The call instruction has 7 parameters, the meaning of each parameter is
shown in Table 1. Considering the gas limit of the other two transfer operations
transfer and send are both 2300, if the gas can be greater than 2300, it is equal
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Table 1. Parameters of call instruction.

Parameter Meaning

Gas Gas limit

Address Target address of the transfer operation

Value Transfer amount

In Input data address of the call instruction in EVM memory

Insize Length of input data

Out Output data address of the call instruction in EVM memory

Outsize Length of output data

to no restriction. So we use gas > 2300 as a vulnerability constraint. And if
the address can be equal to the malicious contract address, there may be a
reentrancy vulnerability.

Integer Overflow Vulnerability Detection. Integer vulnerabilities has been
widespreaded and brought a lot of loss. In EVM, there may be integer overflow
operations such as add, sub, mul, and div. The detection for these four operations
are shown in Table 2.

Table 2. Vulnerability detection methods for integer operation.

Op Detection

ADD Under the constraints of entering this node, if the sum of two operands is
less than one of the operands is solved, there may be an overflow error

MUL Under the constraints of entering this node, if the multiplication of two
operands is greater than 22̂56, there may be an overflow error

SUB Under the constraints of entering this node, if the minuend number is greater
than the subtracted one, there may be an underflow error

DIV Under the constraints of entering this node, if the divisor can be equal to 0,
there may be an underflow error

When encountering with these four instructions, add/sub/mul/div, enter the
integer overflow detection module to perform overflow detection. Perform differ-
ent functions for different operations, and if the solution result exists, add the
vulnerability information to the issue.
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Unchecked Call Return Value Vulnerability Detection. The correct way
to write the call or send function should be:

1 require(msg.sender.send(value))

Due to the existence of require statement, if the return value of send
is false, it will directly revert and exit. When calling CALL/CALLCODE/
DELEGATECALL/STATICCALL or other commands, the return value of the
command is recorded and stored in a variable of z3 format. If this block is
normal ended by RETURN or STOP, take out the return value of the previ-
ous CALL/CALLCODE/DELEGATECALL/STATICCALL instruction. If the
value can be equal to 0, it means that the send/call operation can be failed. In
addition to other operations, there may be a vulnerability that does not check
the return value of call at this time.

4.4 Constraint Solving

The z3 solver supports all theoretical solution classifications, so we use the z3
solver here to solve the constraints of the path state. According to the parameter
types in EVM, use z3 solver to realize two types of variables, they are: Bool and
BitVec. Bool represents the Boolean type, BitVec is a bit array type. Generally
the length is 256 bits, because EVM does not have a series of data types such
as int8/int16/int24/.../int256 like Solidity. When this data type is converted to
bytecode, it will be stored as a 256bit variable. Aiming at these two data types
and using the z3 solving library function, the realization of the data operation
rules is redesigned.

5 Evalution

We did a vulnerability detection experiment on 1552 contracts from awesome-
buggy-erc20-tokens [9] data set, which shows 1320 contracts are detected as
vulnerabilities, and the accuracy rate of the vulnerability detection is 85.1%.
Figure 8 shows the vulnerability detection results.

We manually checked twenty contracts which are reported as vulnerable by
our system and we think all of them have vulnerabilities. For example, the con-
tract in 0x0b76544F6C413a555F309Bf76260d1E02377c02A1 has no-Approval,
owner-control-sell-price-for-overflow, owner-decrease-balance-by-mint-by- over-
flow, totalsupply-overflow and transfer-no-return issues defined by awesome-
buggy-erc20-tokens. Our tool has detected an integer overflow vulnerability in
this contract. Check the contract code snippets in Fig. 9, and we found line 5
does have an integer overflow problem.

1 https://etherscan.io/address/0x0b76544F6C413a555F309Bf76260d1E02377c02A.

https://etherscan.io/address/0x0b76544F6C413a555F309Bf76260d1E02377c02A
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Fig. 8. Vulnerability detection results of awesome-buggy-erc20-tokens.

1 contract INTToken is owned , token

2 {

3 //....

4 function sell(uint256 amount) {

5 require(this.balance >= amount * sellPrice); //

checks if the contract has enough ether to buy

6 _transfer(msg.sender , this , amount); //

makes the transfers

7 msg.sender.transfer(amount * sellPrice); //

sends ether to the seller. It’s important to do this last

to avoid recursion attacks

8 }

9 //...

10 }

Fig. 9. Code snippets of 0x0b76544F6C413a555F309Bf76260d1E02377c02A

6 Conclusion

We investigate the most common contract security issues and the most widely
used smart contract vulnerability detection methods currently. Then we design
and implement a smart contract detection system. The main functions covered
by the system are as follows:

(1) Disassembly of EVM bytecode. Disassemble the EVM bytecode to gen-
erate an opcode sequence for specific instruction analysis in the next step.
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(2) Generation control flow graph. Generate control flow graph of the con-
tract to provide a basis for symbolic execution.

(3) symbolic execution implementation. Implementation a simple
Ethereum virtual machine according to the Ethereum EVM instructions
and the EVM design principle. Perform path depth-first traversal on the
control flow graph, store each data as a variable in the form of z3, and use
symbolic variables to represent path constraints.

(4) Vulnerability detection. Detect integer overflow vulnerabilities, reen-
trance vulnerabilities, and unchecked call return value vulnerabilities of
smart contracts.

We tested the vulnerability detection system on awesome-buggy-erc20-tokens
data set and analyzed the experimental results which shows our system has a
good performance on the vulnerability detection accuracy.

Acknowledgments. This work is supported by CNKLSTISS and the National Nat-
ural Science Foundation of China (Grant No. 61802025).
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Abstract. Different text classification tasks have specific task features
and the performance of text classification algorithm is highly affected by
these task-specific features. It is crucial for text classification algorithms
to extract task-specific features and thus improve the performance of text
classification in different text classification tasks. The existing text clas-
sification algorithms use the attention-based neural network models to
capture contextualized semantic features while ignores the task-specific
features. In this paper, a text classification algorithm based on label-
improved attention mechanism is proposed by integrating both contex-
tualized semantic and task-specific features. Through label embedding to
learn both word vector and modified-TF-IDF matrix, the task-specific
features can be extracted and then attention weights are assigned to dif-
ferent words according to the extracted features, so as to improve the
effectiveness of the attention-based neural network models on text clas-
sification. Experiments are carried on three text classification task data
sets to verify the performance of the proposed method, including a six-
category question classification data set, a two-category user comment
data set, and a five-category sentiment data set. Results show that the
proposed method has an average increase of 3.02% and 5.85% in F1 value
compared with the existing LSTMAtt and SelfAtt models.

Keywords: Text classification · Label embedding · Attention
mechanism · Multi-task

1 Introduction

Thanks to the rapid development of Internet technology, text information on
the Internet are explosively increased and has raised higher requirement for data
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organization and management. Text classification algorithm is one of the efficient
ways to manage such huge volumes of text information, and has been applied
on different scenarios, such as question classification, sentiment classification,
spam detection, topic classification. Different text classification tasks own specific
features. It is crucial for text classification algorithms to extract these task-
specific features and to guarantee its performance on different classification tasks.

Traditional text classification mainly uses machine learning algorithms, such
as logistic regression [7], decision tree [4], support vector machine [5] and naive
Bayes [8]. These algorithms have achieved good performance on text classifica-
tion tasks, but they require manual text features extraction, which is cumber-
some and costly. What’s more, the manual extraction of text feature cannot be
adjusted dynamically when the text classification task changes.

Recently, with the rapid development of deep learning algorithms and models,
text classification has gradually shifted from models based on machine learning
to deep learning models based on neural network. The neural network models
support automatic feature extraction. Therefore, it exhibits better potential in
multi-task text classification than the traditional machine learning based models.
For example, Kalchbrenner et al. [14] proposed a Dynamic Convolutional Neural
Network (DCNN) model in 2014. It was for the first time that Convolutional
Neural Networks (CNN) was applied to the field of text classification. Later, Kim
proposed a simpler TextCNN model [21]. Subsequently, other neural network
models, such as RNN [17], BiGRU [15], and LSTM [6], were proposed to solve
the problem of CNN model, which only captures the local semantic features of
the text while ignores the relationship between text sequence.

In order to extract features that are more relevant to the text classification
task, attention mechanism is introduced on the basis of deep learning models
[2]. The attention mechanism enables the deep learning models to focus on the
words that are more relevant to the classification task through assigning more
weights to the important words. It has been proved that the attention-based
text classification algorithms (e.g., LSTMAtt [22], SelfAtt [9]) have achieved
better performance than BiGRU and LSTM on text classification tasks. However,
these attention-based text classification algorithms assign weights to different
words mainly according to the text semantics, without considering the impact of
task-specific features. For example, for the sentence “the food quality is decent,
but the price is very steep”, the objective words “decent”, “steep” should be
assigned more attention weight in sentiment classification task, whereas words
of “food” and “price” should be assigned more weight in topic classification task.
If the attention weight assignment can be dynamically adaptive to different
text classification tasks, the effectiveness of text classification can be greatly
improved [19].

Therefore, for the purpose of exploiting both text semantic features and
task-specific features, label embedding is introduced to the existing attention-
based text classification algorithm in this paper. By considering task-specific
features, words and their category labels to which they belong are embedded to
a joint space for attention weight learning, so that the attention weight of each
word incorporates its importance according to different classification labels. In
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specific, a modified TF-IDF matrix generated in a supervised manner for multi-
task text classification is used to incorporate category label information for text
classification. Then the words having important impact on text classification
are found and given greater weight, which helps greatly improve the efficiency
of text classification. In order to verify the adaptive of the proposed model on
different text classification tasks, experiments are conducted on 3 different data
sets, including a TREC data set with six-category question classification, a CR
data set with two-category customer review classification and a Stanford SST-1
data set with five-category sentiment classification. The results show that text
classification performance of the proposed model is better than the existing
LSTMAtt and SelfAtt methods, and the F1 value is improved by 3.02% and
5.85% on average compared with that of LSTMAtt and SelfAtt respectively.
Among the three data sets, the proposed model performs in the TREC data
set, improving respectively F1 values of 6.18% and 10.86% on average compared
with LSTMAtt and SelfAtt.

The rest of this paper is organized as follows. Section 2 reviews a survey of the
related work. Section 3 presents the proposed label embedding-based text classifi-
cation model. Section 4 shows the experiment settings and the experimental results
for verifying the effectiveness of our model. Finally, Sect. 5 concludes the paper.

2 Related Work and Background

2.1 Text Classification

The existing text classification research can be divided into two categories: one is
traditional text classification methods based on machine learning and the other
is deep learning classification methods based on neural network models.

Traditional machine learning based text classification methods need to define
feature calculation rules, such as Bag-of-words model (BOW) [11], TF-IDF model
[18], topic model [3] and etc., to construct text representations. The BOW model
considers the text as a collection of words and constructs text representation in
terms of the words that appear in the text. Therefore, the BOW model only
reflects the frequency of words but cannot reflect the importance of words.
Joachims et al. proposed the TF-IDF model [18]. In specific, TF refers to term
frequency and if a term appears in a document more times, its TF value is higher.
IDF refers to inverse document frequency and if there are fewer documents con-
taining the term, its IDF is higher. TF-IDF model believes that when a term’s
TF and IDF are higher, the term is more important and has better classifica-
tion ability. However, the word representations constructed in BOW or TF-IDF
models are independent of each other and the contextual relationship between
words and semantic information cannot be well represented. Subsequently, topic
model Latent Dirichlet Allocation (LDA) was proposed [3]. LDA constructs the
text representation from the perspective of the probabilistic generative model,
and obtains the text-topic probability distribution and the word-topic prob-
ability distribution. The topic model solves the problem caused in the BOW
and TF-IDF models, but still has the problems of high dimension and high
sparseness.
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After constructing the text representation, the early text classification meth-
ods used machine learning algorithms, such as logistic regression [7], decision
tree [4], support vector machine [5] and naive Bayes [8] as text classifiers to
classify text. These traditional classification methods achieved good results but
required to construct text features manually. What’s more, the text features
constructed by manual extraction cannot adapt to the dynamic adjustment of
text classification tasks.

The text classification methods based on deep learning methods do not need
to construct the text features manually. They obtain word representations of
semantic information by using word embedding models, such as static word
embedding models (Word2Vec [13] and Glove [10]) and dynamic word embed-
ding models (ELMO [16]). Then the vector representation of the text is obtained
through word representations and is taken as input of neural network models,
such as CNN and RNN, to predict the text category. Kalchbrenner [14] applied
CNN to the field of text classification for the first time in 2014, which achieved
good results. Subsequently, other neural network models, such as RNN [17],
BiGRU [15], and LSTM [6], were successively proposed to solve the problem
that CNN can only capture the local semantic features of text, but cannot learn
sequence correlation. Among these neutral network models, LSTM has outstand-
ing performance in text classification tasks and solves the problem of gradient
vanishing and gradient explosion. LSTM adopts a gate structure to selectively
let information through, therefore, it can effectively capture long-distance infor-
mation and better express the contextual semantic information of the text.

Fig. 1. Framework of the label embedding-based attention model for text classification.
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2.2 Attention Mechanism

Attention mechanism was first proposed in the field of computer vision and then
was introduced to deal with the machine translation task [2]. Recently, attention
mechanism has been widely used in various natural language processing tasks,
such as sentiment analysis, dialogue systems and text classification.

The exiting works mainly used the attention mechanism to help neural net-
work models such as CNN and RNN select more important features For instance,
the ATAE-LSTM model [20] proposed to combine the attention mechanism with
LSTM model, where the attention weight was computed over the hidden layers
of the LSTM by combining the aspect information. The attention mechanism
in ATAE-LSTM model could concentrate on different parts of a sentence if dif-
ferent aspects are taken as input. Lin et al. proposed a sentence-level SelfAtt
model [9], which extracted different aspects of the sentence into multiple vector
representations and learned the hidden state information between these vector
representations through the attention mechanism. Thus, it can extract different
key information of the sentence. These existing studies show that the combina-
tion of attention mechanism and neural network model can successfully improve
the effectiveness of text representation.

However, these existing text classification models mainly use the attention
mechanism to learn the implicit relationship between the input and output, for
the purpose of further improving the text representation. But the impact of the
classification goals of different tasks, namely task categories, on the attention
weight is largely ignored.

3 Methodology of Text Classification Model

3.1 Framework Overview

Figure 1 is the flowchart of the proposed label embedding-based attention model
(termed as LabelAtt model). The establishment process includes 3 steps: (1) The
first step is text vector representation. It is designed to obtain word embedding
representation of each word in the text through both the Golve(or word2vector)
model and the modified TF-IDF method. Then word vector representation of
text document is generated and taken as input of LSTM model to generate
the initial text vector representation. (2) The second step is jointly learning of
label embedding and attention weight. This step takes the initial text vector
representation and label embedding as input. The neural network model then
is used to learn the attention weight of each word and output label-aware text
representation. (3) The third step is text classification prediction. It takes the
label-aware text representation as input and uses a fully connected layer with
sigmoid activation function to predict the category of text. These 3 steps will be
discussed in the following sections in detail.
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3.2 Problem Statement

Let s = {s1, s2, ..., sN} be a set of text documents, where sj represents a text
j and N is the total number of texts. Let yj be the text category of sj . sj

contains a sequence of words {w1, w2, ..., wn}, where n is the number of words
in sj . The importance of words in the text classification task is learned through
the attention weight mechanism. Words are assigned with different weight values
according to their importance relevant to the text classification task. The greater
the importance is, the more the weight value is assigned.

l = {l1, l2, ..., lK} is defined as a set of category labels and K is the total
number of categories in text classification tasks. The value of K is different in
different text classification tasks. For instance, K equals to 6 in the six-category
text classification tasks and the set of category labels can be represented as
l = {0, 1, 2, 3, 4, 5}. Corresponding to the category set l, we define the category
label tensor as v = {v1, v2, ..., vK}, where v ∈ RK×D and D is the dimension of
word embedding vector. v is initialized randomly and will be iteratively updated
during model training.

3.3 Attention Learning on Word Embedding

Text documents are pre-trained by using Golve model and then the word embed-
ding vector of each text, denoted as e = {e1, e2, ..., en}, is obtained, where
ei ∈ RD is the word embedding of word wi and D is the dimension of word
embedding vector. Furthermore, LSTM is used to pre-encode the vector repre-
sentation of each text. LSTM is a special recurrent neural network and is capable
to capture the long-distance information in the text sequence through the Gates
structure. Therefore, the text vector obtained by LSTM encoding can better
represent the sequence information and context semantics of the text. The pre-
encoded vector representation is defined as the initial text vector representation
H,H ∈ Rn×D.

Given l as the set of category labels, and we define B = {b1, b2, ..., bn} as
the semantic attention weight matrix of {w1, w2, ..., wn}, where bi represents the
attention weight of word wi over K labels, bi ∈ RK . Then the attention weight
matrix is calculated based on the label embedding, as showed in Eq. (1).

B = [(v ⊗ HT ) � B̂]T (1)

where B̂ is the normalized matrix of B. The symbol � represents the division of
each corresponding element in the two matrices.

The max pooling operation is performed over each element bi in B and then
the maximum weight value of each words over all labels is obtained, which is
considered to be the attention weight of each word wi, calculated as:

β = max pooling(bi) (2)

Finally, β = {β1, β2, ..., βn} is normalized by a softmax function to ensure
that the sum of the attention weights of all words is equal to 1, which is defined
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as label attention weight vector α = {α1, α2, ..., αn}. The calculation is shown
in Eq. (3).

α = sofmax(β) (3)

Let Tα be the weighted average of α and the initial text vector representation
H, calculated in Eq. (4).

Tα =
n∑

i=1

αi × hi (4)

Where αi is the label attention weight of wi and hi is the initial text vector
representation of wi, Tα ∈ RD.

We feed Tα into our model to predict the text classification distribution of
the input text.

ỹα
j = softmax(Tα) (5)

where ỹα
j is the text classification label of sj predicted by our model.

The cost function is defined as the average cross entropy that measures the
difference between the category label predicted by our model and the classifica-
tion annotation of text sj , calculated as:

floss(α) = −
N∑

j=1

yj log ỹα
j (6)

Where N is the number of texts in training set and yj is the classification anno-
tation of text sj .

3.4 Attention Learning on Modified TF-IDF Matrix

A modified TF-IDF matrix is used to learn the importance of words for clas-
sification task and the generated TF-IDF matrix can be used to supervise the
attention weight learning of each word.

TF-IDF is one of the most commonly used weighting metrics to measure the
relationship of words to documents. The modified TF-IDF method proposed by
Jin et al. [23] uses the known classification information of training data set to
compute the weights of each word term in different text classification tasks. Each
word appears in the training data set corresponds to K TF-IDF values and each
value corresponds to the texts associated to one category label.

Let tfi = {tfi1, tfi2, ..., tfin} be the TF-IDF matrix of word sequence
{w1, w2, ..., wn} of text sj , tfi ∈ Rn×K , where tfii = {tfii,1, tfii,2, ..., tfii,n}
represents the TF-IDF weight vector of word wi over K category labels. Let
tf(wi, lk) be the frequency of word wi in text category lk, which is calculated
as:

tf(wi, lk) =
nwi,k∑
q nwq,k

(7)

where nwi,k is the number of word wi occurrences in the text category lk, and∑
q nwq,k is the number of all words in the text category lk.
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Inverse document frequency is defined to eliminate the influence of common
words, denoted as idf(wi, lk) intuitively, if a word wi has less other text category
containing it, its representativeness of category lk should be given higher value.
idf(wi, lk) is calculated as follows.

idf(wi, lk) = log
|j : sj ∈ lk|

|k : wi ∈ lk| + 1
(8)

where |j : sj ∈ lk| is the number of texts in category lk and |k : wi ∈ lk| is the
number of categories containing the word wi. If a word doesn’t appear in the
training data set, the value of |k : wi ∈ lk| is zero and 1 will be added to avoid
zero division.

By integrating Eq. (7) and Eq. (8), we can get the TF-IDF weight vector of
word wi in category lk as:

tfii,k = tf(wi, lk) × idf(wi, lk) (9)

For each category lk, we repeat the above calculations as shown in Eq. (7)–
Eq. (9) and then obtain the modified TF-IDF matrix. Similar with the operations
in the attention learning on word embedding vector, LSTM is used to pre-encode
the TF-IDF matrix and the output of LSTM is considered as the text vector
representation under modified TF-IDF, denoted as TFI.

Then the initial text vector representation H in Eq. (1)–Eq. (3) is replaced
by TFI. After attention weight matrix calculation, maximum pooling operation
and softmax normalization, TF-IDF attention weight vector is obtained and
denoted as γ = {γ1, γ2, ..., γn}.

Let Ttf be the weighted average of γ and TFI, which is calculated in Eq. (10).

Ttf =
n∑

i=1

γi × tfii (10)

We feed Ttf into our model to predict the text classification distribution of
the input text.

ỹtf
j = softmax(Ttf ) (11)

where ỹtf
j is the text classification label of sj predicted according to Ttf .

Similarly, the cost function is defined as the average cross entropy that mea-
sures the difference between the category label predicted by our model and the
classification annotation of text sj , calculated as:

floss(tf) = −
N∑

j=1

yj log ỹtf
j (12)

Where N is the number of texts in training set and yj is the classification anno-
tation of text sj .
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In order to learn the label-aware text vector representation according to
both contextual semantic and the task-specific features, the final cost function
is defined as follows:

loss = λ × floss(α) + (1 − λ) × floss(tf) (13)

where λ is a tradeoff parameter (0 � λ � 1). The weight of floss(α) can be
increased by choosing a lager value of λ.

4 Experiment Evaluation

In this section, in order to evaluate the performance of the proposed model
(termed as LabelAtt) on different text classification tasks, three different datasets
are selected. On each dataset, LabelAtt model is compared with two existing
models, namely LSTMAtt [20] and SelfAtt [1] models, which are based on atten-
tion mechanism but without label embedding. LSTMAtt [20] and SelfAtt [1]
are regarded as the baseline models to verify the effectiveness of LabelAtt on
improvement of attention mechanism.

4.1 Dataset and Parameter Settings

The experiment datasets are TREC [22], Customer Review (CR) [23], and SST-1
[24]. Detailed information on these datasets is shown in Table 1.

Table 1. Information of the datasets TREC, CR and SST-1.

Dataset Number of labels Numbers of samples Training set Test set

TREC 6 5952 5452 500

CR 2 3769 2638 1131

SST-1 5 10754 8544 2210

The TREC data set is a 6-category question classification data set containing
6 labels: definition, entity, person, place, data, and abbreviation. The CR data
set is a 2-category user comment data set. All the comments in this data set
have been labeled either positive or negative. The SST-1 is Stanford Sentiment
Treebank, a 5-category sentiment data set. The data set includes five categories
of text of different levels of emotion score, and divides the score from 0 to 1:0–
0.2, 0.2–0.4, 0.4–0.6, 0.6–0.8, and 0.8–1, which respectively representing very
negative, negative, neutral, positive, and very positive.

The dimension of the hidden layer is 100. The dimension of the word embed-
ding vector needs to be identical with the hidden layer, which is also equal to
100; batch size is 16; epoch is 100; The learning rate of training on TREC and
CR datasets is set to 1 × 10−3, and that of training on SST-1 dataset is set
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to 2 × 10−5. The penalty term coefficient of LabelAtt and SelfAtt is 0.1, and
LSTMAtt does not introduce the penalty term coefficient. In the experiment,
we used Accuracy, Precision, Recall, and F1 to evaluate the performance of the
classification model.

4.2 Experiment Result

The prediction accuracy of each text classification model on TREC, CR and
SST-1datasets is shown in Table 2.

Table 2. Comparison of accuracy of each model on TREC, CR and SST-1 %.

TREC CR SST-1

LSTMAtt 88.8 79.92 41.13

SelfAtt 86.00 78.16 35.02

LabelAtt 92.2 81.96 43.17

It is clear that the prediction accuracy of LabelAtt model on TREC dataset
reaches 92.2%, which is much better than that of LSTMAtt model (88.8%) and
SelfAtt model (86%). The performance is improved by 2.49% and 3.4% respec-
tively. The prediction accuracy of LabelAtt model on CR dataset is 81.96%,
which is about 4.9% higher than that of SelfAtt model (78.16%). The prediction
accuracy of LabelAtt model on SST-1 dataset is 43.17%, which is about 23.3%
higher than that of SelfAtt model (35.02%).

Table 3. Comparison of Recall, Precision and F1 of each model on three datasets (%).

Recal Precision F1

TREC CR SST-1 TREC CR SST-1 TREC CR SST-1

LSTMAtt 85.46 81.97 36.42 56.16 85.9 13.64 65.11 83.89 19.74

SelfAtt 82.71 81.14 33.49 50.47 84.05 11.82 60.43 82.57 17.26

LabelAtt 86.43 86.55 37.51 63.06 85.36 14.23 71.29 85.95 20.57

Recall, Precision, and F1 of each text classification model on TREC, CR and
SST-1 dataset are shown in Table 3 respectively. F1 is used as the comprehensive
evaluation index of Recall and Precision. LabelAtt model obtained the highest
F1 on the three datasets, followed by LSTMAtt model, and SelfAtt model per-
formed the worst. Compared with LSTMAtt model, our model improves F1 by
3.02% on average on the three datasets, and the highest improvement is 6.18%
on TREC dataset. Compared with SelfAtt model, F1 of our model on the three
datasets has been improved by 5.85% on average, and that on TREC dataset
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has been improved by 10.86% at the highest. The results indicate that our model
can improve the attention mechanism through label embedding, obtain text rep-
resentation closer to the text classification goal, and improve the effect of text
classification. Meanwhile, the applicability of our model for different classifica-
tion tasks is proved by experiments on datasets of different classification tasks.

4.3 Text Classification Visualization Analysis

Visualization analysis is adopted to verify the effectiveness of LabelAtt model on
text classification tasks and demonstrate the characteristics of task classification
in attention weight assignment. Considering that the performance of LSTMAtt
is better than that of SelfAtt, the visual analysis in this section only shows the
comparison between LabelAtt model and LSTMAtt model.

In this paper, the t-SNE [12] dimension reduction method is applied to
reduce the high-dimensional text representation learned by the model to two-
dimensional vectors, and then a scatter plot is drawn for visualization.

(a) Classification in epoch1. (b) Classification in epoch5.

(c) Classification in epoch20. (d) Classification in epoch25.

Fig. 2. Classification effect of LabelAtt model during different epoches (TREC data
set). (Color figure online)
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Table 4. Comparison of accuracy of LabelAtt model and LSTMAtt model on TREC
data set %.

Epoch 1 Epoch 5 Epoch 20 Epoch 25

LabelAtt 0.766 0.866 0.912 0.918

LSTMAtt 0.726 0.834 0.880 0.882

Figure 2 shows the effect of LabelAtt model on text classification in TREC
data set as the training times increase. For comparison, Fig. 3 shows the clas-
sification effect of LSTMAtt model in the same data set and the same training
stage. As shown in Fig. 2, when the epoch is equal to 1, the text representation
of LabelAtt model is in a chaotic state. With the increase of training times,
when the epoch is equal to 5, the edge of each label becomes clear and clustered
by color. When the epoch is equal to 20 and 25, the effect of text classification
of LabelAtt model has reached a good state with relatively clear edges and few
scattered points.

(a) Classification in epoch1. (b) Classification in epoch5.

(c) Classification in epoch20. (d) Classification in epoch25.

Fig. 3. Classification effect of LSTMAtt model during different epoches (TREC data
set). (Color figure online)
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As shown in Fig. 3, when the Epoch is equal to 1, the text representation of
the LSTMAtt model is also in a chaotic state. With the increase of training times,
when the Epoch is equal to 5, the edge of each label become clearer and clustered
by color. When the Epoch is equal to 20, compared with LabelAtt model in
Fig. 2 which the text classification effect has reached a better state, there are
still more points scattered in LSTMAtt model. In order to examine the visual
text classification results as shown in Fig. 2 and Fig. 3, the text classification
accuracy of LabelAtt model and LSTMAtt model on the TERC data set when
the Epoch is equal to 1, 5, 20 and 25 are shown in Table 4. It can be found that
the accuracy of LabelAtt model is significantly higher than that of LSTMAtt
model at the beginning of training. When Epoch = 1, the accuracy of LabelAtt
model is 0.714 whereas the accuracy of LSTMAtt model is 0.298. With the
increase of training times, t he accuracy of both LabelAtt model and LSTMAtt
model gradually improves, while LabelAtt model converges faster and has higher
accuracy.

The result indicates that with the increase of training times, the convergence
rate of LabelAtt model is faster and the classification accuracy is higher.

5 Conclusion

In this paper, we exploit the problem of multi-task text classification and intro-
duce a novel label embedding based model to solve the problem. With the pro-
posed model, we could effectively (1) extract the semantic features of context
and the task-specific features (2) adapt to different text classification datasets
(3) improve the convergence rate of text classification. We evaluate our model on
three different datasets with different classification tasks. The results show that
the proposed model is effective for text classification, revealing more in-depth
information and more accuracy text classification results than the state-of-the-
art methods.
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Abstract. Text classification is a basic task in the field of natural language pro-
cessing, and it is a basic technology for information retrieval, questioning and
answering system, emotion analysis and other advanced tasks. It is one of the
earliest application of machine learning algorithm, and has achieved good results.
In this paper, we made a review of the traditional and state-of-the-art machine
learning algorithms for text classification, such as Naive Bayes, Supporting Vector
Machine,DecisionTree,KNearestNeighbor,RandomForest andneural networks.
Then, we discussed the advantages and disadvantages of all kinds of machine
learning algorithms in depth. Finally, we made a summary that neural networks
and deep learning will become the main research topic in the future.

Keywords: Natural language processing · Text classification · Machine
learning · Neural network

Text classification is a basic task in the field of natural language processing. It is a
process of extracting the key elements of sentences, judging the authors’ views, intentions
and emotions of the sentences. It is the basis of information retrieval, questioning and
answering system, emotion analysis and other advanced tasks. It can be said that text
classification technology is the basic technology of natural language processing and
social network analyzing, which will be beneficial to information discovery, public
opinion analysis in the web space.

Text classification is the earliest application of machine learning algorithm, and has
achieved good results. In addition to the traditional methods based on statistical analysis
such as Naive Bayes, Supporting Vector Machine and so on, neural networks and deep
learning algorithms have also been widely used in the field of text analysis in recent
years. Therefore, a comprehensive study and review of machine learning algorithms in
the field of text classification is very valuable for academic research and engineering
development.
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1 Introduction

Machine learning mainly studies how to learn unknown rules from given data, that is,
to find some objective rules from observed data (samples), and use the learned rules
(models) to analyze and predict irregular data or unknown events. The following figure
illustrates the application principle of machine learning algorithm in text classification
(Fig. 1).

Fig. 1. Principle of text classification

As is shown in the above figure, the input is “x”, and the output is “y”. Through
the model’s processing, we got expected results from the irregular data. The “model”
is previously trained by the “data (x, y)”. That is the basic procedure of processing text
content by machine learning algorithms.

At present, the mainmachine learningmethod is to conduct statistical analysis on the
existing marked data, by which we can find laws and obtain models. Using these trained
models, we can make prediction and analysis on unknown data to obtain classification
results. Text classification algorithm based on machine learning is usually divided into
four steps:

1) Features extracting and document modeling. Feature extracting is a very important
task in machine learning. The traditional feature extraction method is usually man-
ual extraction, the manual feature engineering is time-consuming, and the feature
dimension is too large and the efficiency is low. In order to solve these problems,
features extracted by traditional methods are usually dimensionality reduced, and
a subset of features that can best represent text information and achieve the best
classification effect are selected among all features.

2) Training the model. The machine learning model is trained by training data sets,
and the labeling quality of training data sets has a great influence on the actual
classification effect.Comparedwith the traditionalmachine learning algorithmbased
on statistics, deep learning has excellent feature learning ability, and the features
acquired by learning have more essential characterization ability on data, which is
conducive to visualization and classification.

3) Classifying the test text. Input the text data to be classified to the model, the classifier
will judge the text data according to the learned rules, and give the classification
result.

4) Evaluating the classification effect. After the completion of text classification, it is
necessary to verify the quality of the classifierwith somequantitative indicators, such
as accuracy, recall rate and Fmeasurement. The accuracy rate refers to the proportion
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of samples with positive classification results that are truly positive; the recall rate
refers to how many samples of all positive classes can be correctly classified by the
classifier; the measurement value of F is the geometric average of the accuracy rate
and recall rate.

2 Principles of Machine Learning Algorithms

Wemade a review of the traditional and state-of-the-art machine learning algorithms for
text classification including Naive Bayes, Supporting Vector Machine, Decision Tree,
K Nearest Neighbor, Random Forest and neural networks, and so on. We introduce
the principles of various machine learning algorithms, and discuss the advantages and
disadvantages in depth.

2.1 Naive Bayes

Naive Bayes Classifier is a common statistical classification algorithm, which classi-
fies input samples based on Bayes’ theorem and the independence of the eigenvector
elements.

Its working principle is as follows [1]: First, text vector is generated from the text to
be classified, that is, text vector of document x is constructed based on a given dictionary,
where n is the number of elements in dictionary set W, and represents the number of
occurrences in document d.

W = {w1,w2, · · · ,wn}

X = {x1, x2, · · · , xn}
Given the training data, the classification vector indicates that the text can be divided

into m classes.

D = {d1, d2, · · · , dm}

Y = {y1, y2, · · · , ym}
D is used to train the naive bayesian algorithm. On this basis, the classification with

the maximum probability is to solve argmaxP:

argmaxP(yj|X)
According to bayes’ theorem,

P
(
yj|X

) = P(yj)P
(
X|yj

)

P(X)
= P(yj)

∏n
i=1 P

(
xi|yj

)

∏n
i=1 P(xi)

From the given training data D = {d1, d2, · · · , dm}, we can calculate P(yj), and each
P(xi). So, for the new input data X, we can calculate all P

(
yj|X

)
, in which the highest

probability value is the classification result of document X.
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The naive bayes algorithm assumes that the attributes of the data set are indepen-
dent from each other, so the logic of the algorithm is very simple. And the algorithm is
relatively stable. When the data show different characteristics, the classification perfor-
mance of the naive bayes will not have much difference. In other words, the simplicity
bayes algorithm is relatively robust and will not show too much difference for different
types of data sets.

2.2 Supporting Vector Machine (SVM)

Supporting VectorMachine is a new statistical classification algorithm proposed byVap-
nik and his team at Bell Labs in 1995, which is mainly used to solve binary classification
problems. The basic idea is to find a hyper-plane in the sample feature space, which can
divide all the sample data well and make the distance between the sample point and the
hyper-plane maximum.

Its working principle is as follows [2]: Text vector is also generated from the text
to be classified, that is, the text vector of document x is constructed based on the given
dictionary, where n is the number of elements in the dictionary set W, and xi represents
the number of xi occurrences in document d.

W = {w1,w2, · · · ,wn}

X = {x1, x2, · · · , xn}
The classification vector Y = {y1, y2, · · · , ym}, where yi ∈ {−1, 1} respectively

represents the negative class and the positive class in the dichotomy.

Y = {y1, y2, · · · , ym} yi ∈ {−1, 1}
Assuming that there is a decision boundary in the characteristic space of the input

sample data, all sample points can be separated by a hyper-plane according to positive
class and negative class, and the distance between any sample point and the plane is
greater than 1, then the classification problem is said to be linearly separable.

The Decision boundary:

wTX + b = 0

Point to plane short:

yi
(
wTXi + b

)
≥ 1

In the following figure, the solid line in the figure is the hyper-plane wTX + b = 0,
and w and b are the normal vector and intercept of the hyper-plane respectively. The
solid red dot constructs the upper interval boundary

(
wTXi + b

) ≥ 1, the hollow red dot
constructs the lower interval boundary

(
wTXi + b

) ≤ −1, the distance between the two
interval boundaries d = 2

‖w‖ . The positive class and the negative class samples on the
interval boundary are the support vectors (Fig. 2).
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Fig. 2. Principle of supporting vector machine

The Supporting Vector Machine classification algorithm has good generalization
ability and learning ability [3]. It aims at minimizing structural risk, and the solution
obtained is the global optimal solution. This algorithm overcomes the problem of “di-
mension disaster”. It is widely used in text automatic classification, face recognition,
gene expression, handwriting recognition and other fields.

2.3 Decision Tree

Decision tree is a method to classify texts by constructing a tree-like decision system
on the basis of known probabilities. Because the branch of the decision system is drawn
like the branches of a tree, it is called Decision Tree. The processing of decision tree
algorithm can be divided into three steps: Feature selection, Decision tree generation
and Pruning:

1) Feature selection: Feature selection refers to the selection of some features from
text vectors as the decision basis. These features will affect the branch shape of the
decision tree and have an important impact on the classification results.

2) Decision tree generation: This step is the main decision process. The root node is a
specific word sequence, that is, there is only one word, which has the best classifi-
cation error rate among all words and the highest probability for a certain category.
The subsequent child nodes are divided into left and right sub-trees according to
the above decision. If the coefficient is not zero or the word sequence has no child
sequence, the decision will stop; if it is not zero and not unique, the decision will
continue in the possible category.

3) Pruning: The decision tree will form a very large tree-like system according to
all the training samples, which has a high accuracy in the training samples and
a poor accuracy in the test samples, forming a phenomenon of over fitting. The
solution of the over-fitting phenomenon requiresmanual observation and debugging,
observation and control of the size of the decision tree at each layer, setting the
number of samples of the smallest leaf node, adjusting the minimum weight of the
leaf node, etc.
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2.4 KNN (K-Nearest Neighbor)

KNN is one of the simplest classification algorithms, but it is also one of the most com-
monly used classification algorithms [4]. KNN algorithm is a supervised classification
algorithm, which is similar to another machine learning algorithm “K-means”. KNN
(K-nearest neighbor) algorithm is to find K texts in the training set that are most similar
to the target text according to the known data category and the text to be tested, and then
score the candidate category according to K samples.

The advantage of KNN algorithm is that it is simple and easy to use. Compared with
other algorithms, KNN is a relatively simple and clear algorithm. Even without a high
mathematical foundation, we can find out its principle. The model has fast training time
and good prediction effect. The disadvantage of KNN algorithm is that it requires high
memory, because it stores all training data, the prediction stage may be very slow, and
it is sensitive to irrelevant functions and data scale.

2.5 Random Forest

Random forest is a classifier that contains multiple decision trees, and the classification
results of its output are determined by the number of votes of all the output results of
the tree. By means of integration, the random forest integrates multiple trees together.
Its basic unit is the decision tree, and each decision tree is a classifier. For an input
sample, N trees will have N classification results. The random forest integrates all the
classification voting results and specifies the category with the most votes as the final
output. This is the simplest Bagging idea. The principle of random forest is:

1) N is used to represent the number of training cases (samples), and M is used to
represent the number of features.

2) The number of input features m is used to determine the decision result of a node in
the decision tree; Where m should be much less than m.

3) A training set (i.e., bootstrap sampling) was formed by sampling N times from N
training cases (samples), and the prediction was made with the unselected use cases
(samples) to evaluate the error.

4) For each node, m features are randomly selected, and the decision of each node
in the decision tree is determined based on these features. According to these m
characteristics, the optimal splitting mode is calculated.

5) Each tree will grow intact without pruning, which may be adopted after the
construction of a normal tree classifier.

2.6 Neural Network

Neural network is an adaptive nonlinear dynamic network system composed of a large
number of neurons connected with each other. The classifier establishes a neural network
for each category document, inputs feature word vector, and finally outputs text category
after repeated learning.

At present, CNN (Convolutional Neural Network) and RNN (Recursive Neural Net-
work) are two important components of deep learning [5]. CNN based on convolution
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is good at identifying the structure of the target task, while RNN has advantages in
sequence recognition modeling due to its memory function. For natural language pro-
cessing tasks, CNN and RNN have their own advantages. In 2014, Kim proposed the
Text CNN algorithm for text classification based on CNN, applied the convolutional
neural network to the text classification task, used the convolution kernel with different
channel number and different size to extract the key information in the sentence (sim-
ilar to n-gram with multi-window size), and could better capture the local correlation.
However, Text CNN can only extract sentence features in a limited window, and cannot
consider the long distance dependence on information and word order information, so it
will lose some semantic information. RNN is characterized by automatic learning and
memory of text sequence features, and has achieved great success in text processing in
natural language processing.

Both short-term and long-term memory network (LSTM) is a kind of special used
for time series data of network [6], the traditional RNN neural networks of neurons is
after applying input function to calculate the output of the unit, and LSTM will neurons
into the memory unit, each memory unit door to door, forgotten by the input and output,
the LSTM this one design solved the RNN gradient disappeared and gradient explosion
problems of the network. Bidirectional LSTM (BiLSTM) USES two LSTM networks
to process the sequence from front to back, which can extract the context information
of the sequence more comprehensively, thus making the classification effect better.

3 Comparative Study of the Machine Learning Algorithms

The Naive Bayesian algorithm assumes that attributes are independent from each other,
which is often not true in practical applications, which has some influence on the correct
classification ofNBCmodel.When the relation between attributes of data set is relatively
independent, the Naive Bayesian classification algorithm will have better effect. How-
ever, when the independence of attributes of data sets is difficult to satisfy in many cases,
because the attributes of data sets are often correlated with each other, the classification
effect will be greatly reduced.

Support vector machine (SVM) in tackling small sample, nonlinear and high dimen-
sion data is a great advantage, but it also has disadvantages: limited to small cluster
sample, can only handle the second class classification problem, for many classification
problem to solve the effect is not good, and in dealing with a specific classification
problem to select the correct effective kernel function, in turn, affects the efficiency of
classifier.

The Decision Tree classifier has the following disadvantages: it is difficult to predict
the continuous fields; For the data with time sequence, it needs a lot of preprocessing.
Errorsmay increasemore quicklywhen there are toomany categories; General algorithm
classification, just according to a field to classify, accuracy is not enough.

The main shortcomings of KNN algorithm are as follows: first, when the samples are
unbalanced, for example, the samples of one class are large, while the samples of other
classes are small. As the samples of K neighbors of the new sample are large in size,
it may lead to classification errors. Second, the algorithm is computationally intensive,
because for each text to be classified, the distance from it to all known samples must be
calculated to obtain its K nearest neighbor points.
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The advantage of random forest algorithm is high accuracy. Because the integrated
algorithm is adopted, its accuracy is better than most single algorithms, so it has high
accuracy, especially in the test set. Due to the introduction of two random elements, the
random forest is not easy to fall into over fitting. The disadvantage of random forest
algorithm is that when there are many decision trees in random forest, the space and
time required for training will be large. In addition, there are many unexplainable places
in the random forest, which is a bit of a black box model. On some noisy sample sets,
the random forest model is easy to fall into over fitting.

The neural network classifier has a high prediction accuracy and certain parallel
processing and learning capabilities. It also has strong robustness and fault tolerance
against noise.But the neural network requires a large number of parameters, long learning
time, large runtime resource consumption, and low interpretability of output results.

4 Conclusion

This paper discusses various machine learning algorithms, including Naive Bayes, Sup-
port VectorMachines, KNN algorithm, Decision Tree algorithm, RandomForest, Neural
Network model and Deep Learning model. In general, these methods have been widely
studied and applied, and have achieved good practical results. In practice, the suitable
algorithm can be selected flexibly according to the advantages and disadvantages of
various algorithms and the actual situation of the text data to be classified.

In general, the machine learning algorithm based on neural network is the main
research direction in the future due to the traditional machine learning algorithm based
on statistical theory in the aspects of feature automatic learning, classification accuracy,
operation robustness and fault tolerance.
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