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Abstract

The metaverse, with the internet, virtual and augmented reality, and other domains for an
immersive environment, has been considered mainstream in recent years. However, the current
metaverse platforms have a gap in the physical space, leading to reduced engagement in these
applications. This thesis project explores an extended metaverse framework with generative
content and the design of a seamless interface to increase the connection between the metaverse
and the physical environment and create coherence and efficiency between them. The extended
metaverse agent helps prevent this from happening by improving the interaction, embodiment,
and agency that dynamically engage humans in mixed reality (MR) environments. This thesis
project will design and prototype MR objects and environments with the research through design
(RTD) and speculative design methodology, whereby future applications are imagined, assuming
plausibility of smart glasses being commonplace to help users visualize the coherence of virtual
and physical spaces in simultaneity. To summarize, this thesis project provides an extended
metaverse framework and agent that generates from physical contexts to describe the coherence

of virtual and physical environments.

Keywords: Metaverse, Virtual Reality, Augmented Reality, Mixed Reality, Internet of Things,

Generative Art, Context Awareness, Research Through Design, Speculative Design.
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1 Introduction

1.1 Motivation

The concept of the metaverse is becoming increasingly adopted in everyday society with
ubiquitous applications from common living and working scenarios to customized forms of
social activities, enhancing people’s experiences of connectedness. There are various definitions
of metaverse, and it is an ongoing developing concept. For the general description of the
metaverse, Lee et al. (2021) described the metaverse “as a virtual environment blending physical
and digital, facilitated by the convergence between the Internet and web technologies, and
Extended Reality.” Metaverse applications could help people enhance the connection with the
virtual environments, objects and agents, and each other as an avatar. It also has numerous
benefits for society, such as reducing transportation fees and resources from the environment,
enhancing people’s efficiency when working and studying remotely in dynamic surroundings,
and extending people’s imaginations from the world of physical limitations to the virtual

environment.

In the most recent developments in academia and industry, there is evidence to support this trend
toward metaverse research and integration. For example, in 2021, Facebook announced that it
was becoming a metaverse company' and rebranded itself as Meta Platforms Inc. Other major
industry influencers, such as Roblox and ZEPETO, are also representatives of social platforms
with enormous worldwide user bases and have been moving toward the adaptation of metaverse

capabilities (Han et al., 2021). Likewise, Nvidia, a major GPU chip producer, has further

! https://www.theverge.com/22588022/mark-zuckerberg-facebook-ceo-metaverse-interview
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developed its Omniverse software? for creators to simulate the constraints and details of the
physical space using a digital twin 3D-connected simulation. Examples like these large-scale
industry developments show how the metaverse has not only become one of the most influential
trends in the marketplace. Various industries are adapting their services to provide the

foundations of networked platforms for an expanded collaborative metaverse space.

Personal Motivation: I started to engage in the metaverse and decentralized community in 2019
by developing and trading land on Decentraland, which attempts to construct a metaverse
infrastructure through peer-to-peer network interactions (Ordano et al., 2017). I then joined the
developer team of Dragon City,* one of the largest communities and districts in Decentraland, to
support the three-dimensional interaction development and to host events in those virtual lands.
One of the fascinating features of Decentraland is that developers can stream videos in it. When I
see the real-time video of myself and other people on the big screen in such a virtual space, |

consider this to be the connection and communication of the physical world and the metaverse.

Nevertheless, I realize it is a one-way communication, from physical to virtual embodiment with
video and sounds (see Figure 1). Additionally, such a connection is only a two-dimensional
graphic display without context awareness for both virtual and physical space. These challenges
prompted me to explore the embodiment and information communication between virtual and

physical with MR and the internet-of-things (IoT).

2 https://www.nvidia.com/en-us/omniverse/
3 https://nftplazas.com/decentraland-districts/dragon-city-decentraland/
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Figure 1. A round table discussion of Dragon City in Zoom and streaming in Decentraland with

video and sound.

In my undergraduate capstone project* (see Figure 2) on cyborg plants (i.e., the combination of
organisms and robots), I started to explore the coherence operation in the hybrid virtual and
physical environment. The physical robot detected then followed a virtual object with its
augmented eyes in the augmented reality environment. Concerning my ACE Lab’ experiment, I
started as an undergraduate research assistant in 2019 and am currently a graduate research
assistant. I learned many concepts and technologies of MR and the IoT from Dr. Alexis Morris
through the IoT avatar project (Morris et al., 2020; Morris et al., 2021), and now we are thinking
about how we can bring the knowledge into the research and development of the metaverse
(Guan et al., 2022). These experiments push me to continue exploring the connections and

interactions between the virtual and the physical.

4 https://www.youtube.com/watch?v=dGN-egL6K AE&t=35s
3 https://www2.ocadu.ca/research/acelab/home
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Figure 2. The author’s undergraduate Capstone project, Cyborg Plant®, presented the connection

of user’s face movement, a physical robot, and augmented reality (AR) objects.

1.2 Metaverse Challenge: The Disconnect Problem

i, =L

Conference Gaming Online Class

Figure 3. Examples of current activities in today’s metaverse applications (e.g., Horizon Worlds,

Decentraland, Cryptovoxels, Spatial, Fortnite, HanaBank) (Guan et al., 2022)

¢ https://jieguann.format.com/dynamic-cyborgian-plant-engages-in-both-physical-and-virtual-space-for-dynamic-
environment
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Diverse metaverse platforms and virtual spaces host various activities with standalone
computers, mobile devices, and head-mounted display VR devices (see Figure 3). Most of them
bring humans into complete virtual spaces, thereby focusing on the virtual content leading to the
metaverse independent of the physical space (see Figure 4). However, humans must rely on
physical space to gain energy, manipulate their surroundings, sleep, and so on. The incoherence
of the current metaverse system will increase the “noise” of signals between physical and virtual
based on the Shannon and Weaver (1964) communication model, which may result in an
unpredictable and uncontrollable virtual world. On the one hand, the potential consequence of
the overwhelming “noise” involved in accessing virtual and physical information is the
overstimulation of senses in the psychological state causing users to become overwhelmed
(Simmel, 2017). On the other hand, the current metaverse engages in various domains, such as
MR, the 10T, blockchain, and artificial intelligence (Lee et al., 2021), and requires physical
energy, such as electric power. Hence, the overloading of and processing information in the
metaverse without rules and limitations from the physical world, or a proper design of the
connection between them, may limit metaverse simulation. Consequently, if the metaverse does
not have the means to maintain the coherency of the physical world (a better way for data
communication, providing access and control), then the metaverse will not be a reliable place to

perform human activities.
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Figure 4. Current metaverse interaction and the metaverse disconnect problem (adapted from

Gap

early VR explorations by Rekimoto & Nagao, 1995). There is a need to increase the strength of

the link between the metaverse and the real world.

1.3 Toward a Speculative Future: An Extended Metaverse Framework

The potential future is that people will live in two spaces that concurrently exist. One is the
physical world, and the other is the metaverse, which is constructed of computational graphics
and simulated environments. People will live and work in such a hybrid virtual and physical
world immersively with smart glasses (i.e., head-mounted displays) that will be as common as
the mobile phone today. Within these speculative futures parameters, I attempt to explore an
extended metaverse framework to enhance embodiment, interaction, and agency (Holz et al.,

2011) that could provide a seamless interface to the physical world (see Figure 5).
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Bl ‘
Physical World Metaverse

Information

Figure 5. The concept of blurring the border of the physical world and Metaverse.

The thesis project will explore an extended metaverse framework (see Figure 6) for applying the
metaverse layer in the physical spaces to increase the dynamism and interconnectedness of
humans, agents, and the environment through MR and the [oT. The extended metaverse
framework focuses on improving interaction, embodiment, and agency (Holz et al., 2011) in the
human-in-the-loop MR space. It will contribute to the metaverse community, XR, and the IoT
domains with the prototype’s development with game engines and the design of the [oT
framework. The context of the research will explore the history and the current state-of-the-art
metaverse, XR, and the [oT as the background knowledge and their relationship to construct
theories of the extended metaverse. The thesis project will design and prototype MR social place
scenarios that dynamically connect humans, smart objects, and the environment. The RTD
methodology will be employed to explore the literature and work related to this project, test and
design the framework, develop a prototype to prove the concept, and gain knowledge through the
process. The result of this project will provide an architecture to demonstrate how the system

works and a prototype for users to play and test it.
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Figure 6. The framework of the extended metaverse agent, integrating the metaverse of virtual
objects with XR/IoT environments through an agent controller (or set of controllers), was

inspired by Rekimoto and Nagao (1995).

1.4 Research Summary

1.4.1 Problem Statement

Current metaverse platforms have an information gap for users to connect the physical space
without interoperability, which prevents users from operating or accessing the physical context.
The incoherence of the metaverse and the physical space caused by this gap may cause
unreliability in the virtual space for users, which cannot maximize the metaverse’s benefit—

dynamic engagement.

1.4.2 Research Question

This thesis attempts to explore the following questions:
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e How can the gap between the metaverse and the physical world be minimized to increase
people’s dynamic engagement with XR and the [oT?

e What technologies and design approaches could provide a useful physical-space context
with which to affect virtual contexts?

e How can generative and procedural objects from computational graphics used to create

dynamic metaverse environments?

1.4.3 Hypothesis

The extended metaverse framework and agent of this thesis can enhance the connection between
the metaverse and the physical world and extend the dynamics and engagement of the metaverse
to the physical environment with XR and the IoT. Computer vision can be used to capture
context from a human-in-the-loop environment, allowing virtual content to be adaptive and

generated from physical information.

1.44 Goal and Objectives

The goal of this thesis project is to achieve the hypothesis to improve the connection between the
metaverse and physical space to make the metaverse a more reliable place for human activities
than it is now. The first objective is to select the proper head-mounted MR headset to approach
the immersive extended metaverse experiment. The second objective attempts to provide a
method to switch between the immersive metaverse environment and the MR space, which
includes the physical context. Furthermore, the projects investigate two-way communication of

information between the two spaces mentioned previously and visualize metaverse content using
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MR glasses or headsets to enhance human dynamic engagement in the extended metaverse

environment.

Head-mounted Switching
display for an between a

Two-Direction of DAIul(E
Information Engagement
Immersive virtual and Mixed Reality

. Communication )
Interface physical space Environment

Figure 7. The objectives of this thesis project with the extended metaverse agent.

1.4.5 Project Contributions
This project will contribute to the metaverse community, XR, and [oT domains with the
prototype’s development with game engines and the design of the IoT framework. The

contributions of my thesis project include the following:

1) the provision of an idea and proof-of-concept prototype for connecting the
metaverse community to physical space, ii) an exploration of the XR and IoT theories
and technologies to be used in the metaverse, iii) an MR smart and social place
scenario that connects humans, agents, and environments using metaverse concepts.
The problem of the current metaverse platforms has not explored the connection with
the physical space, and my project would potentially flourish thinking on this

trajectory.
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Concerning my personal goal, my preliminary virtual space experiment results demonstrated a
lack of connection between the metaverse and the physical environment, and I continued the
experiment to provide a bridge between my physical and virtual computing experiments. I
engage in the metaverse and blockchain communities, such as Dragon City in Decentraland, as
described previously, to explore a near-future virtual space, and I hope my research will provide
new knowledge about these communities to extend the current metaverse platform to the

physical environment with reliable applications.

1.5 Chapter Overview

This thesis is composed of seven themed chapters, including this introductory chapter. Chapter 2
presents a literature review by laying out the background of the metaverse, the theory and
technologies of XR and IoT for connecting the virtual and physical, context awareness as theory
as the sensor, and generative content applying as the background for control objects. Chapter 3
discusses a range of projects (including XR-IoT) (Morris et al., 2021; Tsang & Morris, 2021)
area, generative content, and metaverse-related works) to position my own research. Chapter 4
provides an overview of the use of RTD and speculative design as methodologies for this project
and the theoretical works. Chapter 5 contains the details about a series of iterative prototypes
with process and reflection. Chapter 6 is about the final project that combines the features of the
prototypes. Chapter 7 presents the evaluation of the prototypes and their comparison with
multiple tables with different methods. Finally, in Chapter 8, I conclude the thesis and provide a

brief discussion about potential future research.
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2 Literature Review

To discuss the thesis project of extended metaverse framework and agent, this section provides
the background knowledge of the metaverse, related theory of XR and the IoT, and introduction
of the context awareness and generative and procedure content concepts (see Figure 8). The
background of the metaverse addresses the history and state-of-art of this concept and its
possible future. XR is the method to embody the virtual and physical objects and environment
while the IoT is considered to be for virtual and physical communication. Context awareness is
introduced to capture and sense information in the physical environment, and procedural content

is the method and rules to embody dynamic virtual objects.

Generative and
Metaverse

Procedural
Contents

Mixed Reality Agent Context-Awareness

Background

Figure 8. The map of literature review.

2.1 Background of the Metaverse

2.1.1 What is the Metaverse?
As mentioned by Dionisio et al. (2013), the metaverse is a portmanteau that combines with the
prefix “meta,” which means “beyond,” and the suffix “verse,” which is shorthand for “universe.”

Hence, it represents a universe beyond the space we live in physically. Specifically, it is a
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computer-generated environment that simulates the world and distinguishes it from the

metaphysical or spiritual concepts.

The concept of the metaverse, originally from the fiction novel Snow Crash, was developed by
Neal Stephenson in 1992 (Joshua, 2017). In the novel, the metaverse was portrayed as a virtual
world with humans interacting with intelligence agencies and each other as avatars in that space.
It is a scenario similar to that in Ready Player One by Ernest Cline, where users can use any role

or play as any race in a completely virtual world (Ai, 2021).

The metaverse has various definitions because it is a state-of-the-art term that is being
continually explored. Dionisio et al. (2013) presented that the metaverse is constructed by
multiple individual virtual worlds, defined as a fully immersive, three-dimensional digital
environment that reflects the totality of shared online space. Lee et al. (2021) considered the
metaverse as a virtual environment constructed by the internet, web technologies, and extended

reality (XR) toward hybrid physical and virtual space.
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world objects that are
virtually-enhanced
physical and physically
persistent virtual space.

potential
direction.

institution should have
a virtual world
presence like the web
presence today.

Literature | Definition of Purpose Proposed/Framework/ | Application

Metaverse Terms Prototype/Outcome Domain
Metaverse | The metaverse is a sci- | Guide the The metaverse theory | Blockchain
Theory fi world from Snow development of | proposed the theorem | game
(A1, 2021) | Crash that enables future of the condition of

people to do similar blockchain becoming a metaverse,

activities as in Ready games to be the | including market

Player One (Cline, metaverse. diversification,

2011). bidirectional demands,

and an entropy-
increasing world.

3D Virtual | Metaverse refers to a The paper The features of the 3D virtual
Worlds fully immersive, three- | presented a metaverse should have | world
and the dimensional digital survey and realism, ubiquity,
Metaverse | environment history of the interoperability, and
(Dionisio | constructed by the metaverse. scalability for future
etal., interconnection of possibilities.
2013) individual virtual

worlds.
Escaping | They considered the This article The paper supported Virtual
the Gilded | metaverse an online shows the proper | the value of user- economic,
Cage environment that is real | economic and creating content and user-
(Ondrejka, | for users, which can legal decisions to | the importance of created
2004) interact with each other | maximize the virtual marketplace content

similar to the real power of player | and ownership.

world. creativity for the

metaverse.

Higher The concept of the Address the Virtual worlds Education
Education | metaverse is beyond problem of (metaverse)
in the the vision of higher education | technologies are
Metaverse | Stephenson’s to use the changing the way of
CHRIS immersive 3D virtual metaverse learning, and the
(Collins, | world, to include the platform for author predicts that a
2008) aspects of physical teaching and the | higher education
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A content | The metaverse includes | Provide a Discuss the Museum
service AR and simulation as metaverse possibilities of
deployme | one of the fundamental | exhibition deploying experiential
nt plan for | axes (lines), and experience content for museum
metaverse | another is internal and | service that exhibition space with
museum external elements. The | allows users to head-mounted display
(Choi & key elements of the journey back and | and beacons toward a
Kim, metaverse include AR, | forth between metaverse exhibition.
2017) virtual worlds, real and virtual
lifelogging, and mirror | spaces.
worlds.

Distribute | The metaverse is a Decrease the They proposed a Blockchain
d persistent and constant | computational decentralized platform |, MR
Metaverse | collection of MR space | costs for mobile | that represents spaces
(Ryskeldi | mapped into different MR applications | as blocks with related
evetal., geospatial locations. and expand information with the
2018) available blockchain-based

interactive space. | peer-to-peer model in

MR with mobile
devices.

All One They considered the Provides a The article XR, IoT,
Needs to | metaverse as a virtual survey to offer a | demonstrated 14 Al,
Know space that blends the comprehensive focused areas of the blockchain,
about the | digital and physical view of the metaverse and their etc
Metaverse | world with the internet, | metaverse in reflection of them.
(Lee, web, and extended both technology
Braud, et | reality (XR) and ecosystem.
al., 2021) | technologies.
When Cyberspaces of To illustrate the | They pinpointed vital | Computatio
Creators enormous and open 3D | relationship topics and the research | nal art
Meet the | virtual spaces for between agenda for supporting
Metaverse | unlimited users to artworks and the | the artistic metaverse’s
(Lee, Lin, | perform various metaverse. computational arts and
et al., activities. technological
2021) infrastructures.

2.1.2 History of the Metaverse

The metaverse evolved from virtual worlds, and Dionisio et al. divided its history into five

phases (see Figure 9). The initial phase began in the late 1970s with the text-based virtual world,

including multi-user dungeons (the role-playing game that users involved in creation) and multi-

user shared hallucinations (collaborative creation.). The next phase incorporated a 2D graphical
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interface. Habitat’ represented this period, first introducing the term avatar for the virtual world
(Dionisio et al., 2013). The development of the third phase began in the mid-1990s. It brings full
three-dimensional graphics to the users because of the improvement of the Graph Card.
Meanwhile, it also provides the ability for users to create content to personalize their virtual
environment (Dionisio et al., 2013). The fourth phase revolved around the user base of
commercial virtual worlds. For example, Second Life® had improved creator tools for users and
major institutions from the physical world engaging in it. The fifth phase of development began
in 2007 and is still ongoing. The main features of this period are open source and engaging with
decentralized contributions. To the potential future, the metaverse should not only live in the

virtual space but should blur the border with the physical world.

/s ~
| |
| |
. 3D _grophl'cs User base of Open-source |l Blurring The |
Jonbored || T aropnical || wiher || commercil || deceniaizea || OIS |
Content virfual world contributions I world |
| |
\\ 7

Beganin Began Post-millennial 2007 and I

1980s
Late 1970s Mid-1990s  decade beyond Future

Figure 9. The Evolution of Metaverse, inspired by Dionisio et al. (2013).

7 https://web.stanford.edu/class/history34q/readings/Virtual Worlds/LucasfilmHabitat.html
8 https://secondlife.com/
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2.1.3 State-of-the-Art Applications and Platforms of the Metaverse

They are many applications and platforms for the metaverse today. Understanding their features
and limitations will provide a better direction for this thesis project. Digital ownership is a big
problem in the metaverse, and blockchain is implicated in some platforms to deal with it, such as
Decentraland’, Cryptovoxels'’, and Somnium Space'! (see Figure 10). Decentraland attempts to
be a virtual reality platform based on the Ethereum blockchain, where users own the creation’s
property entirely when they purchase the “land.” The land is a non-fungible token (NFT), a
digital asset stored as an Ethereum smart contract that users can create (Ordano et al., 2017).
Cryptovoxels and Somnium Space also have a similar approach to defining the ownership of
digital assets. Although Decentraland’s VR feature is still in development, Cryptovoxels’s origin
city is available to be visited through VR in other VR worlds like VRChat'?, NeosVR'?, and
Substrata'. Meanwhile, Somnium Space even provides its desktop version that could connect to
the SteamVR supported VR headset'”. A highly comprehensive table (see Table 2) is presented
to compare different metaverse platforms that are popular and represent the industry of XR and

blockchain.

% https://decentraland.org/

10 https://www.cryptovoxels.com/

' https://somniumspace.com/

12 https://hello.vrchat.com/

13 https:/store.steampowered.com/app/740250/Neos_ VR/

14 https://substrata.info/

13 https:/store.steampowered.com/app/875480/Somnium_Space VR/
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Decentraland Cryptovoxels Somnium Space

Figure 10. The Metaverse platforms with blockchain implement.
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Table 2. A comparison of selected Metaverse platforms that represent their related industry

domain.
Platforms Output Graphic Can it be Interconnect | Isita Why do
Devices Quality developed | ion with Decentr | users use
by users? | other alized it?
Platform platform
?
Decentra | Web Standalone | Low-poly Yes, Yes, the Yes, Live
land PC model, provide NFT token based Performan
Cartoon builder based on on ce, Art
and SDK | Ethereum Ethereu | Exhibition
for can interact | m , Game
creating with other Play
content. platforms.
IoT-Enable
with
WebSocket
and REST
API that can
send and
receive
information
from outside
agents
Cryptovo | Web, Standalone | Voxel Style | Yes, users | Yes, the Yes, Art
xels WebXR PC, Mobile can edit NFT token based Exhibition
Device, the scene based on on , Live
Oculus by Ethereum Ethereu | Performan
Quest, dragging can interact | m ce
Oculus Rift, and with other
HTC Vive dropping | platforms.
objects The origin
and City can be
scripting viewed in
inside the | VRChat,
platform if | NeosVR,
they own | and
the land. Substrata
Somniu Windows Standalone Realism Yes, Unity | Yes, Yes, a Performan
m Space | app, VR PC, Mobile | Graphics SDK for tradable blockch | ce, virtual
app, web Device, Style creating land on the ain VR | party,
Oculus avatar and | decentralize | metaver | game
Quest, builder for | d se playing,
Oculus Rift, developin | marketplace art
HTC Vive g the ] exhibition
scene.
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Fortnite | Windows Standalone | Stylized Yes, Yes, No Gameplay
app, mobile | PC, Game graphic(bet | create a although , live
app, game Console(Pla | ween mode for | Roblox is performan
console app | yStation, realistic players to | not provide ce
Xbox, and design an
Nintendo Cartoon) experience
Switch, that could
Android be
published
and shared
with
others.
Roblox Windows Standalone | Cartoon Yes, No No Gameplay
app, mobile | PC, Mobile Roblox
app, game Devices, studio for
console app | Game creating
Console and
(Xbox) developer
hub to the
public the
game.
Horizon | Virtual Oculus Cartoon Yes, users | No No Game
(Meta) reality app Quest, can create Play,
Oculus Rift their room Meeting
and rules.
Microsof | MR app, HoloLens, Cartoon, Yes, No No Training,
t Mesh VR app, PC | Standalone | Realism provide Collaborat
app, mobile | PC, Mobile SDK for e
app Phone, VR developers Remotely,
Headsets Get
Remote
expertise,
Design
Together

2.2 Mixed Reality Agent

The mixed reality agent (MiRAs) is a taxonomy for classification in three-axis, agency,

corporeal presence, interactive capacity developed by Holz et al. (2011). The key concepts of

MiRAs are agent, embodiment, and MR environment, that defined as an agent with virtual or

physical entities embodied in an MR environment. Wooldridge and Jennings (1995) defined an

agent as an entity in hardware or software with autonomy, social ability, reactivity, and pro-

activity. To be considered as having strong agency, a MiRA cube should incorporate mentalistic

notions such as beliefs, emotions, and desires (Wooldridge & Jennings, 1995). Applying MiRA
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to this thesis provided the researcher with three dimensions to consider when developing the

prototype and was used as the criteria for evaluating the works.

2.2.1 Embodiment and XR

In the MiRAs, embodiment represents the degree of virtual or physical visual representation
(Holz et al., 2011). Then the concept of XR provides the theory and technologies for the
visualization of MiRAs in the MR environment “X” as the mathematical variable in “eXtended
Reality” means the degree of MR. It was firstly introduced in Charles Wyckoff’s “XR” film in
1961 (Mann et al., 2018). Then the device was embodied by Mann and Wyckoff in 1991, and
Sony used “X-Reality” as the brand for their mobile AR that attempts to extend human sensory
perception. Although XR/X-reality has at least three definitions, they are all based on the use of
the “X-axis” to define the number line across the “reality” and “virtuality” along a one-

dimensional path (see Figure 11).

[ MiXed Reality =—————

Virtual

Real :
Reality

World Augmented Augmented
Reality (AR) Virtuality (AV)

X

Figure 11. X-axis from Reality to Virtuality adapted from Mann et al. (2018).

(VR)

N

XR is an umbrella term for VR, AR, and MR of Milgram and Kishino’s (1994) concept of
“virtuality continuum,” which is a mixture of the presenting objects from-real-to-virtual on

screen. XR is also a term that refers to the combination of physical and virtual (computer-
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generated graphic) environments in that humans can interact. Specifically, the X represents the

spatial computing technologies connecting virtual and physical space (Greenwold, 2016).

2.2.1.1 VR

VR Theories: One of the suggested features of the extended metaverse agent in this thesis is
switching between VR and MR, and background knowledge about VR is needed. VR is defined
as completely virtual immersive environments, where the “virtual” is referred to as the computer-
synthesized world that is not artificial but provides a really “real” feeling to the participant
(Milgram & Kishino, 1994). Brooks (1999) addressed that Virtual Reality is a window to look
into a virtual world instead of a screen. It effectively immerses the users into a responsive virtual
world that looks real, sounds real, and even feels real. Participants are vital during the VR
experience because VR interaction is tightly coupled to human senses, and instead of human
interfacing with the technology, VR interaction should finally interface with humans (Machover
& Tice, 1994). VR as a whole new branch of technology refreshed how we look at the area of
human interaction, including user interface design, flight and visual simulation, and telepresence
technologies. Mazuryk and Gervautz (1996) stated that there are addition terms needed to
address VR, including synthetic experience, virtual worlds, artificial worlds, and artificial reality.
They indicated that although various definitions for VR, these meanings are equivalent to a
simulated world in which users could interact and feel immersed, as Zeltzer (1992) mentioned of
the AIP Cube (see Figure 12). Zeltzer (1992) demonstrated a taxonomy of graphic simulation
systems, with autonomy, interaction, and presence dimensions. Autonomy involves how well the
virtual agent reacts to the simulated environment, interaction defines the degree of users
manipulating the simulated parameters, and the Presence axis measures users’ perceiving system

of the available sensory input and output channels. Heeter (1992) mentioned that there are
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various dimensions of presence, including personal presence, social presence, environmental
presence. Slater & Wilbur (1997) addressed that immersion is the illusion of reality to the senses
that human feel immersive with the computer displays, and presence is the consciousness of
being in the virtual environment. In other words, presence in VR is the illusion of being in the

virtual world though the users know they are not (Slater, 2018).

(1,0,0)

Autonomy

1 (1,0,1)

(0,1,0)

“Virtual Reality”
I‘Dresence

(0,0, 1) ©,1,1)

Figure 12. Autonomy, Interaction, Presence (AIP) Cube in an immersive Virtual Reality

experience (adapted from Zeltzer, 1992).

Applications of VR: In recent years, VR has been used to develop many applications in various
domains, including the education and training, tourism, fitness and sports, and social domains.
There were many VR military training scenarios in VR, Liu et al. (2018) introduced the
possibility of VR for military training, such as driving an aviation flight, being familiar with the

battlefield environment, and increasing the efficiency of design and development of the weapon.
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There were also VR education applications in the healthcare field, such as the simulation of
surgery in VR could enhance surgical education (Pulijala et al., 2017). VR training provides
immersive experiences for users to engage in a fun manner of repeating practice with serious
games to gain required skills without causing any damage to the patient. Pulijala et al. (2017)
presented a demo of combining a pre-recorded stereoscopic 3D video of the surgery process and
interactive models of the patient’s anatomy model implemented with Oculus Rift and Leap
Motion (for hand tracking). Castro and Orosa (2018) showed how VR could be used in tourism
to allow tourists to experience the desired place closely, either for fun, distraction, or
professional purposes. They presented a demonstration of a virtual touristic application to
promote the tourist sites in the Republic of Ecuador. It can be used to visualize the 3D map of the
original terrain features in both mobile applications and VR devices (Gear VR and 